
UCSF
UC San Francisco Previously Published Works

Title
Determining protein structures by combining semireliable data with atomistic physical 
models by Bayesian inference

Permalink
https://escholarship.org/uc/item/9533k9p3

Journal
Proceedings of the National Academy of Sciences of the United States of America, 
112(22)

ISSN
0027-8424

Authors
MacCallum, Justin L
Perez, Alberto
Dill, Ken A

Publication Date
2015-06-02

DOI
10.1073/pnas.1506788112
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/9533k9p3
https://escholarship.org
http://www.cdlib.org/


Determining protein structures by combining
semireliable data with atomistic physical models by
Bayesian inference
Justin L. MacCalluma,1,2, Alberto Perezb,1, and Ken A. Dillb,c,2

aDepartment of Chemistry, University of Calgary, Calgary, AB, Canada T2N 1N4; bLaufer Center for Physical and Quantitative Biology, Stony Brook
University, Stony Brook, NY 11794; and cDepartments of Chemistry and Physics, Stony Brook University, Stony Brook, NY 11794

Contributed by Ken A. Dill, April 13, 2015 (sent for review February 3, 2015; reviewed by Richard Lavery and Andrej Sali)

More than 100,000 protein structures are now known at atomic
detail. However, far more are not yet known, particularly among
large or complex proteins. Often, experimental information is
only semireliable because it is uncertain, limited, or confusing in
important ways. Some experiments give sparse information, some
give ambiguous or nonspecific information, and others give un-
certain information—where some is right, some is wrong, but
we don’t know which. We describe a method called Modeling
Employing Limited Data (MELD) that can harness such problematic
information in a physics-based, Bayesian framework for improved
structure determination. We apply MELD to eight proteins of
known structure for which such problematic structural data are
available, including a sparse NMR dataset, two ambiguous EPR
datasets, and four uncertain datasets taken from sequence evolu-
tion data. MELD gives excellent structures, indicating its promise
for experimental biomolecule structure determination where only
semireliable data are available.

protein structure | molecular modeling | integrative structural biology |
Bayesian inference

Increasingly, structures are determined using integrative struc-
tural biology approaches, where direct experimental data are

combined with computer-based models (1). Important successes
in integrative structural biology have come from pioneering
methods such as Modeler (2, 3), methods based on Rosetta (4–7),
and others (8). Atomistic molecular dynamics (MD) simulations
can be a powerful tool in integrative structural biology, because
they capture physical principles and thermodynamic forces—
information that is otherwise orthogonal to purely structural
observations.
However, there remain many situations in which it is not yet

possible to properly integrate external knowledge with atom-
istic MD to infer biomolecular structures. Often, the external
knowledge is challenging in one or more of the following ways.
(i) Sparse data provide too little information to fully con-
strain the structure. (ii) Ambiguous data are not very specific,
allowing alternative structural interpretations. (iii) Uncertain
data cannot be interpreted at face value, because they contain
false-positive signals that can be misdirective. Determining
new challenging protein structures requires ways to handle
semireliable data.
Here, we describe a physics-based, Bayesian computational

method called MELD (Modeling Employing Limited Data). It is
a procedure for making rigorous inferences from limited or un-
certain data. We build upon previous Bayesian approaches
(9–14), which share the key feature of combining prior belief
with the available data to produce statistically consistent sam-
ples from a posterior distribution, rather than searching for a
single well-scoring model. The key properties of MELD are the
rigorous treatment of statistical mechanics, a novel likelihood
function that can handle uncertain data, and a graphics pro-
cessing unit (GPU)-accelerated sampling strategy that makes
the calculations tractable.

MELD uses free energy as the principle for choosing between
different possible interpretations of the data and provides a
rigorous, robust, statistical-mechanical approach for resolving
sparsity, ambiguity, and uncertainty. Most importantly, MELD
provides proper Boltzmann populations of states. Knowing the
relative populations of different states is essential for inferring
free energies, stabilities, rates, and biological mechanisms and is
a key reason for using MD simulations over other types of con-
formational sampling.

Overview of MELD
Integrative Structural Biology Can Be Formulated As an Inference
Problem. The task of integrative structural biology is to infer
the ensemble of likely structures, pðxjDÞ, given some data, D.
Here, x is the 3N-dimensional vector of atomic coordinates. To
solve this problem, we invoke Bayes’ theorem:

pðxjDÞ
zfflfflffl}|fflfflffl{posterior

=
pðDjxÞpðxÞ

pðDÞ ∼ pðDjxÞ
zfflfflffl}|fflfflffl{likelihood

pðxÞ
z}|{prior

. [1]

We must specify two things: (i) a prior probability distribution,
pðxÞ, over the space of structures and (ii) a likelihood func-
tion, pðDjxÞ, that predicts the likelihood of the data given a
structure. The denominator, pðDÞ, is called the data likelihood
and can be regarded as a normalization factor and ignored for
our purposes.
The prior, pðxÞ, expresses our belief in the probability of

observing each protein structure in the absence of any addi-
tional data. For MELD, we choose as our prior the Boltz-
mann distribution produced by a recent version of the Amber
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forcefield (15) combined with a generalized-Born implicit solvation
model (16):

pðxÞ∼ exp½−βEamberðxÞ�. [2]

In the absence of other information, MELD will produce sam-
ples from Eq. 2, which may alone be enough to correctly pre-
dict the structures of small proteins (17–19). The likelihood func-
tion, pðDjxÞ, expresses our belief about how probable it is that
the observed data were produced by a particular structure (dis-
cussed below).
This Bayesian framework allows us to incorporate both our

knowledge of the physics of protein structure and the external in-
formation in a rigorous and consistent way (Fig. 1). In MELD, we
sample from the posterior using standard MD algorithms. We use
the negative logarithm of Eq. 1 as our energy function, which
amounts to sampling from

Etotal =EamberðxÞ− β−1 ln pðDjxÞ. [3]

The available external information is turned into nonnegative
restraints on geometric degrees of freedom, such as distances or
torsion angles, as in standard restrained MD (see SI Appendix for
details). These restraints quantify how well a structure x agrees with
a particular piece of data, Di, with Erest

i ðxÞ= 0 indicating that x is
consistent with Di. Rather than trying to infer the exact geometry
from the data, we use restraints with broad, flat, zero-energy regions
that encompass all structures consistent with Di. Higher values of
Erestraint
i ðxÞ indicate increasing disagreement between the structure

and the external information, and thus indicate that x is exponen-
tially unlikely to have produced Di. Our likelihood function for Di is

pðDijxÞ∼ exp
�
−βErestraint

i ðxÞ�. [4]

So far, this approach is identical to standard restrained MD,
but expressed in Bayesian terms. The key difference in MELD is
the form of the likelihood function. Consider a set of 100
residue–residue contacts predicted from evolutionary consid-
erations, where only about 65 of the predictions are expected to be
correct. In standard restrained MD, one simply adds all of the
energies, or alternatively multiplies all of the likelihoods:

pðDjxÞ∼
Y100

i=1

exp
�
−βErestraint

i ðxÞ�. [5]

However, this causes a problem because the 35 incorrect restraints
will bias the structure toward wrong regions of conformational
space. Standard restrained-MD approaches assume that all of the
data are correct, so those approaches may perform poorly when
faced with ambiguous or uncertain datasets.
Instead, in MELD, we recognize that some of the restraints are

wrong. We specify that 65 of the predicted contacts are correct
and 35 should be treated as wrong.* Our likelihood function will
bias this system toward conformations consistent with the correct
information, while simultaneously ignoring the incorrect in-
formation. However, how do we decide which information is
correct and which is not? For each structure x, we make a local
assumption: that the 35 restraints that are least well-satisfied
(i.e., the 35 highest energy restraints) are likely to be incorrect
and that the rest are correct. Our likelihood function is

pðDjxÞ∼
Y65

i=1

exp
�
−βErestraint

i ðxÞ�, [6]

where the restraints are sorted by energy,† so that

Erestraint
1 ≤Erestraint

2 ≤ . . . ≤Erestraint
100 . [7]

By correctly sampling from the posterior distribution, pðxjDÞ,
MELD simultaneously infers the globally most likely configurations
and the corresponding restraints that are globally most likely to
be correct. MELD generates the minimum-free-energy ensemble
from Eq. 3, which provides the principle for selecting the correct
interpretation from the sea of possibilities.
This per-timestep sorting and partitioning of restraints into

active and ignored results in a multifunneled energy landscape
(Fig. 1). The different funnels that MELD constructs on the
landscape are because pðDjxÞ in Eq. 6 entails different restraints
for different conformations. In practice, MELD uses a somewhat

Fig. 1. MELD uses Bayesian inferences to predict structures from sparse, ambiguous, and uncertain data. Each panel shows the log-likelihood of a probability
distribution in schematic form. The prior represents our belief about the probability of each structure and is given by the Amber force field. The likelihood models
the probability that the observed data were given by each structure. Because our data are ambiguous and uncertain, there are multiple possible interpretations
that can give rise to different basins of possible structures. We sample from the posterior, which includes information from both the prior and the likelihood.

*The number of restraints to be treated as correct must be specified as an input. We set
this value empirically based on past experience with a particular source of data. Setting
the number of correct restraints too high will force MELD to account for incorrect data,
whereas setting it too low will throw away useful information. One could develop a
Bayesian formulation that can simultaneously estimate the amount of correct informa-
tion and the structural ensemble.

†Eqs. 6 and 7 lead to a continuous energy landscape, but with discontinuities in the force
(cusps in Fig. 1), which result in occasional integration errors. In SI Appendix, we dem-
onstrate that these occasional errors have no detectable effect on the conformational
distributions produced by MELD.
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more complex scheme with two layers of grouping, selection, and
sorting, which allows for more sophisticated sculpting of the en-
ergy landscape (see SI Appendix for full details).
MELD is implemented using the GPU-accelerated OpenMM

library (20). To avoid kinetic traps, MELD uses Hamiltonian and
temperature replica exchange MD (H-REMD, see Materials
and Methods) (21, 22). The top replicas have a high temperature
and weak restraints, which allow the system to sample broadly. The
bottom replicas are at room temperature with strong restraints,
focusing sampling on low-free-energy regions. We identify the low-
free-energy regions by clustering; we do not expect the energies in
Eq. 3 to be directly useful for scoring, because they ignore entropy.

Input to a Typical MELD Calculation. The typical inputs to MELD
are (i) the protein sequence, (ii) predicted secondary structures
from PSIPRED (23), and (iii) externally supplied information
about residue–residue contacts or distances; see Fig. 2 and SI
Appendix, Figs. S5–S12.
We use three different classes of residue–residue distance

information that we call sparse, ambiguous, or uncertain. Each
class uses a different restraint strategy. Sparse restraints are few
but are otherwise unambiguous and reliable specifications of
short residue–residue distances. Ambiguous restraints provide
residue–residue distance information over a wide range, being
ambiguous about the exact distances, but are free from false
positives. Uncertain restraints provide information about resi-
due–residue contacts, but many of these restraints are false
positives, so by our prior knowledge of their reliability we set
them to be only 80% active, as outlined above. For all systems,
secondary structures are set to be 75% active, based on the ap-
proximate accuracy of current secondary structure predictions.

Results
We applied MELD to eight proteins for which (i) the native
structure is already known and (ii) sparse, ambiguous, or un-
certain datasets were available (Fig. 3). Our goal was to learn
whether MELD could produce correct structures from the semi-
reliable data. For each system, we also compare the MELD result
to a baseline calculation using the same input information, but
performed with X-PLOR-NIH (24) (Fig. 4; see SI Appendix for
details). X-PLOR-NIH is representative of methods typically used
in structural biology that are designed to work with plentiful,
largely unambiguous, and correct data.

How Efficiently Does MELD Target and Sample Near-Native Structures?
Fig. 4 shows that in all eight cases MELD samples the important
native-like states much better than X-PLOR does. In six cases,
MELD produces structures that are within 2.5 Å of native, and
the best structures for five of them are within 1.8 Å (Fig. 4). Of
course, the computational demands for MELD are much greater,
but GPU acceleration makes MELD tractable.

How Well Does MELD Choose the Correct Structures? To pick out
native structures accurately requires not only good conforma-
tional-space coverage but also a good discrimination function
that distinguishes more native-like from less native-like struc-
tures, such as having the lowest free energies. We clustered our
conformations and chose the medoids of the three most popu-
lous clusters as representatives (Fig. 3). For six targets, MELD
identifies a structure within 3.5 Å backbone rmsd from native
and within 2.8 Å of native for five targets within our simulation
times. SI Appendix, Table S1 reports the rmsds and populations
of the top three clusters for each target.
MELD typically finds that one of the three most populous

clusters is within ∼1.0–1.5 Å rmsd of the best structure in the entire
ensemble. This indicates that MELD conformational sampling is
tightly focused with many conformations close to the native struc-
ture. In contrast, X-PLOR generates broad ensembles, having an
average rmsd typically more than 8 Å from native.

Finding Structures Using Sparse Information from Solid-State NMR.
An example of sparse information is the solid-state NMR data of
Huber et al. (25) on ubiquitin. The experimental data provide
information about short proton–proton interactions between
terminal methyl groups on Ile, Leu, and Val (ILV) residues. The
experiments measure 49 interactions, which we turn into 33 re-
straints between carbon atoms (Fig. 5A) by ignoring stereospe-
cific proton assignments. This leaves ∼0.4 restraints per residue,
much less than the 10–20 restraints per residue that are typical in
solution-NMR determination. The measured interactions help to
approximately define the core of the protein, but there are sev-
eral stretches longer than 10 aa each that are devoid of any ex-
perimental restraints (Fig. 5A).
Previously, Huber et al. (25) made two tests. They produced

an ensemble of 200 structures using CYANA (26) coupled with
assumed backbone ϕ=ψ angles [predicted from NMR chemical
shifts using Talos+ (27)] and the measured ILV–methyl in-
teractions. Even after selecting the 20 lowest-energy structures,
the resulting ensemble is broad (SI Appendix, Fig. S1). Their
second test included 139 more restraints from an additional ex-
periment with a backbone-amide-labeled sample (25), which
better defines the structure of β-sheets and improves the back-
bone rmsd to 1.6 Å.
Our aim here was to see whether MELD could produce cor-

rect structures even without the additional 139 restraints. We
applied MELD to this structure-determination problem using the
ILV-labeled (but not backbone-amide-labeled) dataset and replaced
the detailed structural NMR chemical shift information with less
accurate secondary structure predictions from PSIPRED (23).
We found (i) that the centroid of our most populous cluster is
1.0 Å backbone rmsd from native, (ii) that structures as close as
0.6 Å were present in the ensemble, and (iii) that the core side-
chain packing is also accurate, even in regions devoid of re-
straints (Fig. 5B).
The most populous cluster produced by MELD (with only the

ILV–methyl data) was more accurate than even the best structure
produced by CYANA (even with the additional amide-labeled
data). The best structure produced by X-PLOR-NIH was poor
(5.9 Å, Fig. 4).‡ Without restraints, even state-of-the-art MD
simulations on the special-purpose Anton supercomputer are

Fig. 2. Summary of input data for thioredoxin based on EvFold (31, 32)
predicted contacts. The upper panel shows the EvFold predicted contacts
overlaid on the crystal structure. Both correct (blue) and incorrect (red)
contacts are shown. Secondary structure restraints are also enforced (see
SI Appendix, Fig. S9).

‡The results with CYANA are better than with X-PLOR. This may be due to differences in
torsion angles; Huber et al. (25) used TALOS+ predictions based on NMR data, whereas
our X-PLOR calculations used sequence-based predictions.
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not able to find the structure of ubiquitin starting from an
extended chain, because ubiquitin folds only on the millisec-
ond timescale (17). In MELD, however, even though the re-
straints are sparse, this set is sufficient to provide a highly
funneled free-energy landscape (SI Appendix, Fig. S2) that
leads to rapid folding.

The Experimental Data Alone Do Not Uniquely Define the Structure.
Fig. 6 shows how the MELD restraint energy varies for the
ubiquitin dataset (other systems are qualitatively similar; SI
Appendix, Fig. S3). There is a broad cloud of structures within
5 Å that have MELD energies indistinguishable from the most
native-like structures. More remarkably, there are structures that
are 6–11 Å from native that also have very low MELD energies,
with a particularly dense cluster around 9 Å. These are structures
that are in good agreement with the experimental data but have
nonnative folds. In the absence of a physical model, the experi-
mental data cannot distinguish between these alternative struc-
tures, but MELD can by rigorously sampling from a well-defined
distribution.

Even a Few Restraints Can Be Highly Informative. To illuminate the
limits of maximum sparsity in MELD, we considered Protein G,
where we combined secondary structure predictions with four

restraints selected to help define the main β-sheet (SI Appendix,
Fig. S6). The calculation was started from a completely extended
conformation. Even this limited amount of sparse data enables
MELD to find accurate structures (Fig. 3). Although these four
restraints were hand-picked as a test of what is minimal, this
result indicates that a few well-placed, highly informative re-
straints may be sufficient, in general, for structure determination
with MELD.

Finding Structures Using Ambiguous Information from EPR. Inferring
protein structure from site-directed spin-label EPR experiments
is challenging because (i) there is inherent “fuzziness” in map-
ping the experimental signal into a distance between two spin-
label probes, (ii) the probes are attached to the protein by flexible
linkers, which introduces further uncertainty, and (iii) the dis-
tances measured are often large (20–40 Å) and contain less in-
formation than short (<10 Å) distances (28).
To obtain EPR restraints, we followed the two strategies

previously used in ROSETTA-EPR (5, 29). We augment that
distance information with secondary structure predictions
from PSIPRED. We simulated two different systems (αA-
Crystallin and Lysozyme) starting from completely extended
conformations using available EPR data (29, 30).
The results for αA-Crystallin are good (Fig. 3), with a best

overall structure of 1.3 Å and best cluster of 2.8 Å backbone rmsd
from native. Deviations occur in the long hairpin (residues
40–56 of the modeled sequence), which extends into space as a
monomer but forms a strand pair in the crystal lattice.
The results for T4-Lysozyme are not as good (Fig. 3). The best

rmsd of all models is 2.6 Å and the best cluster is 3.6 Å from
native. This is still enough to define the overall fold of the
protein correctly, but many details are wrong. To assess the
source of this error, we performed two additional calculations
starting from the native structure: one without restraints and one
with the full set of EPR and secondary structure restraints. In the
simulations without restraints, in 200 ns the rmsd rises rapidly to
>7 Å while the protein unfolds. In the simulations with re-
straints, the rmsd stabilizes at ∼4 Å, similar to our result starting
from an extended chain. There are three possibilities: (i) We
simulated a truncated protein that is missing the N-terminal
β-domain and the loss of this domain could make the protein
unstable, (ii) there are systematic errors in the force field, or
(iii) our treatment of the experimental data has errors.
The results using X-PLOR are poor (Fig. 4), and none of the

generated models is within 6 Å of the native structure for either
protein. Using ROSETTA-EPR, Meiler and coworkers (5)
folded T4-Lysozyme to 1.8Å and αA-Crystallin to 4.0Å (29) Cα
rmsd from native. Overall, MELD significantly outperforms the
simple X-PLOR approach and has performance comparable to
that of ROSETTA-EPR, but with the important advantage of

Fig. 3. Summary of MELD results for the eight case studies in this paper.
Each panel shows the best (lowest backbone rmsd) structure (green) super-
posed on the native structure (gray) and reports the rmsd of the best
structure and three most populous clusters (C1–C3).

Fig. 4. MELD samples more accurate structures than X-PLOR-NIH for all test
cases in this study. Each bar represents the single best structure produced for
that target by each method.
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coming from a fully physical model capable of giving Boltzmann
populations.

Finding Structures Using Uncertain Information from Evolutionarily
Inferred Contacts. EvFold (31, 32) belongs to a new family of
methods (33, 34) that predict residue–residue contacts from co-
evolution in multiple sequence alignments.
Here, we wanted to see whether such probabilistic re-

straints, when applied using MELD, could accurately predict
protein structures. We took restraints from EvFold (31) for
four targets: thioredoxin, Ras, CheY, and calponin. For each
target, we combined the top Nres contacts predicted by EvFold
with secondary structure predictions from PSIPRED. For
these systems, rather than starting from an extended confor-
mation, we seeded each replica with one of the structures
produced by the EvFold pipeline, because that information is
readily available.§
For all systems, the best structures sampled by MELD are

more accurate than those from X-PLOR (Fig. 4). Except for
calponin, MELD samples best structures that are accurate (<2 Å)
and gives accurate (<2.8 Å) models in the three most populous
clusters (Fig. 3). SI Appendix, Table S2 shows that for all four
systems MELD produces better structures than EvFold’s
structure generation procedure, which is based on CNS [Crys-
tallography and NMR System (35)]. The most populous cluster
MELD identifies is more accurate than even the best confor-
mation (lowest rmsd) that EvFold samples, which might not be
identifiable by score or energy. The average improvement of the
most populous cluster from MELD over the lowest-energy struc-
ture from EvFold is 2.5 Å.

Enforcing Incorrect Restraints Reduces Accuracy. Incorporating
EvFold data into MELD requires specifying the fraction of ac-
tive contacts and the cutoff distance defining a contact (see SI
Appendix for details). In the present study, we chose 0.8 and 6 Å,
based on previous EvFold results (31). With these parameters,
the MELD energies of the native structures are high (SI Ap-
pendix, Fig. S3). Excluding calponin, these results are indicative
of a small number of modest (1–2 Å) restraint violations (SI
Appendix, Fig. S4). The energy of the native structure for these
systems could be reduced to near zero by a small reduction in the
active fraction to 0.65–0.70, or by a small increase in cutoff distance
to 7–8 Å. The structural quality for these systems is good,

suggesting that these parameters do not have substantial nega-
tive impact.
The results for calponin are not as good, where even the best

sampled structure is more than 4 Å from native. For this system,
the EvFold predictions are less accurate, resulting in higher
energies (SI Appendix, Fig. S4). To achieve a MELD energy near
zero, the active fraction would need to be reduced to 0.4–0.5, or
the cutoff distance increased to 10–11 Å. In this case, it seems
that the suboptimal parameters may have led to poor structures.
However, unrestrained simulations starting from native indicate
that there may also be systematic force-field errors. Although it
is possible that results could be improved by parameters tuning,
this is not our aim here.
One obvious current limitation of MELD is the need to specify

parameters such as the active fraction and the cutoff distance.
We are developing a more general approach that places priors
on these parameters and then treats them as parameters to
be inferred jointly with the structural distribution. Similar ap-
proaches have been successfully used with reliable datasets, for
example to infer correct parameters for converting NMR cross-
peak intensities into distances (9, 12).

Conclusions
The challenge in structural biology is to determine ever larger and
more complex structures. It requires making ever better use of
diverse, ambiguous, and confusing experimental data. At the same
time, the power of molecular simulations in this enterprise is in
filling in the fine-grained detail in space and time, and in going
beyond structures, to inform us also about populations, stabilities,
kinetics, motions, and mechanisms. Molecular simulations alone,
however, are challenged by simulation errors (in sampling and
force fields) that increase with the number of degrees of freedom.
In MELD, we combine the advantages of simulations and im-
perfect data. MELD draws Bayesian inferences from semireliable
data in the context of atomistic REMD computer simulations, to
give accurate protein structures.
In a way, MELD follows from an old line of thought that if we

knew the physical mechanisms for how proteins fold so fast, we
could invent fast ways to search their conformational spaces to

A

Input Data poor

B

Native MELD

Fig. 5. Structure determination of ubiquitin using MELD with sparse
solid-state NMR data and Talos+ secondary structure predictions. (A) The
input restraints overlaid on the crystal structure. Data-poor regions
longer than 10 residues are shown in orange. (B) Overlay of native and
MELD prediction showing the remarkable agreement in the prediction
of side-chain conformations.

Fig. 6. The available solid-state NMR data do not uniquely define the
structure of ubiquitin. Structures as far as 11 Å rmsd from native have MELD
energies that are comparable to native. These alternative structures may
even have different folds (upper panels) but are nevertheless in good agree-
ment with the available sparse experimental data.

§We would expect similar results if we started from an extended conformation, because
the EvFold pipeline relies on restrained MD using CNS (35), although we have not per-
formed these calculations.
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find native like states. From the early days, there has been in-
terest in parlaying knowledge of kinetic routes of protein folding
to an understanding of principles of protein structures (36, 37).
Since then, it has become clear that a unifying principle is that
folding energy landscapes are funnel-shaped (30, 38, 39). Here,
MELD establishes funnel-shaped potentials, driven by uncertain—
but nevertheless powerful—information from experiments or bio-
informatics. We find that these funnels greatly accelerate the iden-
tification of the native structure.

Materials and Methods
This section provides an overview. Full details can be found in SI Ap-
pendix. The MELD source code is freely available at https://github.com/
maccallumlab/meld.

Simulation Software and Parameters. All simulations were performed using a
modified version of OpenMM (20). Proteins were modeled using a version of
the ff12sb force field (15) that included a CMAP-like (40) correction to better
reproduce the balance between α and β secondary structures (parameters are
included in the github repository). Solvation was modeled using the OBCmodel
(16). X-PLOR was used as a baseline for comparison; a sample script can be
found in SI Appendix.

Turning Information into Restraints. Secondary structure predictions from
PSIPRED (23) were turned into restraints acting on overlapping 5-mer frag-
ments (SI Appendix). These restraints include both backbone torsion angle
and intrachain distance restraints, which we found critical for reproducing
secondary structure. We specified that 75% of these compound 5-mer
restraints be active. The residue–residue distance restraints were handled

differently depending on the source of the input data (see SI Appendix for
details). For the sparse and ambiguous cases, all of the distance restraints
were active. For the uncertain cases, 80% of restraints were active.

Hamiltonian and Temperature Replica Exchange. The number of replicas was
adjusted, based on the size of the system and available computational
resources, to between 24 and 48 replicas. Exchanges were performed every
20 ps or every 50 ps. For the non-EvFold systems, the temperature was
varied geometrically from 300 K at the bottom replica to 450 K at the middle
replica and held constant over the top half of the REMD ladder. Conversely,
the strength of imposed distance restraints was varied from zero at the
top of the ladder, to full strength at the middle replica, and held at full
strength over the bottom half of the REMD ladder. We found that this ar-
rangement improved the number of folding trajectories. The secondary
structure restraints were held at full strength throughout. For the EvFold
systems, we varied both the temperature and strength of restraints across
the full REMD ladder.

Clustering. Trajectories were clustered based on Cα coordinates, using aver-
age-linkage clustering with e= 4 Å (41). The centroids of the three most
populous clusters were chosen as representative structures.
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