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Behavioral/Cognitive

The Limits of Human Stereopsis in Space and Time

David Kane,1 Phillip Guan,2 and Martin S. Banks1,2

1Vision Science Program, University of California, Berkeley, California 94720; and 2Graduate Program in Bioengineering, University of California, Berkeley,
California 94720 and University of California, San Francisco, California 94143

To encode binocular disparity, the visual system determines the image patches in one eye that yield the highest correlation with patches
in the other eye. The computation of interocular correlation occurs after spatiotemporal filtering of monocular signals, which leads to
restrictions on disparity variations that can support depth perception. We quantified those restrictions by measuring humans’ ability to
see disparity variation at a wide range of spatial and temporal frequencies. Lower-disparity thresholds cut off at very low spatiotemporal
frequencies, which is consistent with the behavior of V1 neurons. Those thresholds are space–time separable, suggesting that the
underlying neural mechanisms are separable. We also found that upper-disparity limits were characterized by a spatiotemporal,
disparity-gradient limit; to be visible, disparity variation cannot exceed a fixed amount for a given interval in space–time. Our results
illustrate that the disparity variations that humans can see are very restricted compared with the corresponding luminance variations.
The results also provide insight into the neural mechanisms underlying depth from disparity, such as why stimuli with long interocular
delays can still yield clear depth percepts.

Introduction
To encode luminance contrast, the visual system uses neurons
that respond differentially to spatiotemporal variations in lumi-
nance (Movshon et al., 1978a,1978b; DeValois et al., 1982). The
substructure of the neurons’ receptive fields determines the spa-
tial and temporal properties of their preferred luminance stimu-
lus. The encoding of binocular disparity is fundamentally
different because the visual system must determine which parts of
the two retinal images correspond to one another. This is accom-
plished by determining the displacement of a patch in one eye’s
image that yields the highest correlation with a patch in the other
eye. Disparity estimation is similar to windowed cross-correlation, a
technique used successfully in computer vision (Kanade and
Okutoni, 1994) and in modeling human vision (Cormack et al.,
1991; Fleet et al., 1996; Banks et al., 2004). Windowed cross-
correlation is fundamentally similar to the disparity– energy cal-
culation characteristic of binocular interaction in visual cortex
(Ohzawa et al., 1990; Anzai et al., 1999). The cortical neurons
performing this computation respond preferentially to the aver-
age disparity and not to variations in disparity across the recep-
tive field (Nienborg et al., 2004).

Estimating disparity by correlation imposes significant limits
on the encoding of spatial and temporal variations in disparity.
Previous work has shown that the finest spatial variation in dis-

parity that can be seen is much coarser than the finest visible
variation in luminance (Tyler, 1974; Bradshaw and Rogers, 1999;
Banks et al., 2004) and that the fastest detectable rate of change in
disparity is much slower than the fastest visible luminance change
(Richards, 1972; Norcia and Tyler, 1984; Patterson et al., 1992;
Lankheet and Lennie, 1996). Moreover, large disparities—those
exceeding the disparity-gradient limit— do not yield reliable
depth percepts; specifically, depth from disparity collapses when-
ever the change in disparity for a given change in position exceeds
1–1.5 (Tyler, 1973; Burt and Julesz, 1980).

We measured the minimum disparity required to perceive
depth from disparity for a wide range of spatiotemporal frequen-
cies. We also measured the maximum disparity that supports
depth perception at these frequencies. The minimum thresholds
are space–time separable. The maximum disparity limits reveal
that disparity variation cannot be greater in space–time than a
critical value embodied by a spatiotemporal, disparity-gradient
limit. These results reveal the set of spatial and temporal varia-
tions in disparity that can be seen. The minimum threshold and
maximum limit data are both consistent with a cross-correlation
model with separable spatial and temporal windowing functions.
Together, the data and modeling provide significant insight into
the spatiotemporal properties of the neural mechanisms that un-
derlie the perception of depth from disparity.

Materials and Methods
Main experiment
Observers. Four subjects (two males and two females) 22–30 years of age
participated. All had corrected-to-normal vision. Two were authors; the
other two were unaware of the experimental hypotheses.

Apparatus. The stimuli were presented on a mirror stereoscope with
two CRT displays (HM204DT; Iiyama). The lines of sight from the two
eyes were reflected from mirrors near the eyes such that they were colin-
ear with a normal from the center of the respective CRTs. The experiment
was conducted in a dark room, so the CRTs provided the only measur-
able light input to the eyes. The CRTs were set to a spatial resolution of
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800 � 600 pixels. At the 115 cm viewing dis-
tance, pixels subtended 1.5 minutes of arc
(arcmin). Using anti-aliasing, we could cre-
ate much smaller disparities. We estimate
that the smallest displayable disparity was 2
seconds of arc (arcsec); the smallest disparity
we presented in the main experiment was
7 arcsec. Vergence distance was 125 cm,
slightly different from the 115 cm optical dis-
tance from each eye to a CRT because of the
angle between the two limbs of the stereo-
scope and the rotations of the mirrors. The
refresh rate was 200 Hz.

Stimuli and procedure. Between trials, iden-
tical dynamic random-dot patterns were pre-
sented to the two eyes. In addition, a fixation
target was presented that was composed of two
binocular horizontal line segments and two di-
choptic vertical line segments. By monitoring
the apparent alignment of the dichoptic seg-
ments, observers could make sure that fixation
was accurate before initiating a stimulus pre-
sentation. They were told to maintain fixation
on the fixation target during the stimulus pre-
sentation as well. All reported that they did so
in part because the task became more difficult
if they moved their eyes. In each presentation, a
signal stimulus and a no-signal stimulus were
presented simultaneously for 1 s to the left and
right of fixation. They were dynamic random-
dot stereograms generated using the Psych-
Toolbox (Brainard, 1997; Pelli, 1997). The
signal stimulus specified a horizontal triangular-
wave corrugation in depth that drifted upward
or downward (chosen randomly) at a chosen
speed. Figure 1 provides a static example. We
used a triangular-wave corrugation because its disparity gradient is well
defined. The no-signal stimulus had an identical distribution of dispari-
ties over time, but the spatial order was scrambled, yielding an incoherent
appearance. Because the signal and no-signal stimuli had the same dis-
tribution of disparities over time, the observer had to perceive the
spatiotemporal waveform to perform the discrimination task reliably.
We intended to measure two thresholds: (1) a lower-disparity thresh-
old, the smallest disparity required to perceive the signal waveform
and thereby distinguish it from the no-signal stimulus, and (2) an
upper-disparity limit, the largest disparity before disparity processing
collapses and the signal waveform is not perceived. To measure
upper-disparity limits, it was crucial to have a suitable no-signal stim-
ulus. A no-signal stimulus with zero disparity is insufficient because
observers can use the presence of any depth variation in the signal
stimulus to perform the discrimination task when that stimulus ex-
ceeds the disparity-gradient limit. Our spatially incoherent no-signal
stimulus appeared identical to the signal stimulus once the gradient
limit was exceeded. At the limit, performance fell to chance, allowing
us to measure upper-disparity limits reliably.

The signal and no-signal patches were each 15° tall and 9° wide. The
inner edges of the patches were 0.5° from the center of the fixation target.
The dots in the stereograms were 3 arcmin in diameter. Dots were re-
freshed at 200 Hz. It was critical to refresh quickly to be sure that our
measurements of temporal resolution were not confounded by long dot
lifetimes. Dot density was 9 dots/deg 2, yielding a Nyquist frequency of
1.5 cpd for each frame (Banks et al., 2004). However, new dots consistent
with the simulated waveform were presented every 5 ms, so the effective
dot density (and therefore the effective Nyquist frequency) was much
higher due to visual persistence (Lankheet and Lennie, 1996). Specifi-
cally, if the visual system integrated the information in n frames, the
effective Nyquist frequency would be 1.5n (i.e., 6 cpd for integration of 4
frames, which is 20 ms). After each presentation, the observer indicated

with a key press whether the signal had appeared on the left or right.
Incorrect responses were indicated by an audible tone.

Eight temporal frequencies (0, 1, 2, 4, 5.6, 8, 11.3, and 16 Hz) and 7
spatial frequencies (0, 0.06, 0.12, 0.25, 0.5, 1, and 1.5 cpd) were presented
in all combinations except 0 Hz, 0 cpd. None of the observers could
perform the task reliably at 16 Hz, so those data were discarded. Disparity
amplitude for each condition was manipulated using the method of con-
stant stimuli. All conditions were randomly interleaved within an exper-
imental session.

There were unmatched dots (i.e., seen by one eye but not the other)
near the left and right edges of the stimuli and the number of such dots
increased with disparity amplitude. Therefore, the center of the signal
stimulus looked like a coherent drifting triangular wave and the edges
appeared noisy. The central portion was large enough to make the dis-
crimination between signal and no-signal stimuli easily.

Data analysis. The psychometric data were generally non-monotonic be-
cause performance was constrained by a lower-disparity threshold and an
upper-disparity limit. Specifically, when disparity amplitude was increased
from a very small value, percent correct rose above the 50% chance rate to
100%. However, as amplitude was increased yet further, the percent correct
fell back to 50%. Examples are provided in Figure 2. Because the psychomet-
ric data had this form, we needed to fit two functions to it. We did so by
modeling the psychometric function as the product of two cumulative prob-
ability distributions, one rising and one falling with increasing amplitude
(Equations 1–3) as follows:

Pl�a� � 1 � � erf� log�a� � �l

�2�l
2 �� (1)

Pu�a� � 1 � � erf� log�a� � �u

�2�u
2 �� (2)

Pc�a� � 0.5 �
Pl�a� Pu�a�

2
(3)

speed = f  / f
t
s

Figure 1. Signal and no-signal stimuli. Top row: Random-dot stereogram stimulus. Cross-fuse to see the stimulus in depth. The
stereograms created a triangular wave in depth that moved upward or downward (left) and an incoherent pattern that had the
same distribution of disparities (right). In the experiment, the dots were replaced on each frame (5 ms), thereby creating a dynamic
random-dot stereogram. The no-signal stimulus was incoherent in space and time. Subjects fixated the dichoptic cross in the
middle. Bottom row: Depiction of the stimulus in depth. The triangular-wave signal is on the left. It moved upward or downward
at a speed of ft/fs. The incoherent no-signal stimulus is on the right.
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where a is the disparity amplitude; Pl, Pu, and Pc are, respectively, the
distributions for the lower threshold, upper limit, and the combined
distribution; �l and �u are the means for the lower and upper functions;
and �l and �u are the SDs. Therefore, fits to the data involved four
parameters. The values we report are the means of the two best-fitting
distributions corresponding to the 75% correct points of the two distri-
butions considered independently. We will refer to the lower thresholds
from Pl as the lower-disparity thresholds and to the upper thresholds
from Pu as the upper-disparity limits. When the two distributions did not
overlap, we could reliably estimate two thresholds from the data. When
the distributions overlapped, we could not necessarily estimate two val-
ues. If a fitted distribution exceeded 95% before intersecting the other
distribution (e.g., when the lower distribution exceeded 95% before in-
tersecting the upper distribution), we regarded the 75% estimate as reli-
able. If a distribution did not exceed 75% before intersecting the other,
we regarded the estimate as unreliable and discarded the data for further
use. If the intersection fell between 75% and 95%, we regarded the 75%
estimate as marginally reliable. The data from the two retained catego-
ries—reliable and marginally reliable—are treated separately in the
figures.

Spatial-step experiment
Five subjects (three males and two females) from 25 to 65 years of age
participated. One of them also participated in the main experiment. All
had corrected-to-normal vision. Two were authors; the other three were
unaware of the experimental hypotheses.

The apparatus was the same as in the main experiment, so we will focus
on the differences. The dynamic random-dot stimuli depicted a horizon-
tal ridge in front of a background plane. Dot density was 36 dots/deg 2 per
frame, so the Nyquist frequency was 3 cpd per frame. Dots were refreshed
in each 5 ms frame, so the effective Nyquist frequency was much more

than 3 cpd. Figure 3 provides a static example
of the stimulus. The spatial disparity profile of
the top or bottom edge of the ridge was con-
volved with a Gaussian with a SD of �s. The
disparity of the ridge was 8 arcmin and the
ridge appeared for 1 s. The ridge’s vertical po-
sition and height were varied by �22.5 arcmin
to ensure that subjects could not use position
cues to perform the task. Observers indicated
whether the top or bottom edge contained the
Gaussian blur. No feedback was provided. The
discrimination could not be made monocu-
larly. �s was varied according to the method
of constant stimuli. A total of 500 – 660 trials
were presented per observer. The resulting
psychometric data were fit with a cumulative
Gaussian using a maximum-likelihood crite-
rion and the 75% point was defined as the
threshold value of �s.

Temporal-step experiment
Four subjects (two males and two females)
from 25 to 65 years of age participated. Three of
them also participated in the spatial-step ex-
periment. All had corrected-to-normal vision.
Two were authors; the others were unaware of
the experimental hypotheses.

The apparatus was the same as in the other
two experiments. The dynamic random-dot
stimuli depicted a horizontal ridge that emerged
from a uniform background plane. Dot density
was 36 dots/deg 2 per frame. Dots were re-
freshed every 5 ms frame. In some cases, the
change in disparity was convolved with a tem-
poral Gaussian with an SD of �t. Two stimuli
appeared in succession, one changing from 0 to
8 arcmin in 1 frame (5 ms) and the other
changing more slowly due to the temporal
Gaussian. The onset of the temporal change

was randomly jittered by �100 ms so that observers could not use onset
time as a cue. Observers indicated which interval contained the slower
change. Feedback was provided. We used the method of constant stimuli
to vary �t and thereby determine discrimination threshold (75% point
on the best-fitting cumulative Gaussian). A total of 750 –960 trials were
presented per observer.

We computed the amplitude spectra of the sharp and blurred edges
of the spatial-step stimulus and from those calculated the difference
spectrum. The stimulus profiles and spectra are shown in Figure 4.
The difference spectrum has a clear peak at a spatial frequency of
15/�s cpd with �s expressed in minutes of arc. A similar analysis of the
temporal-step stimulus shows that the difference spectrum has a clear
peak at a temporal frequency of 250/�t Hz with �t expressed in mil-
liseconds. Therefore, from the values of �s and �t at threshold, we
could determine the spatial and temporal frequencies that mediated
performance.

Results
Main experiment
The individual subject data were very similar to one another, so
we averaged across subjects. Figure 5A, left and right, plot the
average data as a function of spatial frequency and temporal fre-
quency, respectively, and Figure 5B plots the same data 3D. As
disparity increased from a very small value, the waveform became
visible; the disparities at which this occurred define the lower-
disparity thresholds (inverted triangles in Fig. 5A; blue surface in
Fig. 5B). As disparity increased further, the waveform again be-
came indiscriminable; the disparities at which this happened de-
fine the upper-disparity limits (circles; purple surface). When the
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Figure 2. Psychometric data from two experimental conditions. Percent-correct performance is plotted as a function of
disparity amplitude. With increasing disparity, performance typically first increased and then decreased. We fit the data
with the product of two cumulative Gaussians (Equation 3), one increasing with increasing disparity (Equation 1), and one
decreasing (Equation 2). The green curves represent the best-fitting functions. The psychometric data on the left are an
example of what we define as a reliable threshold estimate. The data on the right are an example of a marginally reliable
threshold estimate.

Figure 3. Stimuli in the spatial-step experiment. Cross-fuse to see the stimulus in depth. Dynamic random-dot stereograms
created a horizontal ridge in depth. The disparities on one side of the ridge were convolved with a Gaussian, thereby blurring the
disparity-defined edge. The blur on the lower side has a SD of 44 arcmin from a viewing distance of 50 cm. Here, only one frame is
shown so the Nyquist frequency is much lower than in the experiment.
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upper limit was exceeded, the coherent
corrugation and incoherent stimuli had
identical appearances of noisy depth. The
transition from a coherent to an incoher-
ent percept was often precipitous in that it
occurred over a relatively small change in
disparity.

The volume between the two surfaces
in Figure 5B represents the disparity vari-
ations that yield coherent depth percepts.
Disparities lying within the volume are
visible and those outside are not. The vis-
ible volume is very restricted compared
with the analogous window of visibility
for luminance modulation (Robson, 1966;
Kelly, 1979). For example, the highest re-
solvable spatial frequency was �3 cpd,
whereas the analogous cutoff for lumi-
nance contrast is nearly 20 times higher
at 50 cpd (Campbell and Green, 1965).
The highest resolvable temporal fre-
quency was �8 Hz and the analogous
limit for luminance is nearly 10 times
higher at �70 Hz (de Lange, 1958). Figure
6 demonstrates the large difference in the
area of visible spatial frequencies in the
disparity domain compared with the lu-
minance domain when the temporal fre-
quency is zero.

At a temporal frequency of 0 Hz, the variation in lower thresh-
old with spatial frequency is band-pass with the lowest threshold
at �0.3 cpd. The highest frequency we presented was 1.5 cpd, but
from inspection of Figure 5A, frequencies of �3 cpd would have
been resolvable. Previous investigators reported similar resolu-
tions ranging from 1.6 – 4 cpd (Tyler, 1973, 1974; Bradshaw and
Rogers, 1999; Banks et al., 2004). Figure 5 also shows that thresh-
old at a given spatial frequency depends on temporal frequency.
Specifically, as temporal frequency increases, the minimum
threshold at a given spatial frequency increases. At a spatial fre-
quency of 0 cpd, the variation of lower threshold as a function of
temporal frequency is low-pass: the threshold increases mono-
tonically with increasing frequency until the stimulus becomes
indiscriminable above 11.3 Hz. Previous researchers have re-
ported similar cutoff frequencies of 6 –12 Hz when the task re-
quired more than detecting the presence of depth (Richards,
1972; Norcia and Tyler, 1984; Patterson et al., 1992; Lankheet and
Lennie, 1996).

We also examined the slopes of the psychometric functions
for each experimental condition (Fig. 7). The slopes for the
lower-disparity threshold data were nearly a constant fraction
of the threshold value across all spatial and temporal frequen-
cies, and the slopes for the upper-disparity limit data were also
a nearly constant fraction (except when the spatial frequency
was 0 cpd, where the upper-limit and lower-threshold slopes
were noticeably shallower). Interestingly, the slopes for the
upper-limit data were much steeper than the slopes for the
lower-threshold data, which is consistent with our observa-
tion that increasing disparity beyond the disparity-gradient
limit yields a precipitous fall in the ability to perceive the
disparity-specified waveform. The large difference in slopes
suggests that the lower-disparity thresholds and upper-disparity
limits have different underlying causes.

Spatial- and temporal-step experiments
We wanted to know whether the observed limitations in spatial
and temporal resolution apply to other stimuli, such as the ap-
pearance of spatial and temporal steps. There are plausible rea-
sons why the results with the periodic stimuli of the main
experiment would not apply to other stimuli. First, the inability
to perceive periodic waveforms at high spatial or temporal fre-
quency is determined in large part by the convergence of the
lower-disparity threshold and upper-disparity limit at those fre-
quencies. As Figure 5 shows, the thresholds (triangles) and limits
(circles) approach one another as spatial and temporal frequency
increase, which means that the ability to perceive a high-
frequency waveform is compromised for two reasons. Spatial
and temporal steps may not be subject to the same dual con-
straint. Second, generalizing findings with periodic waveforms to
nonperiodic waveforms requires an assumption of linearity and
disparity processing may not obey that assumption sufficiently.

For these reasons, we checked the results of the main experi-
ment using nonperiodic stimuli and a different discrimination
task. We also thought that the appearance of spatial and temporal
steps might be of more general interest because the natural envi-
ronment contains many instances of steps in depth but few in-
stances of periodic depth variations. We presented spatial and
temporal steps in disparity using dynamic, random-dot stereo-
grams, as described in Materials and Methods.

The threshold values of �s for the 5 observers ranged from
1.04 –3.45 arcmin. When �s was smaller than the threshold value,
observers reported that the step looked sharp. We combined all
the data into one psychometric function and the threshold value
was 1.40 arcmin (95% confidence intervals of �0.22 arcmin). In
similar experiments in the luminance domain—i.e., discriminat-
ing sharp from blurred luminance edges—�s at threshold is 0.4 –
0.5 arcmin (Watson and Ahumada, 2011), �3 times smaller than
we observed in the disparity domain. This difference is smaller
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Figure 4. Disparity profiles and amplitude spectra of spatial-step stimuli. Top, Left, middle, and Right, Disparity profiles—with
disparity as a function of position—for the sharp edge, blurred edge, and the difference between the two when �s equals 9
arcmin, respectively. Bottom, Left, middle, andRright, Amplitude spectra, respectively, for the disparities of the sharp edge, blurred
edge, and the difference between the two. The difference spectrum has a clear peak at 15/�s cpd, which is 1.7 cpd when �s is
expressed in arcmin.

1400 • J. Neurosci., January 22, 2014 • 34(4):1397–1408 Kane et al. • Space–Time Limits of Stereopsis



than the 15- to 20-fold difference observed for the finest visible
periodic waveform. From Figure 4, we observed that the peak
spatial frequency in the spectrum of the difference between a
sharp edge and blurred edge is 15/�s, which for the threshold
values of �s corresponds to 11 and 33 cpd for disparity and lumi-
nance, respectively, again suggesting a smaller difference than
observed with periodic stimuli. The spatial-step results show that
the ability to differentiate sharp from blurred steps in disparity is
indeed compromised compared with the corresponding case in
the luminance domain, but not as much as one would expect
from the data with periodic waveforms.

The temporal-step experiment yielded rather different results.
The threshold values of �t for the four subjects ranged from 46.9 –
84.2 ms. All observers reported that the steps that occurred more

rapidly than the threshold value looked like instantaneous tran-
sitions. When we combined all the data into one psychometric
function, the threshold value was 69.0 ms (95% confidence inter-
vals of �7.2 ms). To our knowledge, the corresponding experi-
ment has not been done in the luminance domain. From the
analysis in Figure 4, we note that the peak temporal frequency in
the spectrum of the difference between an instantaneous and
slower step is 250/�t Hz, which corresponds to 3.6 Hz, a strikingly
low value. The temporal resolution limit observed in the main
experiment leads to the expectation that the ability to distinguish
instantaneous from slower temporal transitions should be quite
compromised. The temporal-step results show that it is indeed
compromised, indeed even more compromised than predicted
by the simple analysis in Figure 4.
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Figure 5. Results averaged across subjects. The average data were calculated by fitting curves to all of the psychometric data from all of the subjects together. A, Left, Plots of the disparity
amplitude at threshold as a function of spatial frequency. The lower data points, plotted as triangles, represent the lower thresholds and the upper points, plotted as circles, represent the upper limits.
Blue, green, red, purple, cyan, yellow, and black symbols represent the data when temporal frequency was 0, 1, 2, 4, 5.4, 8, and 11.3 Hz, respectively. Filled symbols represent thresholds estimated
from nonoverlapping psychometric functions (reliable estimates; see Materials and Methods); unfilled symbols represent thresholds estimated from overlapping functions (marginally reliable
estimates). Right, Plots of the disparity amplitude at threshold as a function of temporal frequency. The lower and upper data points represent the lower thresholds and upper limits, respectively.
Blue, green, red, purple, cyan, yellow, and black symbols represent the data when spatial frequency was 0, 0.06, 0.12, 0.25, 0.5, 1, and 1.5 cpd, respectively. Filled and unfilled symbols again
represent thresholds measured from nonoverlapping and overlapping psychometric functions, respectively. B, Average data plotted in 3D. The disparity amplitudes for which subjects could just
discriminate the spatiotemporal waveform are plotted as a function of spatial and temporal frequency. The blue surface represents the lower-disparity thresholds and the purple surface the
upper-disparity limits.

Figure 6. Images demonstrating the striking differences in spatial and temporal sensitivity associated with luminance and disparity processing. The spatial frequency units were calculated for a
viewing distance of 3.5 times picture height. Left, Luminance grating with spatial frequency increasing from 0.06 to 3 cpd from bottom to top and contrast increasing from �0 to �1 from left to
right. The grating is visible at high contrast at all spatial and temporal frequencies (right side) and is less visible or invisible at low contrast. There is little effect of spatial frequency because the range
of frequencies is small relative to the spatiotemporal contrast sensitivity function. Right, Random-dot stereogram depicting a disparity-defined corrugation with the same spatial frequencies as the
luminance grating. Cross-fuse to see stereoscopically. The spatial frequencies are correct when the viewing distance is 3.5 times picture height. Corrugation spatial frequency increases from 0.06 to
3 cpd from bottom to top. Disparity amplitude increases from 0 to 1.75° from left to right. Unlike the luminance grating, the disparity corrugation cannot be seen in the upper right corner, where the
disparity amplitude exceeds the disparity-gradient limit. When the gratings modulate in counterphase, the region where disparity grating becomes invisible increases in size as temporal frequency
increases because visibility is limited by the spatiotemporal disparity-gradient limit. The luminance grating remains unchanged when flickering in counter-phase at the same temporal frequencies
because it is not affected by a spatiotemporal gradient limit.
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In conclusion, the results of the spatial- and temporal-step
experiments show that the low spatial and temporal resolutions
observed in the main experiment do in fact generalize to other
stimuli and tasks. However, the generalization is not quantita-
tively predicted by a simple analysis that assumes linearity; rather,
the ability to assess the sharpness of a spatial step is better than
predicted, whereas the ability to assess the speed of a temporal
step is poorer than predicted.

Lower-disparity thresholds
The lower-threshold data, L( fs, ft), appear to be separable; that is,
well fit by the product of two 1D functions in spatial and tempo-
ral frequency. We investigated this by fitting the product
of two second-order polynomials with arguments of log fs and
log ft —G�log fs� � m�log fs�

2 � n�log fs� � o and H�log ft� �
p(log ft)

2 � q�log ft� � r —to the data and then assessing the
goodness of fit between the data and the product. We used the
average lower-disparity threshold data after excluding unreliable
points and points at fs � 0 and ft � 0 because there can be no data
at ( fs, ft) � (0,0). We also first normalized the data such that the
highest threshold value was 1. The best-fitting parameter values
were (m–r) � (0.097, 0.294, �1.258, �0.301, 0.107, 4.278). The
smallest RMS error was 0.257. Figure 8 shows the results graphi-
cally. The data (left) and predictions from separable functions
(right) are very similar. Therefore, the lower-disparity threshold
data are separable, suggesting that the underlying neural mecha-
nisms are also separable. Of course, it might be possible that such

data could be consistent with inseparable mechanisms, but sepa-
rable mechanisms provide the most parsimonious account.

We conducted a similar analysis on spatiotemporal luminance
contrast sensitivity (Kelly, 1979). The smallest RMS value (after
data normalization to allow comparison with the disparity re-
sults) was 0.995, which shows that luminance contrast sensitivity
is not nearly as separable in space and time as the disparity
thresholds.

Upper-disparity limits
We first determined the upper limits as a function of spatial fre-
quency by looking at the data when temporal frequency is 0 Hz.
Then, we determined the upper limits as a function of temporal
frequency by looking at the data when spatial frequency is 0 cpd.
Finally, we considered the case where both spatial frequency and
temporal frequency are non-zero.

The upper limits at 0 Hz could in principle be determined by
the largest fusable disparity (i.e., an amplitude limit) or by a
spatial disparity-gradient limit (Tyler, 1973; Burt and Julesz,
1980). The spatial disparity gradient for our triangular-wave
stimulus is as follows:

	ds � 2afs (4)

where a is peak-to-trough disparity amplitude and fs is spatial
frequency of the corrugation. The data are consistent with a spa-
tial disparity-gradient limit of 	ds � 1.2. Therefore, when tem-
poral frequency was 0 Hz, the upper limit was reached whenever
the disparity changed by 
1.2° for every 1° change in spatial
position. This is very consistent with previous estimates of a spa-
tial disparity-gradient limit (Tyler, 1973; Burt and Julesz, 1980;
Ziegler et al., 2000; Filippini and Banks, 2009) and not consistent
with an amplitude limit.

The spatial disparity-gradient limit is a byproduct of using
windowed correlation to estimate disparity (Banks et al., 2004;
Filippini and Banks, 2009; Allenmark and Read, 2010). Each eye’s
image is sampled by a spatial windowing function and then cor-
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related. The samples are shifted horizontally to find the relative
position yielding the highest correlation, and that horizontal shift
corresponds to the disparity estimate in that region of the stimu-
lus. The correlation between the two eyes’ images is greatest when
the images are identical; that is, when the stimulus is a frontopa-
rallel surface. If the stimulus surface is slanted, the two eyes’
images differ and correlation falls. In other words, as the spatial
disparity gradient increases, the correlation decreases and the
brain’s ability to estimate depth from disparity decreases corre-
spondingly. Once the gradient exceeds a critical value (in our
case, �1.2), the correlation signal cannot be extracted from back-
ground noise and the depth percept collapses.

Temporal variations in disparity also cause differences in the
two eyes’ images and such variations should also affect correla-
tion. Once the variation exceeds a critical value, one would expect
a collapse of the depth percept. To determine whether this occurs,
we examined the effect of temporal frequency on upper-disparity
limits by looking at the data when spatial frequency is 0 cpd.
Those upper limits are also well predicted by a disparity-gradient
limit: in this case, a temporal disparity-gradient limit as follows:

	dt � 2aft � 11 (5)

where ft is temporal frequency and the units of 	dt are deg/s. The
observation of a temporal disparity-gradient limit means that
disparity estimation breaks down whenever disparity changes at a
rate 
11°/s (or 0.66 arcmin/msec). Similar to the spatial
disparity-gradient limit, the visual system cannot compute depth
from disparity when disparity changes too quickly in time. The
temporal disparity-gradient limit is a necessary byproduct of es-
timating disparity by correlating the two eyes’ images over time.

What happens with various combinations of spatial and tem-
poral frequency? Is there a fundamental limit that describes the
breakdown of disparity processing for all spatiotemporal fre-
quencies? Such a limit would mean that depth perception would
collapse whenever the spatiotemporal disparity gradient ex-
ceeded a certain value, presumably �1.2. To investigate this, we
need to know how many cycles of the disparity-defined waveform
pass through a block of space–time for different combinations of
spatial and temporal frequency ( fs and ft, respectively). It is useful
to have the two frequencies in the same units, so we multiply ft by

a constant k with units of sec/deg: f̂t � kft. The periods in space and

transformed time are then, respectively,

ps � 1/fs and p̂t � 1/ f̂ t. The period for a
spatiotemporal waveform pst is given by
the following:

� 1

pst
�2

� � 1

ps
�2

� � 1

p̂t
�2

(6)

Substituting for ps and p̂t and taking the
square root:

fst�fs
2 � f̂ t

2, (7)

the spatiotemporal disparity gradient is
then:

	dst � 2afst � 2a�fs
2 � f̂ t

2. (8)

Figure 9 plots the spatiotemporal dispar-
ity gradient 	dst as a function of spatial
and temporal frequency for the upper-
limit data when k � 0.12 (the value that
minimizes differences between data

points). The upper limit does indeed occur at a gradient of �1.2
for nearly all combinations of spatial and temporal frequency.
The only noteworthy deviation occurs at 11.3 Hz (black symbols
in Fig. 9, left, and rightmost symbols in Fig. 9, right) where the
lower-disparity thresholds started to impinge on the upper limits.
The disparity amplitude at which the spatiotemporal disparity-
gradient limit is exceeded is as follows:

a �
1.2

2�fs
2 � f̂ t

2
(9)

Note that this equation is inseparable, unlike the lower-disparity
thresholds.

We conclude, therefore, that a spatiotemporal, disparity-
gradient limit exists and that it is a fundamental constraint on the
set of stimuli for which disparity can be estimated.

Neural mechanisms underlying disparity estimation
As mentioned earlier, the visual system’s use of correlation to
estimate disparity imposes constraints on the spatial and tempo-
ral variations in disparity that can be reliably perceived. We tested
this claim by constructing a simple spatiotemporal correlation
model and investigating whether its behavior is consistent with
our human data. Even though the lower-disparity thresholds
and upper-disparity limits (summarized by the spatiotemporal
disparity-gradient limit) are quite different phenomena, we ex-
amined the hypothesis that both are a byproduct of estimating
disparity by correlation. The model is a spatiotemporal win-
dowed cross-correlator the computation of which is analogous
to the disparity-energy calculation performed in visual cortex
(Ohzawa et al., 1990; Anzai et al., 1999; Prince and Eagle, 2000).

The stimuli presented to the model were the same random-
dot stereograms used in the main experiment. The stimuli
L(x, y, t) and R(x, y, t) were first convolved with the eye’s point-
spread function (PSF; Geisler and Davila, 1985). The effect of the
PSF on the results was trivial, so we do not include that operation
in the rest of the mathematical description. Because our lower-
disparity thresholds were space–time separable (Fig. 5), we mod-
eled the spatiotemporal windowing before cross-correlation as
separable windows. Therefore, the windowing was the product of
spatial and temporal windowing functions as follows:
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wL� x, y, t� � uL� x, y�v�t�
wR� x, y, t� � uR� x, y�v�t� (10)

The initial input to the cross-correlator is a video sequence of
random-dot stereograms. A temporal window was implemented
to convert a stack of video frames into a single image. The win-
dow was a fast-rise, slow-decay function similar to temporal fil-
ters in the luminance domain (de Lange, 1958; Kelly, 1961) and
was identical in the two eyes:

v�t� � � t

��
2

exp� � t

� � (11)

The temporal windowing function weighted individual video
frames and integrated the weighted frames into one image. Be-
cause each eye received its own video stream, the result after
temporal windowing was two temporally smeared images, one
for each eye. Those images were then spatially windowed in prep-
aration for cross-correlation. Spatial windowing was imple-
mented with isotropic 2D Gaussians:

uL� x, y� � exp� � ��x � xL

�2�
�2 � �y � y0

�2�
�2��

uR�x, y� � exp� � ��x � xR

�2�
�2 � �y � y0

�2�
�2�� (12)

The horizontal positions of the windows in the two eyes were
determined by xL and xR. The vertical positions were always the
same (y0). The functions uL and uR therefore determined the
regions in the two eyes’ images that would be correlated.

Window position was fixed in the left eye’s image and moved
horizontally in the right eye’s image. For each pair of positions,
correlation was computed as follows:

c��x�

�
�� x, y�	wL�L� x, y� � �L��R� x � �x, y� � �R�

��� x, y�	wL�L� x, y� � �L�
2��� x, y�	uR�R� x � �x, y� � �R�2

(13)

where �x � xL - xR. Normalization by the mean luminance within
both eyes’ windows ensured that correlation was between �1 and
1. The disparity estimate was the horizontal offset �x between the
two subregions that yielded the highest correlation.

The free parameters in Equations 10 and 11 are � and �, which
represent the spatial and temporal extents of the windowing
functions, respectively. We determined the values of � and � that
produced lower-disparity thresholds and upper-disparity limits
that were most similar to our psychophysical data. The model was
run using 20 values of � and 39 values of �, resulting in 780 �–�
combinations.

We had to restrict the psychophysical data that were used to
evaluate the model. From the lower-disparity thresholds, we ex-
cluded spatial frequencies of 0, 0.06, and 0.12 cpd because the
low-frequency attenuation evident in the human data (Fig. 5)
cannot be caused by spatial windowing. (Notably, such attenua-
tion is also not observed in physiological recordings from area
V1; Nienborg et al., 2004). From the upper-disparity limit data,
we excluded spatial frequency of 0 cpd. Therefore, 28 combina-
tions of spatial and temporal frequency were used to model the
lower thresholds and 42 combinations to model the upper limits.

For each spatial frequency, temporal frequency, and disparity
of the stimulus, cross-correlation was performed at 51 evenly
spaced horizontal positions on a 1200-pixel (30°)-wide stimulus.
The two vertical positions at which correlation was computed
corresponded to a peak and a trough in the corrugation wave-
form. For gratings with non-zero temporal frequency, the peak of
the temporal window was aligned with the video frame corre-
sponding to a triangular waveform with phase equal to zero.
Figure 10, left and middle, provide examples of the correlations as
a function of horizontal position and disparity. The 51 correla-
tion distributions were averaged across horizontal position to
create the average correlation distributions, one for the corruga-
tion peak and one for the trough (Figure 10, right). The average
distributions were fit with four-parameter Gaussians; the param-
eters correspond to maximum correlation disparity at which the
maximum occurred, SD, and a uniform pedestal representing a
noise floor. We varied the disparity of the stimulus and then
assessed discriminability by comparing the difference in the
means of the two Gaussians— one for the corrugation peak and
one for the trough—relative to their full width at half maximum.
A stimulus was considered visible when the difference of means
was larger than the average of their full widths at half maximum.

The model behaved differently for the lower-disparity thresh-
olds and upper-disparity limits. For the lower-disparity thresh-
olds, an increase in stimulus disparity yielded a monotonic
increase in the difference between the two correlation distri-
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butions relative to their widths (i.e., correlation peaks were
consistently well defined, but superimposed at small stimulus
disparities). Occasionally, we could not obtain a lower threshold,
so we set the threshold in those cases to a very high value (1024
arcmin). The upper-disparity limits behaved differently. As the
disparity amplitude was increased beyond a critical value, the
correlation distributions no longer exhibited clear correlation
peaks. Therefore, the widths of the Gaussians for the peak and
trough of the waveform increased dramatically and discrimina-

tion by the full-width, half-maximum
rule fell precipitously. We defined the
disparity at which this occurred as the
model’s upper-disparity limit. For a few
conditions, we could not obtain an upper
limit, so we set the value very low (4
arcmin).

We ran the model for 780 combina-
tions of � and � and generated separate
outputs for lower thresholds and upper
limits. We determined the quality of fit
between the model and human data for
each �–� combination. Before calculating
error between the human data and model
output, both sets of values were first nor-
malized by the maximum observed dis-
parity values within each dataset. Errors
between the data and model were calcu-
lated using the absolute value of the errors

between the logarithm of the human data and the model’s corre-
sponding thresholds or limits. We used the same method for the
lower-threshold data except that we inverted the disparity values
before normalizing. Finally, we found the values of � and � that
minimized the product of the errors for the lower thresholds and
upper limits. The optimal values were 12 arcmin and 24 ms.
Interestingly, we obtained approximately the same optimal val-
ues when we fit only the lower-disparity thresholds or only the
upper-disparity limits. This means that the same model with sim-
ilar parameters provides a good fit to both sets of data. The spatial
and temporal windows associated with the optimal values are
shown in Figure 11. These best-fitting functions manifest spatio-
temporal filtering in early pathways and windowing at the stage
of binocular correlation (Nienborg et al., 2005).

Figure 12 shows the human data (left) and cross-correlation
output (right) with the optimal values of � and �. The model
yielded upper-disparity limits that were quite similar to those
exhibited by humans. The model and human observers both ex-
hibited a spatiotemporal disparity-gradient limit, because corre-
lation broke down whenever disparity changed too much per unit
space–time. The model produced lower-disparity thresholds that
were reasonably similar to human lower thresholds. We did not
attempt, however, to fit the rise in human thresholds at low
spatial frequencies because a model of this form will not produce
band-pass sensitivity; the lower-frequency sensitivity loss evident
in Figure 5 must have some other cause. We note that attenuation
at low spatial frequency is also not observed in physiological re-
cordings from area V1 (Nienborg et al., 2004).

The similarity between the data and model output strongly
suggests that the lower-disparity thresholds and upper-dis-
parity limits are both determined by the same spatiotemporal
windowing involved in correlating the input to the two eyes.
We claim, therefore, that the volume of visible spatial and
temporal variations in disparity is determined to large degree
by the spatiotemporal windowing function used in disparity
estimation.

Discussion
Comparison with V1 neurons
The responses of primate V1 neurons to spatial modulations in
disparity are low-pass; that is, responsiveness is similar at low
spatial frequencies and declines at higher frequencies (Nienborg
et al., 2004). Furthermore, most neurons cannot respond to cor-
rugation frequencies 
1 cpd. Unfortunately, few neurons near
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the fovea have been sampled, so one cannot compare directly the
spatial resolution we observed psychophysically with these phys-
iological data. However, the lower resolution in primate V1
surely imposes a constraint on performance and is thus consis-
tent with our observation of low spatial-frequency resolution in
humans.

Interestingly, neurons with larger receptive fields have lower
stereoresolution (Nienborg et al., 2004). This phenomenon can
be explained with consideration of cross-correlation. As the
receptive-field size of a neuron increases, a larger proportion of
the period of a corrugation waveform is captured and the neu-
ron’s response tends toward the response to a uniform disparity.
Therefore, the size of a receptive field imposes a limit on the
highest discriminable spatial frequency. This differs from the de-
terminants of resolution in the luminance domain, where there is
essentially no correlation between receptive-field size and acuity
due to substructure in the receptive field (Nienborg et al., 2004).

The response of primate V1 neurons to temporal modulations
of disparity has also been investigated (Nienborg et al., 2005).
Spatial corrugations of low spatial frequency were presented at
various temporal frequencies. The highest temporal frequency to
which reliable responses were obtained was generally �10 Hz.
Low temporal resolution for disparity could be a byproduct of
cross-correlating temporally filtered inputs from the two eyes
(Nienborg et al., 2004). We modeled this with a temporal window
with a relatively long time constant.

Stereopsis with interocular time delays
A horizontally moving stimulus presented stroboscopically to the
same positions in the two eyes is perceived as moving in the
frontal plane. When the presentation to one eye is delayed (Fig.
13A), the perceived trajectory is displaced in depth by an amount
approximately proportional to the interocular delay and object
speed (Lee, 1970; Ross and Hogben, 1974; Burr and Ross, 1979;
Morgan, 1979; Read and Cumming, 2005a; Hoffman et al., 2011).

This Mach-Dvorak effect is interesting because the temporal de-
lay between the eyes causes a spatial disparity of zero to be inter-
preted as non-zero. The effect has regained attention recently
because it is frequently experienced in stereo 3D cinema and
television (Hoffman et al., 2011).

For stereo matching to occur, the interocular delay in the
Mach-Dvorak effect must be shorter than the integration time of
the underlying computation. Interocular delays up to 50 – 80 ms
yield reliable depth percepts; longer delays do not (Lee, 1970;
Burr and Ross, 1979; Morgan, 1979; Hoffman et al., 2011). There-
fore, the temporal window for stereoscopic matching must be as
long as 50 – 80 ms. The window estimated from our data (Fig. 11)
falls to half its peak value 50 ms after the peak, so it is consistent
with the observed effects. A different technique revealed a time
constant of 21 ms for a Gaussian temporal window (Read and
Cumming, 2005a); this, too, is consistent with the duration esti-
mated from the analysis of our data.

The neural computation underlying the Mach-Dvorak effect
and the related Pulfrich effect has been controversial. Some have
argued that these effects are the byproduct of joint disparity-
motion sensors with receptive fields that are rotated relative to
the space–time axes (i.e., they are inseparable in space and time;
Qian and Andersen, 1997; Anzai et al., 2001; Qian and Freeman,
2009). Because of the rotation, the preferred spatial disparity var-
ies with interocular delay (Fig. 13B). Therefore, a temporal delay
with a zero spatial disparity (�X � 0, �T 
 0) yields the same
response as no temporal delay with a non-zero spatial disparity
(�X 
 0, �T � 0). Therefore, both combinations yield the per-
ception of displacement in depth. Such joint disparity-motion
sensors have been observed physiologically in areas 17 and 18 of
the cat (Anzai et al., 2001) and areas MT and MST in the monkey
(Pack et al., 2003). Others have argued that the Mach-Dvorak and
Pulfrich effects are caused by spatiotemporal filtering (and/or
windowing). Filtering by space–time-separable neurons yields an
estimate of spatial disparity that differs from zero because multi-
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orange region represents the excitatory part of an example receptive field and the white regions the inhibitory parts. Joint sensors are inseparable in space and time so the preferred spatial disparity
(ordinate) varies as a function of the interocular delay (abscissa). The black dot at �X � 0, �T 
 0 represents a stimulus with a non-zero temporal delay, but a spatial disparity of 0, such as the
stimulus in A. The black dot at �X 
 0, �T � 0 represents a stimulus with no temporal delay and a non-zero spatial disparity. The response of the joint disparity-motion sensor to those two stimuli
would be the same. C, Spatiotemporal filtering model. A stimulus like the one in A is presented. Due to the extended temporal window associated with stereo matching (Fig. 11), a number of
potential matches across time affect the estimated disparity. The black circles represent a series of such matches relative to one left-eye image in A. They have different spatial disparities depending
on the interocular delay associated with the match. The disparity estimate is given by the weighted average of the various matches distributed over time with the greatest weight assigned to an
interocular delay of 0. The stimulus would appear displaced in depth in this example because the time-weighted average is negative.

1406 • J. Neurosci., January 22, 2014 • 34(4):1397–1408 Kane et al. • Space–Time Limits of Stereopsis



ple stereo matches with different interocular times and different
disparities affect the estimated disparity (Fig. 13C) (Read and
Cumming, 2005a; Hoffman et al., 2011). Indeed, most neurons in
area V1 of macaque exhibit space–time separability and therefore
have the same spatial disparity preference for all interocular de-
lays (Pack et al., 2003; Read and Cumming, 2005b). We found
that the boundary conditions for estimating disparity (both lower
thresholds and upper limits) are consistent with a cross-correlation
model with space–time separable windows. Unfortunately, this
finding is not directly relevant to the joint disparity-motion hy-
pothesis because all of the data were collected with zero inter-
ocular delay. Without delay, rotated and nonrotated receptive
fields behave the same and cannot be distinguished.

Finally, we note that the model used by Read and Cumming
(2005a) to account for the Mach-Dvorak effect cannot explain an
important aspect of our data. Their model assumes that the visual
system averages disparities over time according to a Gaussian
weighting function (see their Fig. 3). This model elegantly ac-
counts for several aspects of the Mach-Dvorak phenomenon and
could in principle also account for the low-pass nature of our
lower-disparity thresholds when plotted as a function of tempo-
ral frequency (Fig. 5A). However, it cannot account for the man-
ner in which the upper-disparity limits change with temporal
frequency. Specifically, it cannot explain why increasing disparity
amplitude at a given temporal frequency causes a decrease in
performance. To explain this requires consideration of how in-
terocular correlation is computed over time and how that neces-
sarily leads to a spatiotemporal disparity-gradient limit.

Appearance
Using spatiotemporal correlation, the brain is unable to estimate
disparities that change too much over a small space–time inter-
val. This means that the visual system cannot derive a depth
percept from disparities that frequently arise in the natural envi-
ronment: object boundaries, multilayered scenes, etc. Despite
this, we perceive depth changes as sharp in space and time, sug-
gesting that we are unaware of the missing information. This
apparent discrepancy can be understood with an analogy in color
vision. Spatial and temporal resolution for hue changes is notably
poorer than for luminance changes (van der Horst and Bouman,
1969), yet hue and luminance are generally perceived in sharp
spatial and temporal registration. Several illusions show that the
hue of a surface tends to spread perceptually to the nearest sur-
rounding luminance edges (Pinna et al., 2003; Kanai et al., 2006).
As a result, the hue boundary appears relatively sharp, making us
unaware of the poor resolution associated with hue processing.
Something like this seems to occur in stereopsis: we are unaware
of relatively poor spatial and temporal resolution because other
depth cues such as occlusion influence the computation, yielding
an experience of sharpness in space and time. Consistent with this
idea, the perceived location of an edge is determined more by the
position of a luminance step than by the position of a disparity
step (Robinson and MacLeod, 2013).

Video compression
We can only see a small fraction of the information incident on
our eyes. The inability to see detail finer than 50 cpd has had
significant impact on the design of visual displays. For example,
the pixel density of high-definition television is slightly �50 cpd
when the television is viewed at the prescribed distance (Poynton,
2012); there would be no point in presenting more pixels because
viewers could not resolve them. We are also limited in the ability
to perceive variations in luminance over time, and this temporal

limit affects the design of lighting and visual displays, which typ-
ically have refresh rates of 60 –70 Hz (Farrell et al., 1987).

Data compression involves encoding information using fewer
bits than in the original representation, thereby reducing the use
of resources such as data storage space and transmission capacity.
Video-compression algorithms such as MPEG reduce the amount of
required data by only storing differences between video frames
and by taking advantage of properties of human vision, including
the spatiotemporal contrast-sensitivity function and its depen-
dence on luminance and chromatic variation (van der Horst and
Bouman, 1969; Watson et al., 1986; Poynton, 2012). Because the
visual system’s resolution for chromatic information is relatively
low, hue information can be represented with fewer bits than
luminance information.

Our data show that humans are very limited in the ability to
perceive spatial and temporal disparity variations. Knowing these
limitations—summarized in Figures 5 and 6 — could prove ad-
vantageous for compression of stereoscopic video. The input data
from two cameras could be split into luminance/hue data and
disparity data. Having split the data in this fashion, compression
algorithms could then take advantage of limitations in processing
luminance and hue separately from limitations in processing dis-
parity. In particular, the disparity data could be spatiotemporally
filtered to eliminate spatial and temporal frequencies that cannot
be perceived. The compressed luminance/hue and compressed
disparity data could then be transmitted or stored with significant
savings in bandwidth.

Conclusion
The range of spatial and temporal variations in disparity that are
perceivable is quite limited. Two phenomena demarcate the
boundary conditions: (1) a minimum-disparity threshold below
which no depth is perceived and (2) a spatiotemporal disparity-
gradient limit above which no coherent depth can be perceived. A
simple cross-correlation model with a spatiotemporal window-
ing function—analogous to the disparity-energy model—is suf-
ficient to explain these seemingly distinct properties of stereopsis.

Notes
Supplemental material for this article is available at http://bankslab.
berkeley.edu/projects/projectlinks/disparitygradient.html. This URL
links to a video illustrating the spatiotemporal disparity gradient limit.
This material has not been peer reviewed.
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