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Molecular self-assembly is the spontaneous organization of molecules into higher-

ordered nano or microstructures. Considering the free energy landscape, self-assembly 

can be highly pathway dependent, leading to the formation of structures not at the free 

energy minimum or non-equilibrium. Some non-equilibrium systems arise through 

chemical reaction-induced assembly. Living organisms rely on reaction-driven non-

equilibrium assemblies for growth and adaptability. Thus, to develop biomimetic 

materials, we will have to gain a better mechanistic understanding of non-equilibrium self-

assembly. The focus of this dissertation is on the development and mechanistic analysis 

of two classes of reaction-driven non-equilibrium systems: polymerization-induced self-

assembly and transient or dissipative supramolecular assembly.  

In the first part of the dissertation, I developed a one pot scalable and reproducible 

synthesis for polyester-based block copolymer nanostructures coined ring-opening 

polymerization-induced crystallization-driven self-assembly (ROPI-CDSA). In ROPI-

CDSA, mPEG is chain-extended by L-lactide in toluene with the assistance of an 

organocatalyst forming semicrystalline poly-(L)-lactide-block-polyethylene glycol (PLLA-
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b-PEG) block copolymers. As the polymer chain grows, it becomes increasingly 

solvophobic, leading to self-assembly. The resulting nanomorphology can be controlled 

by modifying the polymer concentration or PLLA chain length. Additionally, through 

catalyst selection, both the onset and rate of self-assembly can be controlled. Fast 

polymerizations result in a rate of polymerization faster than a rate of self-assembly 

leading to non-equilibrium assembly. A consequence of this disparity is that through 

catalyst choice, we can access different morphologies without any variation in molecular 

structure. Next, in ROPI-CDSA, traditional organocatalytic catalysts are swapped for 

antibiotics with similar functional groups. The resulting drug-embedded polymer 

nanoparticles retain antibacterial activity. I postulate that this drug-catalyst strategy can 

be extended to other examples of polymerization-induced self-assembly for the scalable 

one pot production of drug-loaded polymer suspensions. A hybrid photoiniferter ROPI-

CDSA system is also developed expanding ROPI-CDSA to a variety of biocompatible 

polyacrylamido-b-polyesters.  

The second part of the dissertation focuses on the investigation of two transient 

supramolecular systems. One system is the antibiotic teixobactin which forms sheet-like 

assemblies. At higher concentrations, these assemblies selectively act upon gram 

positive bacterial cell walls, whereas at lower concentrations aggregates are either 

formed transiently or sparingly at the cell surface. The other system is a chemically-fueled 

redox system, where oxidation of a thiol into a disulfide hydrogelator leads to nanofiber 

assembly. As the fuel depletes, the disulfide is reduced back to the thiol precursor, leading 

to disassembly. I study the assembly and disassembly processes sequentially and 

synchronously using time-resolved cryoEM. I show that a thermodynamically unstable 
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stacked nanorod phase observed transiently in the sequential process is sustained 

throughout the synchronous process showing that energy input drives non-equilibrium 

self-assembly.  

As the systems studied in this dissertation mirror biological processes, further 

understanding of non-equilibrium molecular self-assembly is key to the development of 

the next generation of robust, adaptable, and active materials as well as unlocking the 

origins of life. 
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“How much better is it to get wisdom than gold! And to get understanding rather to be 
chosen than silver!” (Proverbs 16:16) 

 

Figure 0.1: “Primordial Soup” by Paul Joshua Hurst. False colored cryogenic electron 
micrograph of block copolymer lamellae and rods. 
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Chapter 1: Non-equilibrium Solution-

Phase Molecular Self-Assembly 
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1.0. Significance 

Molecular self-assembly is the spontaneous organization of molecules into higher-

ordered structures. According to the energetics and the pathway, a self-assembly process 

can be categorized by one of three frameworks: thermodynamic control, kinetic control, 

or dissipative (energy-driven). The latter two are pathway dependent and are considered 

non-equilibrium processes. This chapter will introduce solution-based systems that are 

prone to undergo non-equilibrium self-assembly. Currently, non-equilibrium systems that 

have been developed are quite rudimentary and simple when compared to their biological 

counterparts. Through a better understanding of non-equilibrium self-assembly, we will 

be able to develop the next generation of biomimetic materials endowed with adaptability 

and robustness.  
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1.1. Introduction 

Molecular self-assembly is the spontaneous organization of molecules into higher-

ordered structures.1,2  This organization is generally driven by non-covalent interactions 

such as hydrogen bonding, hydrophobic effects, and electrostatic interactions. On the 

free energy landscape, these interactions are much weaker than covalent bonds which 

for complex systems can lead to a variety of pathways or states of assembly.3,4 Some of 

these pathways may be kinetically favorable (lower energy barrier) but not reach the 

lowest free energy configuration. Therefore, to fully understand a self-assembly process, 

we need to consider the final and initial states as well as the pathway in which these 

states are connected. In doing so, we can understand the characteristics of various types 

of molecular self-assemblies. As the complexity of synthetic systems begins to match 

those of biological systems, we need to define a series of generalized frameworks. For 

purposes of characterization, self-assembled systems can either be considered at 

equilibrium or non-equilibrium. Additionally, they can be dependent on an input of energy 

or not. Systems that reach equilibrium or the lowest free energy configuration are said to 

be thermodynamically controlled.4,5 Alternatively, systems in which the kinetics affect the 

outcome, but which reach a stable state are said to  be kinetically controlled, existing in 

either a metastable or kinetically-trapped state.4–7 Finally, systems in which an input of 

fuel is necessary to maintain assembly are referred to as dissipative systems. Dissipative 

self-assemblies exist transiently in a metastable state, but disassemble upon depletion of 

the energy source. 7–11 Both kinetically controlled and dissipative processes are therefore 

considered to be non-equilibrium processes. As non-equilibrium processes provide 

access to energy-driven structures, the development of these processes will lead to the 

realization of biomimetic systems that meet or exceed biological systems.12 In this 
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chapter, I will discuss these molecular self-assembly frameworks in the solution phase, 

drawing from common classes of solution-based soft matter such as supramolecular 

aggregates/polymers, lipids, and amphiphilic block copolymers. This chapter is not meant 

to provide a detailed characterization of these systems, but to provide the reader with a 

framework for non-equilibrium molecular self-assembly with key examples and methods 

in enabling non-equilibrium states. 

1.2. Defining the high dimensional phase space 

 Unlike the relatively few frameworks for molecular self-assembly (Figure 1.1A), the 

variables or dimensions of self-assembly processes can be infinite. For simplification, 

these “limitless” number of dimensions can be categorized into six fundamental types: 1) 

the molecular structure of the building blocks, 2) the medium, 3) the concentration(s) of 

 
Figure 1.1: Molecular self-assembly frameworks and high dimensional phase. A) 
Relative free energies of the self-assembly frameworks discussed in this chapter. 
Thermodynamically controlled processes occupy the lowest energy, with metastable 
and kinetically-trapped existing in stable but non-equilibrium configurations. Dissipative 
processes are driven out-of-equilibrium through the input of energy. B) When studying 
molecular self-assemblies, from “limitless” parameters, a few are selected to determine 
the effect of a parameter on the energetics of the system. 
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the building blocks, 4) the temperature, 5) the pressure, and 6) the volume (Figure 1.1B). 

Some of these parameters can then be further subdivided, for example one could study 

the pH and ionic strength, both of which concern the medium. In defining the phase space, 

we need to first determine the dimensions of interest. For example, in conventional 

solvent switch assembly, variation in molecular structure, the ratio of selective and non-

selective solvent(s), and the concentration of molecules are varied which gives a three-

dimensional phase space. Other factors, such as temperature, volume, and pressure are 

all constant. Next, we need to differentiate between the pathway and the final state. The 

pathway is dependent on the phase space and the direction and is not a state function, 

unlike the final free energy state, and is sensitive to the procedure used to initiate 

assembly. For example, the pathway can proceed through a non-equilibrium mechanism 

but still arrive at a thermodynamic equilibrium in the final state. When there are competing 

pathways, the pathway(s) that leads to the thermodynamic route is called on-pathway, 

whereas the pathway(s) that leads to a metastable or kinetically-trapped route is called 

off-pathway. An example is illustrated by a study by Korevaar et. al.13 into the 

supramolecular polymerization kinetics of S-chiral oligo(p-phenylenevinylene) (S-OPV). 

Here the assembly of S-OPV is able to initially self-assemble into either stable left-handed 

(on-pathway) or less stable right-handed helical aggregates (off-pathway). However, the 

right-handed helical aggregates are later converted to more stable left-handed 

aggregates. When considering both pathways and end-states, we have three possible 

combinations: (i) an equilibrium pathway (on-pathway assembly) and final state, (ii) a non-

equilibrium pathway (metastable off-pathway assembly) but an equilibrium final state, and 

(iii) a non-equilibrium pathway and a non-equilibrium final state (Figure 1.2). Generally, 
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when referring to thermodynamically controlled or kinetically controlled self-assembly, we 

refer to the final state. Thus, thermodynamic assemblies can arise from situation (i) or (ii) 

as shown in Figure 1.2 but kinetic assemblies must arise from a non-equilibrium pathway, 

(iii). In contrast, dissipative self-assembly is pathway-defined as it can only proceed 

through an input of energy. Now that I have defined self-assembly frameworks, phase 

space, and pathways, I will move on to discuss characteristics of the different frameworks. 

One sidenote is that some of these terms discussed have slightly different definitions 

within the field of molecular self-assembly as well as in other fields that study non-

equilibrium assembly. 
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Figure 1.2: Simple theoretical pathway complexity in equilibrium and non-equilibrium 
assembly processes. (i) represents an equilibrium pathway (on-pathway) leading to an 
equilibrated state. (ii) represents a non-equilibrium pathway (off-pathway) that still leads 
to an equilibrium pathway. (iii) represents a non-equilibrium pathway that leads to a 
non-equilibrium end-state. 

1.3. Thermodynamic Control 

A thermodynamically controlled system is one in which the system reaches 

equilibrium or one in which an absolute free energy minimum is reached. In reaching a 

thermodynamic end state, the pathway is irrelevant as long as it leads to equilibrium as 

previously discussed (Figure 1.2). Therefore, control over a thermodynamic state involves 

changing the dimensions of self-assembly, such as switching the pH, increasing the 

temperature, or concentration and solvent composition. In a study by Stupp et al.,14 the 

self-assembly of a peptide amphiphile was very sensitive to ionic strength. At low ionic 

strength the peptide amphiphiles assembled into short fibrils with random coil structure 

but at higher ionic strength, the fibrils were much longer and had an ordered beta-sheet 

structure. As shown in Figure 1.3, the circular dichroism (CD) signal at 202 nm was highly 

sensitive to both the salt and peptide amphiphile concentrations. These discrete changes 

are indicative of a thermodynamically controlled system where the end state is highly 

dependent on the phase space. In thermodynamic systems, monomer/unimer exchange 

must be able to readily occur. Here monomer is used for small molecule (supramolecular) 

systems and unimer for amphiphilic polymers and lipids. Following, the onset of self-

assembly, the kinetics monomer/unimer exchange can be described through a sequence 

of association and dissociation steps of the building block.7,15 Generally, simple and short 

building blocks such as those of small molecule amphiphiles including surfactants, lipids, 

and select supramolecular systems readily can exchange with each other.1 As the 
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building blocks become larger and more complex, the likelihood that the resulting 

assemblies will adopt the lowest possible energy configuration decreases.5,6,16 

Thermodynamic systems have proven to 

be useful. The dynamic nature of 

thermodynamic assemblies has allowed 

for the development of switchable 

assemblies where a trigger alters the 

energy landscape leading to a change in 

the assembly morphology.17 These 

types of systems are needed in future 

materials development, but these 

systems often lack adaptability if the 

desired conditions change. 

Thermodynamic systems are programmed to match static conditions or at most a trigger. 

However, in real world conditions, the environmental conditions are always changing. For 

example, synthetic lipid assemblies typically exist under equilibrium conditions in an 

isolated vial. In contrast, cellular lipid membranes exist in non-equilibrium conditions from 

the constant removal and addition of lipids and proteins by the intracellular medium.18  

Therefore, we also need to turn our attention to more complex non-equilibrium systems 

in our quest to master molecular self-assembly to the extent nature has. Additionally, 

fundamental non-equilibrium systems present key advantages over their equilibrium 

counterparts. For example, kinetically controlled systems provide access to unique more 

ordered structures. And energy-driven, or dissipative systems are able to drive function 

 
Figure 1.3: Circular Dichroism signal at 
202 nm spectra plotted as a function of PA 
(peptide amphiphiles) and salt 
concentrations. Negative CD intensities 
denote a random coil structure; positive 
values correspond to a β-sheet signal.  
Reproduced from ref. 14 with permission 
from Springer Nature, copyright 2016. 
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or change through the addition of energy (fuel, light, etc.) rather than through 

environmental alterations.   

1.4. Kinetic control 

Kinetic control is generally used to describe a final condition that is not at dynamic 

equilibrium. Kinetically-controlled systems exist in a non-equilibrium state but exhibit 

stable morphologies in contrast to dissipative systems which exist in a dynamic non-

equilibrium or out-of-equilibrium state. Kinetically-controlled systems can either be 

classified as metastable or kinetically-trapped, where metastable systems will eventually 

move into an equilibrium state (the kinetics are slow) or kinetically-trapped where the 

energy barrier to equilibrium is too high to overcome.4,7  

In contrast to thermodynamic control, a key feature of kinetically-controlled 

systems is that the free energy landscape is highly dependent on the pathway. Thus, 

different methods for preparing kinetically-controlled systems can yield different 

morphologies. Therefore, factors like the rate of solvent addition, mixing speed, presence 

of additives, among others affect the outcome. In this section, I will discuss factors of 

thermodynamic and kinetic control for both micellar and supramolecular systems. 

1.4.1. Amphiphilic micellar self-assembly (lipids and block copolymers) 

Amphiphilic molecules such as surfactants, lipids, and select block copolymers 

possess both a solvophillic corona-forming and solvophobic core-forming end. Under the 

proper conditions, these molecules prefer to aggregate, typically via nucleation and 

growth to lower the unfavorable interactions of the solvophobic core segment with the 

solvent.19 Accounting for the free energy and the geometry, this type of self-assembly can 

generally be predicted by the critical packing parameter (CPP).20–23 
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𝐶𝑃𝑃 =  
𝑉

𝑎଴𝑙௖
 

Where V is the molecular volume, a0 is the optimal surface area, and lc is the critical chain 

length. Generally, self-assembly is thermodynamically-controlled from the presence of 

unimer exchange between the growing particle and solution, though other mechanisms 

allow exchange such as fission of a micelle or collision of two micelles.5,15,20,24 Here, 

taking the CPP into account, lipid morphology can be tuned to obtain different 

structures.25 Generally, a CPP of <1/3 favors spherical micelles, between 1/3 and ½ 

favors cylindrical micelles or worms, 0.5-1 favors bilayer vesicles, and >1 it favors inverse 

micelles (Figure 1.4).25,26 These inverse micelles arrange in ordered liquid crystalline 

states. For amphiphilic block copolymers, the polymer-polymer interaction parameter 

(χAB) and the individual polymer-solvent interaction parameters χAS and χBS must also be 

taken into account.27 These parameters, like CPP, are affected by relative volume 

fractions of each block, the solvophobicity, and the degree of polymerization of each 

block.28 It should be noted that the CPP and the interaction parameters are based off a 

minimization of free energy and only account for structures at a thermodynamic 

equilibrium.   
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Figure  1.4: Values of critical packing parameter with the corresponding molecular 
shapes of the molecules and the structures they assemble into. The lines inside the 
shapes represent block copolymers with blue being the solvophilic block and red the 
solvophobic block. a0 the optimal surface area decreases with increasing critical 
packing parameter. 

Amphiphilic block copolymers, including blends, have a tendency to yield 

kinetically-controlled structures.5,15,29–31 Polymer chains are prone to a high degree of 

entanglement which prevents them from adopting the most stable geometric 

configurations in accordance with the critical packing parameter. The energy barrier for 

unimer exchange is often too high due the limited chain mobility, particular at room 

temperature. 5,29,31 On the other hand, higher chain mobility is typically achieved in shorter 

chain polymers, polymers with low glass transition temperatures (Tg), and/or polymers 

with low solvophobicity of the core block.5,19,29 For instance, in two studies, no unimer 

exchange was observed for two poly(styrene) based block copolymers at room 

temperature, while very slow exchange was found at 60 °C in shorter chain polymers 

(close to bulk Tg of polystyrene).32,33 Therefore, to achieve thermodynamic control in block 

copolymer systems, factors that influence the free energy of the system such as polymer 

type and composition, concentration, nature of the solvent(s) and the presence of 

additives are employed.34 

Kinetic considerations such as the preparation technique need to also be 

considered. Typical methods for the self-assembly of block copolymers include thin film 

hydration, direct dissolution, and solvent switch. In thin film hydration, a common solvent 

is used to dissolve polymer powders to make a thin film that is subsequently hydrated. In 

direct dissolution, a dry polymer is added to a selective solvent.  In solvent switch, a 

polymer is dissolved in a common solvent and a selective solvent is added, triggering 
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self-assembly.29 The latter preparation technique is arguably the most common.5  In 

solvent switch the speed of water addition has been shown to affect the morphological 

outcome.5,35,36  

 
Figure 1.5: Cryo-TEM micrographs of P(EHA-co-DMA)-b-PDMA blends prepared by 
multiple preparation techniques: (A) Prepared by direct dissolution (B) Prepared by thin 
film rehydration (C) Prepared by solvent switch. The presence of different structures 
and sizes between the samples suggest that the pathway plays an important role in the 
morphological outcome. Reproduced from ref. 29 from the Royal Society of Chemistry, 
copyright 2016. 

Experimentally, determining if a block copolymer system is under thermodynamic 

control is challenging. If variation of the preparation technique occurs and the structures 

change, it is a sign of kinetic control. In a study by Wright et. al.29 a range of assembly 

conditions were probed for a blending method of block-random copolymers. Direct 

dissolution, thin film hydration, and solvent switch were all used in the assembly block-

random poly(N,N- dimethyl acrylamide) based copolymers (P(EHA-co-DMA)-b-PDMA). 

All preparation techniques yielded different final states; evidence that unimer exchange 

was not fast enough at room temperature for this system (Figure 1.5). The resulting 

assemblies were then heated to 75 °C for 5 h and reanalyzed. All systems but the solvent 

switch method changed, indicating that in this particular case, the solvent switch method 
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operated under thermodynamic control. This example highlights the importance of 

preparation technique and temperature in the formation of non-equilibrium systems. 

 
Figure 1.6: Polymerization-induced self-assembly (PISA). A) In PISA, a macro 
stabilizing block (blue) is chain-extended with monomer (red) to a fully formed block 
copolymer. B) Under thermodynamic control, as the polymer chain lengthens, assembly 
is triggered and may undergo phase transitions from spheres to worms to vesicles, 
corresponding with decreasing curvature. C) Under kinetic control, unimer exchange is 
arrested making morphological transitions highly unlikely. In these cases, micelles may 
increase in size, but morphology will not change. 

1.4.2. Polymerization-induced self-assembly 

The traditional methods of block copolymer self-assembly (solvent switch, etc.) are 

typically conducted in dilute solution conditions (<1 % w/w). In contrast, a newer technique 

coined polymerization-induced self-assembly (PISA) has been developed as an 

alternative route for the in situ scalable production of block copolymer nanoparticles at 

high concentrations (up to 50% w/w).28,37–39 In PISA, the stabilizing block is chain 

extended with a monomer which will form the solvophobic block (Figure 1.6A). The 

monomer can either be soluble (dispersion PISA) or present in an emulsion (emulsion 

PISA). In PISA, control over polymer block length and concentration has afforded some 

control over the resulting morphology.  Most examples of PISA have been developed from 
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reversible addition-fragmentation chain-transfer (RAFT) polymerization, however PISA 

has been developed for a wide variety of polymerization techniques,39–43 including ring-

opening polymerization,44 which I will discuss in Chapters 2-5.  

Notable examples of RAFT-PISA, such as the polymerization of 2-hydroxypropyl 

methacrylate (HPMA) using a water-soluble poly(glycerol monomethacrylate) (PGMA) 

shows the development of spheres to worms to vesicles corresponding with increasing 

PHPMA block length as the polymerization progresses.45 Such evolution is said to follow 

a thermodynamic pathway as higher-ordered self-assemblies result from increasing 

degree of polymerization of the solvophobic block (Figure 1.6B). For PHPMA core block 

copolymers, the CCP is generally observed, indicating thermodynamic control.38  

However, it is both difficult to measure the CCP or difficult to accurately state if this 

pathway is the true thermodynamic pathway or some metastable analog. Conversely, if 

no particle evolution is observed as the chain length increases appreciably, the resulting 

assemblies are likely kinetically-trapped (Figure 1.6C). For example, in a PISA study by 

Yuan et. al.46 the chain extension of poly(N,N-dimethylaminoethyl methacrylate) by the 

polymerization of benzyl methacrylate (BzMA) results in spherical morphology. However, 

this kinetic barrier is overcome through the copolymerization of BzMA with solvophilic 3-

(triethoxysilyl)propyl methacrylate (TESPMA). Other factors of controlling morphology 

include switching from photoinitiated vs thermally initiated processes,47,48 changes in 

initiator concentration,49,50 solvent composition,50,51 monomer types,52 and Z-group 

substitution, in the case of RAFT-PISA.53 In these cases, differences in morphology can 

be attributed to changes in the rate of polymerization, a kinetic effect. However, in each 

of these cases, thermodynamic parameters (phase space) are also modified making it 
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more difficult to discern the true effect polymerization rate has on morphological outcome. 

Luo et al.47 compared photoinitiated and thermal initiated PISA using diacetone 

acrylamide monomer (DAAM) with a 3-(benzylthiocarbonothioylthio)propanoic acid, 

PDMA based macro-RAFT yielding  [PDMAm-PDAAMn-BTPA]2 block copolymers. Under 

identical temperatures, photoinitiation led to the production of spherical micelles whereas 

thermal initiation led to the production of vesicles (Figure 1.7). The primary reason for this 

observation is that the polymerization rate of photoinitiation was much faster. Faster 

polymerization likely leads to kinetically-trapped structures as unimer exchange is likely 

to be arrested at higher conversions than in a slower polymerization. However, in this 

case, the initiation mechanism between photoinitiation and thermal initiation are 

inherently different. In Chapter 3, I will introduce the first example of PISA that controls 

rates without environmental changes or changes to the polymer structure. Polymerization 

rate control has the potential to allow for a wide range of nanostructures to be produced 

from block copolymers with identical chemical structures. 

 
Figure 1.7: Scheme for the preparation of [PDMAm-PDAAMn-BTPA]2 block copolymer 
assemblies by either photoinitiated PISA or thermally initiated PISA of DAAM in water 
at 70 °C with cryoEM insets showing spherical micelles for photoinitiated PISA and 
vesicles for thermal initiated PISA. Reproduced from ref. 47 with permission from 
American Chemical Society, copyright 2021. 
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1.4.3. Supramolecular polymers 

Another polymerization process, like 

PISA, termed supramolecular 

polymerization can also lead to 

molecular self-assemblies. 

Supramolecular polymers consist of 

monomers bound together in a 

directional non-covalent fashion. 

Generally, supramolecular 

polymerization proceeds through 

thermodynamic control due to the 

strength of the interactions 

spontaneous and fast equilibration 

nature of intermolecular interactions 

used.6,54,55 Kinetic control can be 

made possible through the use of strong or multiple non-covalent interactions. Kinetic 

control can also occur through the use of additives, poor solvents, external stimuli, 

etc.6,7,54 In a study by Würthner et. al.56,57 the addition of a poor solvent 

methylcyclohexane to a solution of bis(merocyanine) dye monomer (D) in a good solvent 

of tetrahydrofuran yielded two different nanorod products, distinguished by their different 

helical pitches (H1 and H2). Through increasing the amount of methylcyclohexane, the 

kinetic metastable product, H1, was trapped for days before reverting to the 

thermodynamic product, H2 (Figure 1.8).  

 
Figure 1.8: Schematic representation of self-
assembly sequence involving simple 
supramolecular polymers D formed by the 
antiparallel aggregation of merocyanines, 
kinetically formed H1 aggregates, and 
thermodynamically equilibrated H2 aggregates, 
distinguished by their differing helical pitches. 
Reproduced from ref. 57 with permission from 
John Wiley and Sons [Israel Journal of 
Chemistry], copyright 2011. 
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Building off kinetic control is the development of chain growth supramolecular 

polymerization. Analogous to the polymerization of covalent polymers, supramolecular 

polymers typically either organize via  an isodesmic (step-growth like) mechanism where 

all monomers are able to react with each other or a cooperative (chain-growth) 

mechanism where a chain is grown off an initiating species (Figure 1.9).4,7,54 Cooperative 

growth is initiated through addition of small aggregate fragments or seeds as well as the 

addition of initiator.54,55,58 If the growth solely proceeds through the active ends as in a 

chain growth manner, it can further be labelled as a living supramolecular polymerization. 

The occurrence of this mechanism leads to supramolecular polymers with low dispersity. 

In a seminal example of initiator-based living supramolecular polymerization, Aida et. al.58 

developed metastable corannulene-based chiral monomers with a shape-promoted 

intramolecular hydrogen bonding network promoting a cagelike conformation with low 

propensity for polymerization. Upon interacting with tailored corannulene-based initiators 

with an open structure, the cagelike structure is opened, able to react with another closed 

cagelike structure. Growth was only achieved through the growing chain end, thereby the 

process was truly living. 
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Figure 1.9: Simple depiction of non-living (top) and living supramolecular 
polymerization (bottom). Living supramolecular polymerization can occur from an 
initiator or from a seed. Living supramolecular polymerization yields polymers with lower 
dispersity due to the controlled growth. Furthermore, some polymerizations are 
kinetically controlled but are not living due to the presence of some uncontrolled growth. 
This would be depicted with a mixture of the two processes shown above. 

1.4.4. Crystallization-driven self-assembly 

Block copolymer self-assembly takes upon a new dimension if the core-forming 

block is crystalline or semi-crystalline. In this case, crystallization drives the self-assembly 

away from spheres to 1D cylindrical and 2D platelet structures.59 This process, coined 

crystallization-driven self-assembly (CDSA) is a type of supramolecular polymerization 

where individual polymer unimers act as the monomer and the driving force is polymer 

crystallization.54 CDSA can also be deemed “living” when growth is controlled, typically 

through seeding.59,60 CDSA can be fairly complicated due to the various interrelated self-

assembly parameters such as solvent interaction, crystallization temperature, rate of 

undercooling (when applicable), and often results in kinetically trapped structures.59 With 

the core block achieving crystallinity or semi crystallinity in a confined environment, the 

barrier for unimer exchange becomes too high. Despite the final state of CDSA systems 



20 
 

being in a trapped state, the CDSA process can be altered to achieve different end states. 

The rate of crystallization can determine if the system resembles more kinetic control or 

thermodynamic control. In a living CDSA study by Manners et. al.61 

polyferrocenyldimethylsilane (PFDMS) based block copolymers either formed branched 

structures through rapid deposition and epitaxial crystallization or they formed linear 

structures under less rapid formation. The Manners group was also the first to develop a 

synchronous polymerization and crystallization process coined polymerization-induced 

crystallization-driven self-assembly (PI-CDSA),41 of which more will be discussed in 

Chapter 2 with my development of a PI-CDSA for ring-opening polymerization. 

1.5. Dissipative: Pumping of energy to sustain out-of-equilibrium process 

Lastly, an assembly can be considered dissipative if an input of energy is 

necessary to be maintained. These systems can receive energy in the form of chemical 

fuel, light, or electricity.7,8,62–77 As previously mentioned, a dissipative system is defined 

by the process rather than the end point as in thermodynamic and kinetic processes. 

Although dissipative systems are critical in living systems, only recently have we seen the 

development of synthetic dissipative self-assembly. And unlike the kinetic-systems, 

molecular dissipative self-assembly has largely been developed for supramolecular 

systems, although there are some exceptions.78 
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Figure 1.10: Dissipative self-assembly. A) Molecular dissipative self-assembly cyclic 
reaction scheme. B) Free energy cyclical reaction coordinate for a generic fuel-driven 
dissipative system. The steps are the order events occur although the event of 
activation, assembly, and deactivation continue until the energy is depleted. For a 
system to driven out-of-equilibrium, there must be an input of energy (chemical fuel, 
light, electricity, etc.). 

1.5.1. Design of active material systems 

In dissipative molecular self-assembly, at least two competing reactions are 

necessary to drive the formation of structure: a forward reaction assembling the precursor 

and a backward reaction dismantling it (Figure 1.10A).9 From a chemical point of view, 

the precursor acts as a catalyst, catalyzing the conversion of fuel into waste products. In 

fact, the system is only out-of-equilibrium because of the input of chemical fuel (Figure 

1.10B). Self-assembly is transient because when the energy dissipates, the system 

deactivates and disassembles. For the assembly to occur, the forward reaction is initially 

faster than the backward reaction to build up enough assembling species. As the fuel 

depletes, the backward reaction dominates, leading to disassembly. The system must 

have kinetic asymmetry where the forward reaction preferentially activates non-

assembling precursors and the backward reaction preferentially deactivates the 

assembled or aggregated state.11 This asymmetry allows for a high concentration of 

assembling species to build up allowing for dissipative assembly to occur. In addition to 
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kinetic asymmetry, active material systems must undergo a change in solubility when the 

precursor is activated, triggering assembly. This can either occur through a direct reaction 

between the precursor and the energy source or indirectly through the energy source 

creating an environment change (e.g. pH switch).10  

These changes in solubility are ultimately related to a molecular change in the 

precursor. Based off this change, Boekhoven et. al.9 characterized dissipative molecular 

self-assembly into three categories: 1) The chemical reaction cycle eliminates an 

electrostatic charge in the precursor. 2) The chemical reaction network forms a bond 

between two non-assembling building blocks. 3) The precursor undergoes a 

conformational change. Many different systems have been developed demonstrating 

these concepts. Elimination of electrostatic charge was among the first synthetic 

dissipative self-assembly systems developed. Boekhoven et. al.63,64 developed a charge 

neutralizing system in which dibenzoyl L-cystine is activated through the methylation of 

one its two anionic carboxylate groups (Figure 1.11). Over time, the resulting esters 

hydrolyze reverting the dibenzoyl L-cystine back to its original state. Functional groups 

that easily change charge due to pH switches or some substitution reactions are 

commonly used in this strategy. 

The second category of bond formation between two precursors generally leads 

to the removal of hydrogen bonding or favorable orientations that lead to self-assembly. 

In some cases, this change is due to dimerization, which then leads to assembly. For 

example, in a dissipative system developed by Guan et. al. that is fueled by either 

chemical energy74 or electricity,75,76 upon activation a cysteine-derivative (thiol) is 

oxidized and dimerizes into its cystine form (disulfide). Assembly can also be achieved 
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by using a fuel that is key to the assembly. Prins et. al.65 developed a dissipative chemical 

reaction cycle fueled by ATP. Here, ATP is a fuel and an amphiphilic headgroup, forming 

a complex with three surfactant tails that results in vesicle formation. 

Lastly, the last design category is to induce a conformational change that leads to 

self-assembly. Most of the reactions used in this category are photoisomerizations. For 

example, Sleiman et. al.79 used an azobenzene derivative as a precursor which is able to 

photoisomerize from the thermodynamic trans conformation to the cis conformation upon 

exposure to UV light. In this and other examples,79–81 the thermodynamically unfavored 

isomer must spontaneously isomerize back to the thermodynamically favorable state. 

Similar to these examples are dissipative liquid crystal systems. In a system developed 

by Takeda et. al.82 noncovalent thin crystalline assemblies of oleic acid and azobenzene 

derivatives exhibited directional bending motion upon continuous exposure to blue light 

that is driven by trans to cis photoisomerization. Upon a buildup of cis isomer, the 

assemblies rearranged which ultimately led to a decrease in cis isomer from a change in 

photoisomerization quantum yield. This allowed for a buildup of trans isomer that reverted 

the system to its original state.  

This chapter has only highlighted a small example of molecular dissipative 

systems. This field is still operating with minimal complexity. Future design of dissipative 

processes may include systems that produce fuel, possess multiple sources of energy, 

and have multiple dissipative cycles occurring. These systems would mirror biological 

reality better, but to aid designing more complex dissipative systems will require 

understanding the basic principles of dissipative assembly and making direct 

comparisons between dissipative and non-dissipative processes. 
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1.5.2. Principles of dissipative self-
assembly 

A central tenet of dissipative self-

assembly is that fluxes of energy and 

material can form unique structures, with 

dynamic behaviors capable of useful 

functions.10,74,83–86 Dissipative self-

assembly of supramolecular structures 

dissipates both energy and matter 

through repeated execution of the 

assembly and disassembly reactions 

making the process out-of-equilibrium. 

These features allow for the ability to 

endow control over assembly. The 

control of energy over space and time 

can allow for responsive and adaptive 

materials. Temporal resolution can be 

achieved through altering fuel concentration and release. A greater challenge is achieving 

spatial resolution as it generally requires energy to be released to a localized area. Spatial 

resolution has been achievable both using light and electricity as energy sources. For 

example, when energized electrochemically, the aforementioned cysteine-derivate 

electrochemical redox system assembles by the electrode.75,76 Therefore, careful design 

of the electrode and control of electrical input allows for a high degree of spatiotemporal 

resolution. The applicability of the current synthetic systems of dissipative molecular 

 

Figure 1.11: A) Chemical structures of 
tested molecular gelators 1, 2, and 3. B) In a 
typical reaction cycle, carboxylate groups on 
the inactive self-assembling building blocks 
(1a, 2a, and 3a) react with the fuel, DMS, to 
produce methyl esters 1b, 2b, and 3b. 
These activated building blocks self-
assemble into fibrous structures. Methyl 
esters can hydrolyze both in the assembled 
and free states to revert to the original 
inactive building block. One full cycle 
produces CH3OH (methanol) and CH3SO4− 
(MMS) as waste products. Reproduced from 
ref. 64 with permission from The American 
Association for the Advancement of Science, 
copyright 2015. 
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assembly is very limited as the cyclical process is not linked to an adjacent process or 

function. Further development of molecular dissipative self-assembly should aim to 

transfer out-of-equilibrium self-assembly into work as done in biology.77  

Theoretically, dissipative self-assembly systems should possess properties 

different from non-dissipative processes, enabling them to perform useful functions. 

However, few examples have been able to directly make comparisons between the two 

processes as it is difficult to decouple the forward and backward reaction, as one or more 

of the steps is often dependent on the solvent, or the fuel source participates in both the 

forward and backward reaction.63,64 For example, Rizzuto et. al.87 developed a 

supramolecular DNA fiber system where annealing by slow proton dissipation selects for 

morphologies otherwise inaccessible by conventional self-assembly. Comparison of the 

forward reaction to the coupled dissipative reaction was key to showing that a coupled 

process can lead to the formation of higher order structures, suggesting a coupled 

reaction is more dissipative than a sequential reaction. However, with this system, it was 

not possible to isolate the backward reaction from the dissipative process as the forward 

assembly reaction cannot be “turned off”. In Chapter 6 I will demonstrate a system I 

developed and studied with the help of collaborators, where we compare a dissipative 

process with a process in which the forward and backward reactions are performed 

sequentially. I will make comparisons between the two using time resolved cryoEM to 

show that the dissipative process forms and maintains unique structures when compared 

to the sequential process. 
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1.6. Outlook 

The thorough development of lipid 

self-assembly has allowed for the 

development of an increasing list of 

pharmaceutical interventions.88 For 

example, lipid nanoparticles have 

been used in the delivery of 

chemotherapy, reducing side-

effects and increasing efficacy. 

Recently, lipid nanoparticles have 

been used to encapsulate and 

thereby protect mRNA in the 

delivery of COVID spike protein 

mRNA. These advances have 

saved countless lives, but they only 

represent a small fraction of the 

possibilities of soft matter self-

assembled materials. Lipid 

nanoparticles are generally at a thermodynamic equilibrium due to their small size and 

charge being both stable and at a minimum on the energy landscape. Block copolymers 

could soon replace or supplement lipid-based drug and RNA delivery.89,90 These systems 

could show increased stability due to kinetic trapping and more synthetic variation. 

Supramolecular materials also represent a new class of materials that can be used in 

multiple applications ranging from optoelectronics to biomedical devices.4,7 Additionally, 

 
Figure 1.12: Cryo-EM images of supramolecular 
DNA fibers before and after proton dissipation. 
Representative micrographs of fibers (87) before 
proton dissipation (A), wherein fibers are 
observed to bundle, and after proton dissipation 
(B), wherein individual fibers are observed to 
aggregate parallel to one another, along the axis 
of fiber polymerization. Scale bars, 100 nm (left) 
and 25 nm (right). Reproduced from ref. 87 with 
permission from Springer Nature, copyright 
2021. 
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we need to expand our horizons beyond static systems into dissipative systems. We are 

currently at the frontiers of molecular dissipative self-assembly. Through new 

developments and mechanistic insight, dissipative systems will be engineered to perform 

adaptive functions. Unlocking these secrets will help us understand the origin of life,91 

allowing us to develop synthetic materials that mimic biology with excellent adaptability 

and unique function. 
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Chapter 2: The initial development of  

ring-opening polymerization-induced 

crystallization-driven self-assembly 

(ROPI-CDSA) 

This chapter is adapted from a research article “Ring-opening polymerization-induced 

crystallization-driven self-assembly of poly-L-lactide-block-polyethylene glycol block 

copolymers (ROPI-CDSA). Paul J Hurst, Alexander M Rakowski, Joseph P Patterson, 

Nat. Comm. 2020, 11 [1] 4690.” 
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2.0. Abstract  

The self-assembly of block copolymers into 1D, 2D and 3D nano- and microstructures is 

of great interest for a wide range of applications. A key challenge in this field is obtaining 

independent control over molecular structure and hierarchical structure in all dimensions 

using scalable one-pot chemistry. The development of ring opening polymerization-

induced crystallization-driven self-assembly (ROPI-CDSA) of poly-L-lactide-block-

polyethylene glycol block copolymers into 1D, 2D and 3D nanostructures addresses this 

challenge. A key feature of ROPI-CDSA is that the polymerization time is much shorter 

than the self-assembly relaxation time, resulting in a non-equilibrium self-assembly 

process. The self-assembly mechanism is analyzed by cryo-transmission electron 

microscopy, wide-angle x-ray scattering, Fourier transform infrared spectroscopy, and 

turbidity studies. The analysis revealed that the self-assembly mechanism is dependent 

on both the polymer molecular structure and concentration. Knowledge of the self-

assembly mechanism enabled the kinetic trapping of multiple hierarchical structures from 

a single block copolymer. The work in this chapter guides the development of subsequent 

ROPI-CDSA processes. 
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2.1. Introduction  

Self-assembly of block copolymers (BCP) in solution has received significant 

interest in the areas of drug delivery, medical imaging, catalysis, and templated 

synthesis.1, 2 The properties and performance of these materials are intrinsically linked to 

both their molecular and hierarchical structure.3 Consequently, research in this area has 

been focused on providing a fundamental understanding of how the molecular structure 

and assembly environment can be tailored to control the hierarchical assembly process.4 

Without the input of external energy, self-assembly processes can be either 

thermodynamically or kinetically controlled.5, 6 Thermodynamically controlled processes 

will adopt the hierarchical structure with the lowest free energy regardless of the starting 

conformation of the BCPs. Thermodynamically controlled processes tend to result in 

predictable and well-defined structures. However, their application is limited by their 

sensitivity to changes in the environment, which can significantly alter the formed 

structures.7, 8 Kinetically controlled processes tend to result in stable structures, but the 

final structures can be highly sensitive to the assembly method.5, 7, 9 While the final 

structural dependence on assembly methodology offers the flexibility to form multiple 

hierarchical structures from a single BCP, it necessitates strict control of the synthetic 

conditions.3, 7, 10 

Typically, BCP self-assembly is achieved via direct dissolution, solvent-switch, and 

thin-film hydration methods.11-13 However, with these methods it is challenging to control 

the formation of anisotropic structures, they involve multi-step processes that are difficult 

to scale up reproducibly, and result in low concentration BCP solutions (typically ≤1% 

solids w/w).14-16 To address these challenges, crystallization-driven self-assembly 

(CDSA) and polymerization-induced self-assembly (PISA) have emerged as promising 
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alternatives. CDSA utilizes BCPs with a semi-crystalline core-forming block to form 

anisotropic 1D and 2D structures with high precision, where crystallization of the BCP 

core is the dominant driving force of self-assembly.17-23 Whereas amorphous BCPs 

typically assemble into spheres, worms, and vesicles,14, 24 crystalline BCPs will typically 

result in morphologies with low curvature such as  2D platelet lamellae or 1D nanorods,15 

which introduces anisotropy to the system. In CDSA, the insoluble block is typically 

crystallized by dissolving the polymer in a selective solvent to facilitate/induce 

crystallization,18, 24 often utilizing heat-cool cycles to control the crystallization process.15, 

23, 24 However, as with traditional self-assembly methods, CDSA typically occurs in dilute 

solutions (~1% solids w/w).14, 20, 24 The PISA method utilizes controlled polymer chemistry 

to generate the BCP directly in the selective solvent system.11, 13, 14, 25-27 Conceptually, a 

homopolymer is chain-extended with a co-monomer and as the core-forming block grows 

it becomes increasingly insoluble, triggering self-assembly of the BCP. PISA is a scalable 

method that affords control over the BCP structure at high concentrations (10-50% solids 

w/w).14, 25, 28-30 To date, most PISA processes have been reversible-deactivation radical 

polymerizations (RDRP),1, 2, 11, 14 primarily reversible addition-fragmentation chain-

transfer polymerization (RAFT-PISA).11, 14, 31-33 However, PISA can theoretically be 

extended to all types of living polymerizations and has been demonstrated with living 

anionic polymerization,34 ring-opening metathesis (ROMP) of norbornenes,13, 29 radical 

ring-opening copolymerization (rROP) of cyclic ketenes,35 and ring-opening 

polymerization (ROP) of N-carboxyanhydrides.36 PISA has also been combined with 

CDSA, termed polymerization-induced crystallization-driven self-assembly (PI-CDSA), to 

generate crystalline self-assemblies in high concentrations (10-25% solids w/w).15, 16, 37 
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Currently PI-CDSA has been demonstrated for sequential living anionic polymerization,15, 

16 and the ring-opening metathesis of organometallic polymers.37 Polylactones, being 

semi-crystalline in nature, are excellent candidates for the development of a fully organic 

PI-CDSA to produce biocompatible, biodegradable BCP materials at high concentration 

in a scalable process. Polylactones, including poly(L-lactide) (PLLA) are the most widely 

known class of sustainable polymers,38 and are incorporated into multiple FDA-approved 

formulas.39-41 To date, ROP is the only controlled method to synthesize polylactone-based 

BCPs.2, 28 Thus, the development of a ring-opening PI-CDSA (ROPI-CDSA), would 

address the production limitations of polylactone-based crystalline-nanoparticles 

facilitating their use commercially. 

The absence of ring-opening PI-CDSA of lactones is likely due to the stringent 

requirements for ROP reactions and the limited monomer/polymer/solvent combinations 

available.38, 42, 43 Foremost, ROP of lactones cannot occur in protic solvents, as these 

solvents would compete with initiation species. However, some aprotic organic solvents, 

including aromatics like toluene, have induced crystallization in PLLA at room 

temperature.44 Here, the work in this chapter details the development of ring opening PI-

CDSA of poly-(L-lactide)-block-polyethylene glycol (PLLA-b-PEG) BCPs in toluene. 

Kinetics studies of the polymerization and self-assembly show that ROPI-CDSA results 

in a non-equilibrium assembly process. Structural and morphological evolution of self-

assembly is tracked with cryogenic transmission electron microscopy (cryo-TEM), wide-

angle X-ray scattering (WAXS), UV/Vis spectroscopy, and Fourier transform infrared 

(FTIR) spectroscopy, revealing a hierarchical (1D → 2D → 3D) growth mechanism. The 

data reveals that the assembly process and the final meta-stable structures can be 
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controlled by alterations in both BCP molecular structure and concentration. Knowledge 

of the mechanism enables the trapping of materials with different structures and 

dimensionalities.  

2.2. Experimental Section 

Materials: mPEG45 (MW = 2000) (Sigma Aldrich) was azeotropically distilled x2 in toluene 

and high-vacuumed overnight. L-lactide (TCI) was recrystallized in toluene x3. Anhydrous 

toluene (99.8%), and triazabicyclodecene (TBD) were purchased from Sigma Aldrich and 

were used without further purification. Benzoic acid (Fisher Chemical) was used without 

further purification. Milli-Q water (ρ> 18 MΩ cm) was used as the solvent for all aqueous 

solutions. Chemicals were stored in a dry-N2 atmosphere glove box. Reactions were 

performed in a N2 glove box. 

PLLA-b-PEG synthesis and self-assembly: Procedure adapted from Waymouth et. al.42 

L-lactide (64.9 mg, 0.45 mmol, PLLA target DP = 45) was added to a solution of mPEG45 

(40mg, 20 μmol) in 1.08 mL of toluene (10% solids w/w). 15 μL (0.1% mol) TBD from a 

toluene stock solution (4.3 mg/mL) was then added. The solution was stirred for 90 

seconds and subsequently quenched with 0.05 mL benzoic acid stock solution 

(100 mg/mL). Thr rate of stirring appeared to influence the self-assembly kinetics and 

therefore stirring was kept at 400 rpm for reproducibility (For full results see Table A.1, 

for additional synthetic information see Table A.2). 1H NMR (500 MHz, CDCl3) δ 5.16 (q, 

J = 7.0 Hz, CH, PLLA backbone), 5.03 (q, J = 6.7 Hz, CH L-lactide), 3.72 – 3.59 (m, CH2 

PEG backbone), 3.54 (dd, J = 5.6, 3.6 Hz, CH2, PEG), 3.37 (s, 3H, terminal CH3 PEG), 

1.67 (dd, J = 6.7, 1.5 Hz, CH3 L-lactide), 1.58 (d, J = 6.7 Hz, CH3 PLLA backbone), 1.50 

(dd, J = 14.7, 7.0 Hz, terminal CH3 PLLA) (See also Figure A.1). 
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Preparation of aqueous solutions by lyophilization and resuspension or solvent extraction: 

Lyophilized powders were obtained by freezing the toluene solutions in a round bottom 

flask with liquid nitrogen followed by sublimation using a vacuum pump.  Resuspension 

of the powders was aided by sonication for 30 minutes in a Branson 3800 Ultrasonic 

Cleaner. Solvent extractions were performed by dropping a few (5-10) μL of toluene 

solution into excess water and vortexing for 10 seconds. In both cases aqueous solutions 

with a concentration of 0.5 mg/mL (0.5% solids w/w) were obtained and cryo-TEM 

analysis showed similar results for both preparations. 

Structural characterization: Proton nuclear magnetic resonance (1H NMR) spectra were 

collected on a 500 MHz Bruker Avance spectrometer in CDCl3. Chemical shifts are given 

in ppm, calibrated from residual CHCl3. Gel permeation chromatography (GPC) was 

performed in DMF using an Agilent 1100 chromatograph equipped with RID detector and 

a PL gel 5 μm 300x7.5mm mixed column. Samples were calibrated against polystyrene 

standards (See Figure A.2 for GPC traces).  

Turbidity measurements: Self-assembly kinetics were measured with UV/Vis 

spectroscopy on a Thermo Scientific NanoDrop 2000c. Changes in turbidity were 

measured at 600 nm every 15 seconds for 720 minutes with a moderate stirring rate. 

Triplicate runs were taken of each sample (See Figure A.3). Plots shown in chapter 2 are 

binned by a factor of 20. 

Crystallization measurements: Wide-angle x-ray scattering (WAXS) patterns were 

measured on a Rigaku Smart lab X-ray diffractometer in Bragg-Brentano diffraction mode 

utilizing x-rays generated at 40kV and 44mA with Cu Kα irradiation (step size 0.2 deg, 

speed 1.0, IS 2/3 deg, RS1 2/3 deg, RS2 0.3 mm) . Approximately 20mg of a lyophilized 
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sample was used in measurements. PLLA crystallinity was originally calculated using 

Smart Lab (Rigaku) software (Figure A.4), but due to the possibility of overlapping PEG 

peaks, a deconvolution routine was employed to separate PEG and PLLA peaks (Figure 

A.5). Using Smart Lab software, following background correction, amorphous peak and 

crystalline peak areas were defined using previous peak assignment of PLLA-b-PEG.45, 

46 Additional crystallinity analysis was conducted using a custom peak fitting python script. 

The area of interest was restricted between 10-30° and a constant background was 

subtracted. After which a model function was created as the sum of a mixture of Voigt 

and Gaussian components. The model was subsequently fitted to the experimental data 

by optimizing the individual component parameters (peak center, amplitude, sigma, and 

gamma). The quality of the fit was assessed by measuring the mean square error 

between the model and the experimental data. The parameters and script used to fit the 

data is discussed further in the SI. In both cases crystallinity was calculated from the area 

of crystalline peaks as a percentage of the total peak area (For more details on peak 

assignment see SI). % Crystallinity was normalized by the mass ratio of the PLLA 

segment. Fourier transform infrared (FTIR) absorbance spectra were collected on a Jasco 

4700 FTIR from lyophilized samples. 

Cryogenic-transmission electron microscopy (cryo-TEM): Cryo-TEM samples were 

prepared from resuspended or extracted solutions onto Quantifoil R2/2 (Electron 

Microscopy Sciences) grids. Grids were glow discharged for 70 seconds to increase 

hydrophilicity prior to sample loading. Vitrification was carried out by an Automatic Plunge 

Freezer ME GP2 (Leica Microsystems) with 3 μL of sample. Grid preparation was 

performed at 95% humidity and the grids were blotted for 3 seconds prior to plunging into 
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liquid propane. Cryo-TEM samples were then placed on a Gatan Cryo-TEM holder and 

imaged on a JEOL 2100F TEM using a Schottky type field emission gun operating at 200 

keV. Images were recorded using DigitalMicrograph (Gatan) software with a Gatan 

OneView CMOS camera at 4k x 4k resolution. 

Scanning electron microscopy (SEM): Samples were prepared from lyophilized samples 

which were freeze-cracked in liquid N2 and coated ex-situ with 3 nm of iridium (Quorum, 

Q150T Plus). Secondary electron images were collected on a FEI, Quanta 3D FEG with 

Everhart-Thornley detector, using a 5 kV acceleration potential, and a probe current of 

200 pA.   

2.3. Results 

2.3.1. ROPI-CDSA design and synthetic parameters 

ROPI-CDSA experiments were performed using L-lactide as the monomer, mono-

functional polyethylene glycol (mPEG45) as the initiator, toluene as the solvent and 

triazabicyclodecene (TBD) the catalyst (Figure 2.1a).43, 47-49 While other organocatalysts 

can achieve better dispersity (Ð) than TBD, they require high catalyst loading (1-10% mol 

vs 0.1% mol) and longer reaction times.49 TBD is a highly active ROP catalyst that can 

achieve high conversion in seconds.38, 48 If reaction mixtures are left too long the Ɖ will 

broaden from transesterification.48 Therefore to limit transesterification, reactions were 

quenched after 90 seconds for concentrations of 10% solids w/w and 60 seconds for 

concentrations greater than 10% solids w/w. A library of 19 polymers was synthesized 

with a variation in the degree of polymerization (DP) of the PLLA block and total solids 

concentration (Table 2.1: 1-19). For PLLA10-b-PEG45, 1-4 (5-20% solids w/w), no self-

assembly was observed visually (i.e. solutions remain clear/ no observed turbidity) or by 
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cryo-TEM. At 20% solids w/w (PLLA45-b-PEG45 10, PLLA90-b-PEG45 16, and PLLA135-b-

PEG45 19), control over Ð worsens, most likely due to transesterification from higher TBD 

solution concentrations (see also Table A.1). The 20% solids w/w samples 

macroscopically phase separate forming distinct solution and gel-like phases.  

Table 2.1: Molecular characterization of PLLA-b-PEG BCPs synthesized via ROPI-
CDSA. 
Polymer DP % w/w Mn (Da)a Ðb Polymer DP % w/w Mn 

(Da)a 

Ðb 

1 10 5.0 2700 1.07 11 60 10.0 6000 1.15 

2 10 7.5 2700 1.07 12 75 10.0 6900 1.14 

3 10 10.0 2700 1.08 13 90 5.0 8000 1.10 

4 10 20.0 2700 1.09 14 90 7.5 8100 1.16 

5 25 10.0 3700 1.11 15 90 10.0 8400 1.12 

6 25 20.0 3700 1.15 16 90 20.0 8400 1.34 

7 45 5.0 5200 1.12      

8 45 7.5 5400 1.12 17 120 7.5 10400 1.17 

9 45 10.0 5300 1.16 18 135 10.0 11100 1.10 

10 45 20.0 5200 1.25 19 135 20.0 11600 1.37 

a: 1H NMR b: GPC 

Above 20% solids w/w, mPEG45 is not fully soluble in toluene. At 20% solids, 

limited PEG solubility may have also contributed to transesterification. For samples 5-19, 

the polymerizations reached >92% (Figure A.1) conversion within 60-90 seconds and 

resulted in well-defined (Ð < 1.2) block copolymers (Figure A.2). The resulting solutions 

became turbid at various time points, ranging from during the polymerization for 16 

(PLLA90-b-PEG45 20% solids w/w) and 19 (PLLA135-b-PEG45) to more than 24 hr post-

polymerization for 5 (PLLA25-b-PEG45 10% solids w/w) and 7 (PLLA45-b-PEG45 5% solids 

w/w). This indicates that in most instances the relaxation time is significantly longer than 
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the polymerization time and is dictated by the molecular structure of the BCP. Here, 

relaxation time refers to the time taken for the assembled structures to reach a low energy 

configuration and stop reorganizing. Control experiments were performed by synthesizing 

PLLA homopolymers in dichloromethane (where PLLA is fully soluble) and toluene (where 

PLLA is partially soluble), using ethanol as an initiator. In dichloromethane, >95% 

conversion was achieved in 90 seconds, whereas in toluene only 25% and 28% 

conversion were achieved after 90 seconds for PLLA45 and PLLA90, respectively (Table 

A.3). This demonstrates that the PEG chains promote the polymerization by increasing 

the solubility of the growing PLLA chain in toluene. This is similar to previous PISA reports 

which have shown that self-assembly during polymerization can enhance the rate of 

polymerization of the selective block.14 A second control was performed to determine if 

the polymerization is required for initiation of the self-assembly process, PLLA-b-PEG 

BCPs synthesized in dichloromethane were purified and re-dispersed directly in toluene. 

The polymers did not fully dissolve/disperse even when left over a period of months, 

indicating that direct polymerization in toluene is required to form stable assemblies at 

room temperature and that the structures formed in ROPI-CDSA are under kinetic control. 

Heat-cool cycles or a solvent-switch would likely also lead to the formation of stable 

assemblies, however the purpose of the second control was to determine if the samples 

are pathway dependent. Pathway dependence indicates that it should be possible to 

control the ROPI-CDSA structures by modification of both the thermodynamics and 

kinetics of the process (see discussion section on non-equilibrium PISA). 
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Figure 2.1: ROPI-CDSA scheme and self-assembly kinetics. a) ROPI-CDSA scheme. 
b) Turbidity measurements (UV/Vis 600 nm) for PLLA DP 45, 60, 75 and 90 at 10% 
solids w/w, with PEG DP 45 standard error calculated from 3 runs. The data shows that 
the self-assembly kinetics vary as a function of PLLA DP, where increasing DP results 
in a faster rate of self-assembly. c) Photographs showing the difference in turbidity for 
samples 9 (PLLA45-b-PEG45  10% solids w/w left) and 15 (PLLA90-b-PEG45 10% 
solids w/w right). 

2.3.2. Self-assembly and crystallization kinetics 

To track how PLLA DP influences the self-assembly kinetics, UV/Vis measurements 

were performed to track the turbidity changes post polymerization for polymers PLLA45-

b-PEG45 9, PLLA45-b-PEG45 11, PLLA45-b-PEG45 12, and PLLA45-b-PEG45 15, all at 10% 

solids w/w. (Figure 2.1b). Measurements were performed at 600 nm, a wavelength in 

which no molecular species present in ROPI-CDSA absorb. The data showed that with 

increasing PLLA DP, the initial rate of self-assembly increases and results in more turbid 

final solutions. 

To determine if crystallization of the PLLA block is a driving force in the self-assembly, 

the solutions for  PLLA45-b-PEG45(10% solids w/w 9)  and PLLA90-b-PEG45 (10% solids 

w/w 15) were freeze-dried at various time points between 5 minutes and 24 hours post 
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polymerization. The dried powders were analyzed by WAXS and FTIR spectroscopy to 

monitor the crystallization behavior (Figure 2.2). Crystallinity is tracked over time by 

comparing the area of the crystalline peaks to the total area in WAXS patterns (Figure 

A.4-6, Tables A.4-5 and  Appendix A Supplementary Discussion on % crystallinity 

calculations). In both cases, metastable crystalline intermediates signified by broad peaks 

were observed at early time points giving way to sharper crystalline peaks at later time 

points (Figure 2.2). For PLLA45-b-PEG45 (10% solids w/w 9) , the PLLA crystallinity 

increased rapidly during the first three hours to 51% crystalline and then increased slowly, 

to a maximum of approximately 81% crystalline around 24 hours. For PLLA90-b-PEG45 

(10% solids w/w 15), the crystallinity increased at a faster rate, reaching 48% crystallinity 

within the first hour and then increased slowly to 63% at 24 hours. The WAXS data is 

consistent with the development of the α crystalline form of PLLA, which is considered 

the more thermodynamically stable polymorph (Figure 2.2a-b).45, 50, 51 To compare BCP 

crystallization to homopolymer crystallization, two PLLA samples with DP = 45 and DP = 

90 were crystallized in toluene, which achieved 87% and 86% crystallinity, respectively. 

This indicates that the presence of the PEG block could inhibit crystallization for longer 

PLLA blocks. The FTIR spectra show the carbonyl-stretch at 1749 cm-1 broadening to 

form two peaks (1749 cm-1 and 1754 cm-1), which is also consistent with the crystallization 

of PLLA (Figure 2.2c-d).50-52 Peak ratios of 1754 cm-1 to 1749 cm-1 indicate significant 

changes in the carbonyl environment occurring in the early time points in PLLA45-b-PEG45 

(10% solids w/w 9) and PLLA90-b-PEG45 (10% solids w/w 15), supporting the WAXS data.  
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Figure 2.2: Kinetics of PLLA crystallization. a-b: WAXS pattern for PLLA45-b-PEG45 
(10% solids w/w 9)  (a) and PLLA90-b-PEG45 (10% solids w/w 15)  (b) over time and 
c-d: FTIR spectra of the carbonyl shift for 9 (c) and 15 (d). Note for 2a, from 24hr to 
168hr, no significant difference is observed. For 2b, from 3hr to 24hr, no significant 
difference is observed. Note that for 2a, 5 min and 1 hr, and 2b, 5 min show metastable 
crystalline intermediates. The data shows a development in the crystallinity over time 
indicating that the self-assembly process measured in Figure 2.1 is related to the 
crystallization of the PLLA core forming block. 

2.3.3. Self-assembly mechanism 

To monitor the morphological evolution, the freeze-dried samples were re-dispersed 

in water (a non-solvent for PLLA) at 0.5% solids w/w and analyzed by cryo-TEM. Previous 

examples of CDSA of PLLA-based BCPs in water demonstrate that for self-assembly to 

occur, solutions must be heated in water (>65°C) and cooled.20, 21 Thus, at room 

temperature, PLLA-b-PEG nanoparticles should be stable in water.  Furthermore, it is well 

known that crystallinity and nanostructure of PLLA-based block copolymers are stable to 
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dehydration and resuspension.53To confirm that the BCP structures formed in toluene are 

stable to freeze drying and re-dispersion, several control experiments were performed 

(see Appendix A and Figures A.7-12). All of these control experiments showed the 

structures to be stable. Additionally, cryo-TEM analysis of the ROPI-CDSA structures 

which had been in water several weeks after resuspension, and water resuspensions 

from dehydrated BCPs aged several months showed stable structures. Which indicates 

that the BCPs form stable kinetically-trapped structures, consistent with previous 

literature of PLLA-based BCPs in water (Figure A.13).19, 20, 22 This also demonstrates that 

ROPI-CDSA can be used to produce a range of hierarchal PLLA-b-PEG structures by 

kinetically trapping in water at various time points during the self-assembly process. 

The cryo-TEM data for PLLA45-b-PEG45 (10% solids w/w 9, Figure 2.3a-c) shows that 

the assembly process proceeds via the formation of spheres (t = 1 hour diameter = 

14.4±2.6 nm Figure A.14), that evolve into rods (t = 3 hours diameter = 15.8±2.3 nm and 

length = 56.1±42.4 nm Figures A.15-16), which appear to aggregate and form lamellae (t 

= 24 hours thickness = 24.7±2.2 nm length = 3212±927 nm width = 859±308 nm Figure 

A.17). For most time-points, the samples showed a mixture of structures (e.g. spheres 

and rods or rods and lamellae), which is consistent with a kinetically controlled process.54, 

55 On several occasions the rods appear to be aligned (Figure 2.3b inset) and in some 

cases they appear to be connected by long fibers (diameter = 10 nm, length > 1 μm, 

Figure A.18). The distinction between nanorods and nanofibers is typically related to their 

aspect ratios, where nanorods typically have ratios of 3-15 and fibers typically are >> 

15.56 Here, the fibers appear to act as nucleation sites for the spheres and rods, directing 

their formation. The cryo-TEM data for sample PLLA90-b-PEG45 (10% solids w/w 15, 
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Figure 2.3d-f) shows a different formation pathway. The initial structures appear to be 

poorly-defined rod-like precursors (diameter = 29±12 nm length = 90±27 nm Figure A.19) 

which evolve into lamellae (width = 360±250 nm length = 1270±910 nm thickness = 22±2 

nm Figure A.20) with a second population of rod-like structures (diameter = 22±6 nm 

length = 101±35 nm Figure A.21). After 6 hours, the rod-like structures are no longer 

present, with only lamellae (width = 360±230 nm length = 1300±700 nm thickness = 23±2 

nm Figure A.22) and 3D lamellae stacks present, confirmed through a tilt series (Figure 

A.23). 
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Figure 2.3: Morphological evolution of PLLA45-b-PEG45 (10% solids w/w 9) and PLLA90-
b-PEG45 (10% solids w/w 15). Time-resolved cryo-TEM images a-c: 9, a=1hr, b=6hr, 
c=24hr. d-f: 15, d=5min, e=3hr, f=6hr. The data show two distinct assembly 
mechanisms that appear to be a result of unimer addition (sample 9) and particle 
aggregation (sample 15), resulting in lamella with different morphologies. 

2.3.1. Phase diagram 

The above data show that the structure of the PLLA-b-PEG assemblies varies as a 

function of both molecular structure and time post polymerization. To construct a phase 

diagram and verify the reproducibility of ROPI-CDSA,11, 14, 26 samples were left for several 

days post polymerization. However, it is important to note that each sample will likely have 

its own self-assembly pathway to reach these relaxed, meta-stable structures. 

Representative cryo-TEM and SEM images of various morphologies are shown in Figure 

2.4. The samples from Table 2.1 are plotted as a function of PLLA DP and % solids w/w 

and constitute a phase diagram shown in Figure 2.5. Samples 7 and 8 (PLLA45-b-PEG45 

5% and 7.5% solids w/w respectively, Figure 2.4a-b) formed short rods (width 20-30 nm, 

length 20-70 nm), sample 5 (PLLA25-b-PEG45 10% solids w/w) (Figure 2.4c) formed fibers 

(diameter ≈ 10 nm, length > 1 micron) similar to the structure found in Figure 2.3b and 

Figure A.12, samples 6 (PLLA25-b-PEG45 20% solids w/w), 9-10 (PLLA45-b-PEG45 10% 

and 20% solids w/w respectively), 11 (PLLA60-b-PEG45 10% solids w/w) and   (Figure 

2.4d-f) formed a mixture of rods (width 20-30 nm length 100-1000 nm) and lamellae  12 

(PLLA75-b-PEG45 10% solids w/w) (width 200-1000 nm length 500 nm to 4 μm) , and 

samples 13 (PLLA90-b-PEG45 5% solids w/w)  and 14 (PLLA90-b-PEG45 7.5% solids w/w)  

(Figure 2.4g-h)  formed lamellae (width 100-1000 nm length 200 nm to 3.5 μm). Samples 

15-16 (PLLA90-b-PEG45 10% and 20% solids w/w respectively), 17 (PLLA120-b-PEG45 -

7.5% solids w/w), and 18-19 (PLLA135-b-PEG45 10% and 20% solids w/w respectively)   

(Figure 2.4i-l) formed organogels in the toluene solution as confirmed by oscillatory 
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rheology (Figure A.24) which indicated that a 3D network formed in solution.57 Stacks or 

aggregates of lamellae were observed by cryo-TEM (Figure 2.4i-j). Freeze drying of the 

samples and analyzing the bulk powders by SEM revealed the formation of a 3D porous 

material. Here individual lamellae are not clearly discernable, although it appears that the 

materials are likely composed of individual lamellae measuring approximately 5 μm in 

length  The SEM images are in good agreement with with cryo-TEM images collected 

from the gels, both showing the presence of lamellae and an abundance of 3D stacked 

lamellae with lengths of 500 nm to 5 μm.  
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Figure 2.4: Selected cryo-TEM (a-j) and SEM (k-l) images for representative 
morphologies of the phase diagram, a-c is for 1-D systems, d-h are for 2-D systems, i-
l are for 3-D systems. Images are from the following samples: a-b 7, c 5, d-e 9, f 6, g-h 
13, i 16, j 19, k-l 17. (See Table 2.1 for a sample guide). The data show that ROPI-
CDSA can be used to form block copolymer materials with a wide range of 
morphologies, dimensions, and length scales. 

 

Figure 2.5: Phase diagram showing hierarchical ordering for samples 1-19 (Table 2.1). 

No SA refers to no self-assembly observed. The phase diagram shows a clear trend 

where higher dimensional structures are favored at higher solids content and higher 

PLLA DPs.  

2.4. Discussion 

2.4.1. Hierarchical growth mechanisms 

This work tracks the evolution of PLLA-b-PEG morphologies immediately following 

polymerization, revealing a hierarchical evolution from 0D spheres to 1D rods and fibers 

to 2D lamellae and, in select cases, to 3D porous networks consisting of stacked or 
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aggregated lamellae. Lamellae are likely favored as polymer crystallinity tends to promote 

morphologies with low curvature,17, 18 while stacking can minimize surface energies.  
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Figure 2.6: Composite graphs showing the change in turbidity (measured at 600 nm), 
% crystallinity of PLLA block, and carbonyl peak ratio for a) PLLA45-b-PEG45 (10% 
solids w/w 9)  and b) PLLA90-b-PEG45 (10% solids w/w 15). Standard error of 3 runs is 
plotted for turbidity measurements and a calculated error is plotted for crystallinity and 
carbonyl peak ratio values, see Appendix A for more details. For the PLLA crystallinity 
(%) data, early time point metastable crystalline precursors are highlighted with a yellow 
circle. The data shows that the self-assembly kinetics are coincident with the 
crystallinity kinetics. 

Comparison of the kinetic data obtained from UV-Vis, WAXS and FTIR shows that 

crystallization is coincident with self-assembly for both PLLA45-b-PEG45 (10% solids w/w 

9) and PLLA90-b-PEG45 (10% solids w/w 15), despite the kinetics for both samples being 

significantly different (Figure 2.6). This suggests that the self-assembly is driven by the 

crystallization of the PLLA block; although, our control experiments show that 

polymerization is promoted by the presence of the PEG initiator. Consequently, the 

assembly process is proposed to be driven by both the amphiphilicity of the BCP, and the 

crystallization of the PLLA block.24 The data showed that the length of the PLLA block 

strongly influences the self-assembly kinetics and morphology, with longer blocks 

favoring faster self-assembly (Figures 2.1 and 2.6), and the formation of higher 

dimensional structures (Figure 2.5). This kinetic observation is consistent with previous 

reports on the CDSA of poly(L-lactide)-block-poly(N,N-dimethylacrylamide) (PLLA-b-

PDMA) diblock copolymers in alcohols, where the kinetic differences were attributed to 

the difference in solubility of the BCP chain (i.e. more soluble polymers crystallize more 

slowly).23, 58 However, the morphological results revealed the more solvophobic PLLA-b-

PDMA polymers formed lower dimensional structures (1D vs 2D),23, 58 in contrast to what 

is reported here. For ROPI-CDSA of PLLA-b-PEG there are two fundamentally different 

assembly mechanisms for PLLA45-b-PEG45 (10% solids w/w 9) and PLLA90-b-PEG45 

(10% solids w/w 15). PLLA45-b-PEG45 (10% solids w/w 9) (more soluble polymer) appears 
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to initially form high aspect ratio fibers that act as nucleation sights for the crystalline rods, 

directing the growth to occur along the fiber in one dimension. As rod growth occurs during 

the time period where most of the crystallinity develops, I propose that these rods form 

by unimer addition from either the solution or by Ostwald ripening of the fibers.59 At later 

time points, these rods aggregate, resulting in 2D growth and the formation of the lamellae 

(Figure 2.7a). PLLA90-b-PEG45 (10% solids w/w 15) (less soluble polymer) initially 

appears to form irregularly shaped particles which grow through a particle aggregation 

mechanism. This results in an initial 2D growth, forming lamellae, and later in 3D growth, 

forming stacked lamellae and the hierarchical porous network (Figure 2.7b). The 

morphological difference between the lamellae formed in PLLA45-b-PEG45 (10% solids 

w/w 9) and PLLA90-b-PEG45 (10% solids w/w 15) are also consistent with proposed 

mechanistic differences (Figure 2.3). Cryo-TEM images of PLLA60-b-PEG45 (10% solids 

w/w 11) and PLLA75-b-PEG45 (10% solids w/w 12) show morphologies that are consistent 

with both mechanisms acting simultaneously. The lamellae structures formed by 11 and 

12 have characteristics of both 9, as they are composed of aligned rods, and 15, in that 

the lamellae are irregularly shaped (See Figure A.25). 
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Figure 2.7: ROPI-CDSA growth mechanisms a) Proposed growth mechanism for 
PLLA45-b-PEG45 (10% solids w/w 9), favoring unimer growth. First, fibers form as a 
template for 1D growth, giving spheres and rods. Later, these rods aggregate to form 
2D lamellae. b) Proposed growth mechanism for PLLA90-b-PEG45 (10% solids w/w 15), 
favoring aggregation. First, ill-defined 2D rod-like structures form and grow via 
aggregation. Later, 2D lamellae aggregate, giving 3D lamella stacks.  

These two different initial growth mechanisms (templated unimer addition and 

particle aggregation) are consistent with growth models previously reported for small 

molecules and inorganic crystals,59, 60 where the observed differences in formation 

pathways are explained by considering the relative energy barriers for either pathway. In 

our work, the longer PLLA block reduces the energy barrier for crystallization and raises 

the energy barrier for unimer exchange. However, one important consideration for 

macromolecular self-assembly that is not present for small molecules or inorganic crystals 

is the influence of chain stretching.  

The dimensions of self-assembled BCP structures are determined by the 

aggregation number and the stretching or coiling of the polymer chains.17, 61 For spheres, 

rods, and lamellae, the degree of polymer chain stretching (ω) can be determined by 
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comparing the measured radius (r) (or half the lamella thickness) to the maximum length 

of the polymer chain (Lmax) (Figure 2.8).   

𝜔 =
𝑟

𝐿௠௔௫
 

From distance calculations using CrystalMaker® software, the molecular length of 

a PLLA monomer is 3.69 Å (see Appendix A and Figure A.26). The total fully extended 

PLLA backbone lengths (Lmax) are 16.6 nm and 33.2 nm for PLLA45-b-PEG45 (10% solids 

w/w 9) and PLLA90-b-PEG45 (10% solids w/w 15), respectively. This would result in a 

theoretical maximum fiber/rod diameter and/or lamella thickness of 33.2 nm for PLLA45-

b-PEG45  and 66.4 nm for PLLA90-b-PEG45. For 9, the fibers have an ω of 0.33 (0.29-

0.37); for the rods and lamella, ω changes over time from ω1hr = 0.42 (0.34-0.50) to ω24hr 

= 0.74 (0.68-0.81), becoming more stretched out during the self-assembly process. (N.B. 

lamella interdigitation is ruled out as I observed ω > 0.5). For 15, ω stays relatively 

constant, at about 0.35 (0.32-0.37). In comparison to PLLA45-b-PEG45 (10% solids w/w 

9), PLLA90-b-PEG45 (10% solids w/w 15) has a longer PLLA block and a smaller ω. This 

results in particles of 15 having a substantially lower corona density than 9. I propose that 

this promotes particle aggregation events by lowering the barrier to inter-lamellar core-

core interactions.62 This lower corona density also facilitates stacking and the formation 

of structures in 3D. 
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2.4.2. Non-equilibrium PISA 

An interesting feature of PISA 

experiments is that the molecular 

structure of the species assembling 

changes during the assembly process. 

As it is well known that the 

thermodynamics and kinetics of self-

assembly change with molecular 

structure,8, 63, 64 PISA processes occur 

as a result of the evolving energy 

landscape. As the initial homopolymer 

and monomer are soluble, the system 

is initially ‘in-equilibrium’ (and 

dissolved). Every addition of monomer to the end of the homopolymer chain creates a 

building block (the growing block copolymer) that is higher in free energy (due to its 

increasingly amphiphilic nature). The majority of PISA experiments can be categorized 

as either thermodynamically-controlled14, 26, 65 or kinetically-trapped,2, 26, 27, 33, 65-67 which 

differ based on the type of evolving energy landscape. In the thermodynamically 

controlled systems, the energy landscape is relatively smooth compared to kBT, resulting 

in very short relaxation times. With each monomer addition, the landscape changes and 

the system relaxes to its thermodynamic minimum. Consequently, the system evolves 

down a thermodynamic pathway and the design of these systems is based on 

thermodynamic considerations.28 In the kinetically-trapped systems, the landscape 

evolves such that it becomes rough compared to kBT, at which point the system gets 

 

Figure 2.8: Proposed polymer chain 
stretching in CDSA with differing degree of 
polymer chain stretching, ω. a) when ω=1 
giving a dense corona and b) when ω<0.5 
giving significant coiling. In ROPI-CDSA, 
PLLA45-b-PEG45 (10% solids w/w 9) has a 
denser corona, in-between ω=1 and ω<0.5. In 
contrast, PLLA90-b-PEG45 (10% solids w/w 
15) has a ω<0.5 exhibiting more coiling. 
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trapped in its configuration.33, 68 In this system, the polymer evolves thermodynamically 

until the morphology gets locked in place by the changing energy landscape. The key 

feature of both these types of PISA processes (thermodynamically and kinetically 

controlled) is that the relaxation time is much faster than the polymerization time.69 

Consequently, after each monomer addition, the system relaxes to a lower energy state 

and the overall reaction coordinate proceeds downhill (Figure 2.9) and the assembly is 

finished once the polymerization finishes. In the system described here, the roughness of 

the energy landscape is on the order of kBT. The consequence of this is that the relaxation 

times (driven by the crystallization kinetics) are long (hours to days). As the 

polymerization times are short (seconds to minutes), this creates a situation where with 

each monomer addition the system becomes increasingly further from its minimum free 

energy organization as the system does not have time to relax to a lower energy state 

(Figure 2.9). Therefore, I propose that during ring-opening polymerization, it is the release 

of the lactide ring strain which drives a non-equilibrium self-assembly evolution (See 

supplementary discussion on non-equilibrium assembly in Appendix A).70, 71 Although not 

all of the chemical energy stored in the monomer will be converted into free energy to 

drive self-assembly (some being lost as heat energy), as the growing polymer chain is 

unstable, it has a higher free energy than the soluble homopolymer. Interestingly, the ring 

strain release during lactide polymerization (-23 kJ/mol),72 is similar to the energy stored 

in GDP-rich microtubules, a classic out-of-equilibrium biological system (-22 kJ/mol).73, 74 

Microtubule assembly is a classic dissipative assembly process. The dissipative nature 

of the assembly is related to the reversibility of the chemistry, which is common in out-of-

equilibrium systems.74-76 In the presented PLLA-b-PEG systems, while the self-assembly 
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is initiated through a modification of the molecular structure, the chemistry is non-

reversible, which is advantageous for using the process to trap the meta-stable structures. 

Here, this is achieved by re-dispersing the structures in water, where the energy 

landscape (at room temperature) is rough compared to kBT. Consequently, we can divide 

the process into two stages. Stage 1 is the non-equilibrium assembly process that occurs 

during polymerization (Figure 2.9, stage 1). Stage 2 is the relaxation process that occurs 

as the high energy structures relax to a lower energy configuration (Figure 2.9, stage 2). 

In this chapter, only the relaxation process has been studied; however, our control 

experiments show that the presence of the PEG block is essential for the polymerization 

to occur efficiently, indicating that some assembly is taking place during stage 1. This is 

justified from the evidence that kinetically-trapped BCPs structures, are highly dependent 

on the assembly mechanisms.62, 77-79 Furthermore, comparing kinetically-trapped 

structures in water using the same BCP but different methods (solvent switch and CDSA, 

Figures A.8-11) shows that ROPI-CDSA forms by a different pathway. Our hypothesis is 

that this pathway is dependent on the non-equilibrium stage of the assembly process 

(Figure 2.9, stage 1), and can provide access to meta-stable precursors that do not occur 

during the other assembly methods. Our data show two mechanisms by which meta-

stable precursors can direct self-assembly. First, the formation of the highly coiled 

amorphous fibers which directs the location and dimensionality of the crystallization 

process. Second, the formation of precursor particles with low corona densities facilitates 

2D and 3D growth through particle aggregation. Although more work is needed to 

investigate the non-equilibrium assembly process, the prospect of controlling PISA 

assembly mechanisms by changing the relative rates of polymerization and self-assembly 
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provides an exciting opportunity to create novel polymeric materials based on kinetic 

considerations (rather than thermodynamic considerations). For example, Khor et. al.80  

demonstrated that changing the rate of polymerization in emulsion RAFT PISA 

experiments resulted different morphological outcomes. Specifically, that a faster rate of 

polymerization provides access to polymer vesicles instead of spheres (achieved at 

slower rates of polymerization). Although not discussed in the text, a plausible explanation 

for this is that the faster rate of polymerization provides access to a non-equilibrium state 

that enables relaxation to vesicles. This study is an important example which, in addition 

to the work presented here, highlights that further study of the non-equilibrium behavior 

in PISA experiment can provide access to unique assembly processes and potentially to 

unique structures. 



65 
 

Figure 2.9: Free energy diagram for polymerization-induced self-assembly. The 
dashed lines represent the situation where the relaxation time is short compared to the 
polymerization time. Consequently, with each monomer addition, the growing block 
copolymer relaxes to a lower energy configuration. The result is that the reaction 
proceeds downhill and finishes when the polymerization terminates. The solid line 
represents the situation where the polymerization time is much shorter than the 
relaxation time. Consequently, with each monomer addition, the growing block 
copolymer cannot fully relax to a lower energy configuration. The result is that the 
reaction initially proceeds uphill (Stage 1) and then relaxes post polymerization (Stage 
2). In Stage 2, the energy barriers represent morphological transitions (e.g. spheres to 
rods or rods to lamellae).   

2.5. Conclusion 

ROP of L-lactide in toluene, using a monofunctionalized PEG initiator, and TBD as 

a catalyst, results in the polymerization-induced crystallization-driven self-assembly of 

PLLA-b-PEG block copolymers. This method, termed ROPI-CDSA, can produce 1D, 2D, 

and 3D structures with concentrations ranging from 5-20% solids w/w. As the rates of the 

polymerization are faster than the rates of self-assembly and crystallization, the initial 

structures generated post polymerization are very far from equilibrium. Over time, driven 

by crystallization and solvent compatibility, the system relaxes to a lower energy 

configuration. The hierarchical growth is controlled by three processes operating on 

different time-scales, polymerization, amphiphilic self-assembly, and crystallization. 

Polymerization creates an amphiphile which can self-assemble by microphase 

separation, and a polymer capable of undergoing crystallization driven self-assembly. The 

interplay between these three processes is complex but provides a rich design space to 

create block hierarchical copolymer materials. The growth mechanism can occur via a 

predominantly unimer addition or particle aggregation mechanism. Understanding of the 

mechanism and kinetics of the relaxation process allows a range of meta-stable 

structures to be trapped by freeze drying, from a single BCP. The freeze-dried structures 

can then be stored and redispersed in water as required. This work provides a basis for 



66 
 

the use of ROPI-CDSA to generate hierarchical 1D, 2D, and 3D materials using 

biocompatible and biodegradable polymers with a scalable one pot strategy. It additionally 

outlines an approach for utilizing PISA as a method to create non-equilibrium self-

assembly processes and trap unique meta-stable structures.  
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Chapter 3: Gaining Structural Control by 

Modification of Polymerization Rate in 

Ring-Opening Polymerization-Induced 

Crystallization-Driven Self-Assembly 

This chapter is adapted from a research article “Gaining Structural Control by 

Modification of Polymerization Rate in Ring-Opening Polymerization-Induced 

Crystallization-Driven Self-Assembly. Paul Joshua Hurst, Annissa A Graham, Joseph P 

Patterson, ACS Polymer Au, 2022, 2 [6], 501-509.” 
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3.0. Abstract  

Polymerization-induced self-assembly (PISA) has become an important one pot method 

for the preparation of well-defined block copolymer nanoparticles. In PISA, morphology is 

typically controlled by changing molecular architecture and polymer concentration. 

However,  several computational and experimental studies have suggested that changes 

in polymerization rate can lead to morphological differences. In this chapter, I 

demonstrate that catalyst selection can be used to control morphology independent of 

polymer structure and concentration in ring-opening polymerization-induced 

crystallization-driven self-assembly (ROPI-CDSA). Slower rates of polymerization give 

rise to slower rates of self-assembly, resulting in denser lamellae and more 3D structures 

when compared to faster rates of polymerization. The explanation for this is that the fast 

samples transiently exist in a non-equilibrium state as self-assembly starts at a higher 

solvophobic block length when compared to the slow polymerization. Following this work, 

I expect that subsequent examples of rate variation in PISA will allow for greater control 

over morphological outcome. 
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3.1. Introduction 

Polymerization-induced self-assembly (PISA) has revolutionized the synthesis of 

block copolymer self-assemblies as it enables the reproducible scaled-up production of 

nanoparticles.37,39,91,92 Compared to traditional self-assembly, which generally yields 

solutions that are 1% solids w/w, PISA can garner solutions ranging from 10-50% solids 

w/w and enables easy access to a range of higher-ordered morphologies such as worms 

and vesicles.92,93 PISA has been developed for a wide range of polymerization 

techniques42,49,50,92,94–97 with the most studied method being reversible addition-

fragmentation chain-transfer (RAFT).49,92,94 In addition, PISA for crystalline and 

semicrystalline polymers, termed polymerization-induced crystallization-driven self-

assembly (PI-CDSA), has been developed to allow for the scaled-up production of 

anisotropic nanostructures such as rods and lamellae.41,52,98–101  

As outlined in Chapter 2, prior to the work in this chapter, I developed PISA for the 

ring-opening polymerization (ROP) of semicrystalline polyesters, termed ring-opening 

polymerization-induced crystallization-driven self-assembly (ROPI-CDSA).99 This 

process occurred by chain extending polyethylene glycol (PEG) with L-lactide in toluene 

using triazabicyclodecene (TBD) as the catalyst. The resulting poly-(L)-lactide-block-

polyethylene glycol (PLLA-b-PEG) particle morphology could be controlled by changing 

the polymer structure (degree of polymerization (DP)) and concentration, as is common 

with other PISA processes.37,94 In contrast to most PISA examples where self-assembly 

is fast with respect to polymerization,102 there was a delay between the polymerization 

and self-assembly. TBD-catalyzed ROP of L-lactide is very fast (~ 1 minute) whereas the 

resulting self-assembly, which was driven by crystallization was considerably slower (~ 

hours). Due to this delay, one could trap different morphologies post polymerization by 
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freeze drying and redispersing the samples in water where the structures become 

kinetically trapped. This trapping enables time-post-polymerization to be an additional 

factor to control morphology in PISA experiments. This strategy is advantageous as it 

enables different morphologies to be formed from the same polymer and at the same 

concentration. The interpretation of this data was that during the polymerization, the 

polymers are in a non-equilibrium state as the chains are temporarily soluble in the 

selective solvent. Thus, I hypothesize that a modification in the polymerization kinetics 

would lead to a change in the non-equilibrium state, resulting in a different self-assembly 

mechanism, allowing access to different morphologies.  

Dissipative particle dynamics (DPD) simulations have indicated that 

polymerization rate can be used to control morphology of poly(4-vinylpyridine)-b-

polystyrene PISA processes.103,104 The explanation for the change in morphology was 

that fast polymerization rates led to larger amounts of exposed solvophobic block 

resulting in a faster rate of self-assembly. Experimentally, mode of initiation, changes in 

initiator concentration, solvent composition, monomer types, and Z-group substitution, in 

the case of RAFT-PISA, have shown differences in morphology, which have been 

attributed to changes in the rate of polymerization.47–53 However, there is limited 

quantitative information on how the rate of polymerization affects morphology because 

designing experiments to modulate the propagation rate constant, kp, without affecting 

thermodynamic parameters or polymerization control are difficult. For example, changing 

monomer type, temperature or solvent composition will also change the free energy 

landscape for the assembly process, making it difficult to assign differences in 
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morphology to kinetic effects alone. Additionally, the relaxation time is typically fast for 

RAFT-PISA processes limiting mechanistic studies into potential non-equilibrium states. 

Generally, in controlled polymerization, kp depends on the nature of the monomer 

under a given temperature and solvent, however the presence of a catalyst can modulate 

kp without changing the environment. In the ROP of polyesters, a variety of catalytic 

systems have been developed to allow for the polymerization of one monomer with a 

range of kp values.105,106 Thus, we can use different catalysts in ROPI-CDSA to monitor 

polymerization kinetics and compare any differences between the resulting self-

assemblies.  

Here, to test my hypothesis, two ROP catalytic systems (one fast and one slow) 

are used to alter the polymerization rate of L-lactide and the self-assembly of PLLA-b-

PEG block copolymers. Kinetic studies of polymerization and self-assembly were 

conducted using 1H NMR and UV/Vis spectroscopy, respectively. Rheology was used to 

probe the mechanical properties of the resulting organogels. Wide-angle X-ray scattering 

(WAXS) and Fourier-transform infrared spectroscopy (FTIR) were used to determine 

crystallization properties. Dry cryoTEM, SEM, and AFM were used to determine the 

nanoscale morphology.  

3.2. Results 

3.2.1. Synthetic Parameters and Polymerization and Assembly Kinetics 

Testing the hypothesis that polymerization kinetics affects the morphology of 

ROPI-CDSA reactions requires two systems with almost identical thermodynamics and 

significantly different kinetics (fast or slow). Therefore, all ROPI-CDSA reactions were 

performed in the same solvent (toluene), at the same temperature and concentration, 
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forming PLLA-b-PEG block copolymers with the same molecular weight and dispersity. 

The polymerization kinetics were controlled by catalyst selection. TBD was not used as a 

catalyst due to reports of potential transesterification at higher degrees of 

polymerization.99,107 Hedrick and Waymouth et. al.108,109 developed a dual catalytic 

system for the polymerization of cyclic esters which utilizes a thiourea (TU), derived from 

cyclohexylamine and 3,5-bis(trifluoromethyl)phenyl isothiocyanate, paired with a tertiary 

amine or diazabicycloundecene (DBU). The amidine DBU (1% mol) was paired with TU 

(7.5% mol) for the fast reaction and the tertiary amine (-)-sparteine (7.5% mol) was paired 

with TU (7.5% mol) for the slow reaction (Figure 3.1A-B). DBU can catalyze the ROP of 

L-lactide without TU due to its higher basicity but to control environmental conditions, 

7.5% mol TU was used in both the slow and fast reactions.  A series of fast and slow 

polymerizations were carried out, varying PLLA DP (200, 400) and solids content (10, 15, 

20 w/w%). The PLLA DP 200, 10% systems were repeated three times for reproducibility.   

Table 3.1: Polymerization table of PLLAn-b-PEG45 block copolymers synthesized in this 
study. 
ID Co-catalyst PLLA DP Solids 

w/w% 
Đ Gel (Y/N) 

1 DBU 200 10 1.06 N 
2 DBU 200 10 1.16 N 
3 DBU 200 10 1.12 N 
4 DBU 200 15 1.14 N 
5 DBU 200 20 1.17 Y 
6 DBU 400 10 1.14 N 
7 (-)-sparteine 200 10 1.16 Y 
8 (-)-sparteine 200 10 1.10 Y 
9 (-)-sparteine 200 10 1.17 Y 
10 (-)-sparteine 200 15 1.16 Y 
11 (-)-sparteine 200 20 1.13 Y 
12 (-)-sparteine 400 10 1.15 Y 
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The resulting polymers were 

analyzed by size exclusion 

chromatography (SEC) and 1H 

NMR spectroscopy. Both catalytic 

systems reached >95% conversion 

with Đ < 1.2, indicating a controlled 

polymerization (Figure 3.1C, Table 

3.1, Table B.1, Figures B.1-3). The 

polymerization kinetics of PLLA DP 

= 200, 10% solids w/w, reactions 

(1-3, 7-9) were studied using 1H 

NMR spectroscopy. The rate 

equation for a di-catalytic ROP 

system depends on the 

concentration of both active 

catalytic species (TU and cocat), 

the initiator (I) and the monomer 

(LA) (Equation 3.1).109 

−
ௗ[௅஺]

ௗ௧
= −𝑘௣𝐾ଵ𝐾ଶ[𝑇𝑈][𝑐𝑜𝑐𝑎𝑡][𝐼][𝐿𝐴] = −𝑘௔௣௣[𝐿𝐴]                                                    (3.1) 

As only the monomer concentration changes, the system can be modeled as a 

pseudo-first order reaction. Because finding the propagation rate constant (kp) would 

require thermodynamic knowledge of the catalyst-monomer association constants,109 the 

apparent propagation rate constant (kapp) was found. 1H NMR kinetic studies show two 

 
Figure 3.1: Polymerization schemes and SEC 
data. ROP of L-lactide to produce PLLA-b-PEG 
catalyzed by TU and A) DBU or B) (-)-sparteine. 
C) Triplicate SEC data for PLLA200-b-PEG45 for 
polymers 1-3 and 7-9. All Ɖ ≈ 1.1 indicating a 
controlled polymerization.  
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kapp values for both polymerization processes (1st kapp: fast kapp = 19 ± 2 h-1, slow kapp =  

0.16 ± 0.02 h-1) with an increase in kapp that corresponds to the onset of turbidity of the 

self-assembly (2nd kapp: fast kapp = 40 ± 3 h-1, slow kapp =  0.54 ± 0.12 h-1) (Figure 3.2, 

Table 3.2, Figures B.4-5) consistent with previous PISA literature.37,47,110,111 There is  a 

three-fold increase in kapp for the slow polymerization compared to a two-fold increase for 

the fast polymerization. Increases in the propagation rate are usually explained by a high 

local concentration of monomer in or near the self-assembled phase. Differences in the 

local environment or growth mechanism could explain the difference in the percent 

increase of kapp  although further research would be needed to verify this hypothesis. The 

self-assembly kinetics were probed using UV/Vis spectroscopy performed at 600 nm to 

measure turbidity (Figure 3.2, Figures B.6-7). The turbidity studies confirm that self-

assembly starts at approximately the same time as the change in kapp, indicating that the 

onset of self-assembly increases kapp. The (-)-sparteine co-catalyzed slow polymerization 

system became turbid around 70% (PLLA DP = 140) conversion compared to 85% 

conversion (PLLA DP = 170) for the fast DBU co-catalyzed polymerization system. 

Additionally, the time to maximum turbidity is substantially different for the fast 

polymerization and slow polymerization samples taking ~ 0.15 and 12 h respectively. The 

turbidity data appears to be sigmoidal, which has  been observed in a variety of self-

assembly processes.33–36 Therefore, the data was modelled as a logistic function 

(Equation 3.2). 

𝑓(𝑥) =  
௅

ଵା௘షೖ(ೣషೣబ) + 𝑚                                                                                                          (3.2) 

Where L is the maximum value of the function, m is the intercept, x0 is the x value of the 

steepness point of the curve, and k quantifies the steepness of the sigmodal curve. Here 
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k can then be used as a numerical quantification of the rate of turbidity, which is an 

estimate for the rate of self-assembly.  Fitting the data to the logistic function gives kturbidity 

of 70.2 and 0.98 h-1 for the fast and slow polymerization systems respectively. Thus, both 

the rate of polymerization (kapp) and the rate of self-assembly (kturbidity) are much greater 

in the fast polymerization than the slow polymerization. 

 
Figure 3.2: Polymerization and self-assembly kinetics for the A) fast and B) slow 
polymerizations of PLLA200-b-PEG45. The orange markers are the measured values of 
ln[M]0/[M] with the dotted line representing the linear fit. The red line is the measured 
absorbance at 600 nm using UV/Vis spectroscopy with the blue line being the logistic 
fit.  

Table 3.2: Polymerization kinetics studies of PLLA200-b-PEG45.  
All trendlines used to get k values had R2>0.95. 

3.2.2. Structural and Morphological 
Studies 
In addition to the variable 

polymerization and self-assembly 

kinetics, structural and morphological 

differences were observed between the 

fast and slow polymerization samples. 

The slow polymerizations, co-

catalyzed by (-)-sparteine (7-12), led to the formation of organogels as defined by a gel-

inversion test and oscillatory rheology (Figure 3.3, Figure B.8). Only sample 5 for the fast 

ID Co-
catalyst 

1st kapp h-

1 
2nd kapp 

h-1 

1 DBU 17 42 
2 DBU 18 40 
3 DBU 21 37 
Average DBU 19 ± 2 40 ± 3 
7 (-)-

sparteine 
0.18 0.60 

8 (-)-
sparteine 

0.17 0.63 

9 (-)-
sparteine 

0.13 0.40 

Average (-)-
sparteine 

0.16 ± 
0.02 

0.54 ± 
0.12 
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reactions, co-catalyzed by DBU, formed a gel while the rest of the samples remained 

liquid (Figure 3.3). At 20% solids w/w, the storage modulus of the slow polymerization 

sample, 11, was about an order of magnitude higher (104 Pa) than the fast polymerization 

sample (103 Pa), 5. As a control experiment, to determine if co-catalyst differences were 

responsible for the rheological differences, polymerizations were carried out using (-)-

sparteine or DBU (PLLA200-b-PEG45, 10% solids w/w) and upon quenching with benzoic 

acid, the other co-catalyst was added (DBU to (-)-sparteine polymerized solutions and (-

)-sparteine to DBU polymerized solutions). No appreciable differences in the storage 

modulus were detected by oscillatory rheology in organogel samples between the control 

and the non-control for the slow polymerization samples (Figure B.8). Both fast 

polymerization samples remained liquids.  

Figure 3.3: Oscillatory rheology for organogels 5 (left, DBU co-catalyst) and 11 (right, 
(-)-sparteine co-catalyst) for PLLA200-b-PEG45 at 20% solids w/w. 11 has a storage 
modulus nearly one order of magnitude higher than 5 indicating it is the stronger gel.   

WAXS and FTIR were then performed on freeze-dried powders of 1-12 to elucidate 

if structural differences were a result of differences in crystallization behavior (Figure 3.4, 

Figure B.9). WAXS shows that the crystallinity between the catalytic groups is very similar 

(Figure 3.4A-B). The calculated % crystallinity ranges for all samples are around 23%, 
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indicating that both systems crystallized to a similar extent (Table B.2). WAXS data show 

no evidence of TU crystallization suggesting that the TU is well integrated into the polymer 

matrix (Figure B.10). At 2θ 16.7 and 19.1, there are some small differences in peak 

positions (< 0.03), however triplicate runs of 7-9 show that peak values between the same 

sample have a standard deviation of 0.03 (Figure B.11), indicating these differences are 

statistically insignificant. FTIR shows that the carbonyl environment is similar in all 

samples and suggests supramolecular interactions between the TU and the PLLA ester 

(Figure 3.4C-D). In this work, the PLLA C=O stretches have two peaks at 1748 cm-1 and 

1756 cm-1 (Figure 3.4D). In the first example of ROPI-CDSA, the C=O shifts were 1749 

cm-1 and 1754 cm-1, indicating differences in the carbonyl environment from the exclusion 

of TU.15 Furthermore, a lack of N-H stretches is an indication that the N-H groups in the 

TU are hydrogen bonding with C=O (Figure S12).37 Moreover, other TU stretches are 

offset from their original values indicating that the TU is well integrated into the polymer 

structure (Figure 3.4C). 
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Figure 3.4: WAXS patterns and FTIR spectra for PLLA200-b-PEG45 freeze-dried 
samples. A) WAXS overview. B) Close up on the two major peaks reveal slight offsets 
between the (-)-sparteine and DBU co-catalyzed samples. C) FTIR spectra of 
fingerprint and carbonyl region. D) FTIR of carbonyl with lines at 1748 cm-1 and 1756 
cm-1. 

To determine the structure of the resulting self-assemblies and organogels, dry-

CryoTEM, SEM, and AFM were performed on 1 and 7 (Figure 3.5). In contrast to our 

previous study,15 the polymer toluene solutions could not be resuspended or extracted 

into water without precipitation. This is likely due to the hydrophobicity of the TU which is 

incorporated into the block copolymer self-assemblies. Therefore, a dry sample was 

imaged under cryogenic conditions (dry-cryoTEM) to minimize beam damage to the 

sample.38 CryoTEM images of the fast polymerization sample, 1, revealed a planar 2D 

aggregates (Figure 3.5A-B, Figure B.13) whereas the slow polymerization sample, 7, 

revealed complex 3D aggregates (Figure 3.5E-F). AFM revealed that the lamellae 

thickness of 1, the fast polymerization sample, was significantly thicker (Figure 3.5D, I, 
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5.6 ± 1.2 nm, n=21) than 7, the slow polymerization sample (Figure 3.5H-I, 3.0 ± 0.2 nm, 

n=23). These values are thin compared to our previous paper and other relevant 

examples of PLLA-based block copolymer assemblies and further work is needed to 

understand the exact folding.15,39,40 It should also be noted that the fast polymerization 

sample AFM micrograph showed the presence of double-stacked lamellae (10.2 ± 1.1 

nm, n=14) as well as higher ordered stacks whereas the slow polymerization only showed 

single lamellae (Figures B.14-15).  Due to the fact that the PEG block will contribute to 

this measurement, it is not possible to determine the folding factor for the PLLA block.15 

However, considering that both samples have the same molecular structure and 

assuming that drying artefacts are similar, this indicates that the PLLA blocks in the fast 

reaction are significantly less folded than in the slow reaction. This lower degree of folding 

can explain why 2D aggregates are favored over 3D aggregates. 
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Figure 3.5: Dry cryoTEM, SEM, and AFM micrographs and histogram of PLLA200-b-
PEG45 assemblies resulting from a fast polymerization with co-catalyst DBU (A-D) and 
slow polymerization with with-cocatalyst (-)-sparteine (E-H). The stacked histogram (I) 
shows measurements for the fast polymerization in red and the slow polymerization in 
blue. The slow polymerization yields denser structures as shown in E-G, but the 
individual lamellae are thinner (H-I) than the fast polymerization (D, I). 
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3.3. Discussion 

3.3.1. Slower polymerization kinetics lead to dense 3D networks 

The combined SEC, 1H-NMR, WAXS, and FTIR data reveal that the PLLA200-b-

PEG45, polymers have the same molecular structure and crystallization behavior 

regardless of co-catalyst. Despite these similarities, the rheology, CryoTEM, SEM, and 

AFM data reveal that the fast and slow reactions form different structures in solution. The 

fast reactions favor the formation of 2D lamellae, resulting in solutions or weak gels, 

whereas the slow reactions favor the formation of 3D networks and stronger gels. The 

1H-NMR and turbidity kinetics studies show that the slow reactions become turbid at lower 

conversions and have a slower rate of self-assembly. Our previous paper studied the 

mechanism of ROPI-CDSA and revealed that the 3D networks can form through a particle 

aggregation-based mechanism.15 I hypothesized that this was facilitated by forming 

structures with a low corona density as this would lower the energy barrier to 

aggregation.41 The data here is consistent with this hypothesis as the AFM lamellae 

thickness measurements show that that the PLLA block in the slow reactions are much 

more folded than in the fast reactions. Given that both the fast and slow reactions form 

polymer with the same degree of polymerization, this would result in the assemblies in 

the slow reactions having  lower corona densities that favor aggregation and the formation 

of 3D networks. 

3.3.2. Non-equilibrium self-assembly 

In the previous chapter, the polymerization time was much shorter (seconds to 

minutes) than the self-assembly relaxation time (hours to days). From a thermodynamic 

perspective we interpreted this as forming a non-equilibrium state as the system does not 

have sufficient time to relax with each monomer addition. Here, the polymerization is 
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sufficiently slow such that self-assembly begins before polymerization is complete. The 

fast DBU-catalyzed polymerization becomes turbid at higher conversions than the slow (-

)-sparteine-catalyzed polymerization. In discussing the relative free energy of these two 

systems, we can divide the free energy diagram into three stages: early polymerization, 

late polymerization, and post-polymerization (Figure 3.6). In the early polymerization 

stage, the polymer chains are not sufficiently solvophobic to assemble or crystallize and 

consequently the free energy decreases as the polymerization progresses for both the 

fast and slow polymerizations. In the late polymerization state, the polymer chains are 

sufficiently solvophobic to initiate self-assembly and crystallization.  

For the slow reaction, the free energy 

continues to decrease because the 

chains are able to undergo self-

assembly and crystallization. For the 

fast reaction the polymer chains do not 

undergo assembly or crystallization 

and therefore, transiently exist in a non-

equilibrium state until the onset of self-

assembly. When the fast 

polymerization system begins to self-

assemble, it does so with a greater 

exposed surface-area of solvophobic 

PLLA blocks, leading to enhanced self-assembly kinetics and more aggregation. A 

consequence of this is that the fast polymerization system becomes kinetically trapped at 

 
Figure 3.6: Free energy diagram of ROPI-
CDSA resulting from fast polymerization 
(blue) and slow polymerization (orange). The 
polymerization is divided into three stages: 
Early polymerization where the polymers do 
not have a thermodynamic driving force to 
assemble, late polymerizations where the 
polymers have a thermodynamic driving force 
to assembly, and post polymerizations. Due to 
the relative rates of polymerization and self-
assembly the fast polymerization temporarily 
accesses a non-equilibrium state leading to 
differences in the final kinetically trapped 
morphology. 
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a higher free energy relative to the slow polymerization system. Lastly, in the post-

polymerization stage, additional increases in turbidity are observed in both systems, 

highlighting a lag in self-assembly kinetics with respect to polymerization. 

3.4 Conclusion 

In conclusion, I have demonstrated that polymerization rate has a significant effect 

on the self-assembly rate, morphological outcome, and structural properties in the ROPI-

CDSA of PLLA-b-PEG block copolymers (Figure 3.7). In this specific case, slow 

polymerizations result in more folded PLLA chains, earlier stage self-assembly, slower 

self-assembly kinetics and the formation of 3D networks. In contrast, fast polymerizations 

form less-folded PLLA blocks, later stage self-assembly, faster self-assembly kinetics, 

and 2D structures. The differences in morphology are attributed to differences in the 

assembly mechanism, which is driven by non-equilibrium chemistry in the fast reaction. 

Therefore, in addition to the variables of polymer architecture, solution concentration, and 

time post-polymerization, changing the rate of polymerization can be used to control 

polymer morphology. Thus, the rate of polymerization can be utilized to gain structural 

control without the modification of molecular structure. As additional polymerization 

methods and catalysts are developed, we anticipate that polymerization rate will be 

commonly used to manipulate morphology.  Furthermore, I anticipate that the phenomena 

described here is applicable to all PISA processes if the relative rates of polymerization 

and self-assembly can be appropriately controlled. 
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Figure 3.7: Summary of Chapter 3. A fast polymerization (top) led to 2-D sheets 
whereas a slow polymerization led to 3-D aggregates which formed an organogel. 

 
3.5. Experimental Section 

Materials: mPEG45 (MW = 2000) (Sigma Aldrich) was azeotropically distilled ×2 in 

toluene and high-vacuumed overnight. L-lactide (TCI) was recrystallized in toluene ×3. 

Anhydrous toluene (99.8%), DBU, and (-)-sparteine were obtained from Sigma Aldrich 

and stored under 4Å molecular sieves. Benzoic acid (Fisher Chemical) was used without 

further purification. Thiourea (TU) derived from cyclohexylamine (Sigma Aldrich) and 3,5-

bis(trifluoromethyl)phenyl isothiocyanate (TCI) was synthesized following established 

literature procedures.29 Chemicals were stored in a dry-N2 atmosphere glove box. 

Reactions were performed in a N2 glove box. 

DBU and TU catalyzed (fast polymerization) PLLA-b-PEG synthesis and self-assembly: 

Procedure adapted from Hedrick and Waymouth et al.29,30 L-lactide (288 mg, 2 mmol, 

PLLA target DP = 200) was added to a solution of mPEG45 (40 mg, 20 μmol) and 7.5% 
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mol TU (51 mg, 150 μmol)  in 4.0 mL of toluene (10% solids w/w). 1% mol DBU (3 μL, 30 

μmol) was added. The solution was stirred for 16 m and subsequently quenched with 

0.05 mL of saturated benzoic acid toluene solution. Stirring was kept at 400 rpm for 

reproducibility and solutions were stirred for at least 24 h post-polymerization. 1H NMR 

(500 MHz, CDCl3) δ 5.16 (q, J = 7.0 Hz, CH, PLLA backbone), 3.72–3.59 (m, CH2 PEG 

backbone), 3.54 (dd, J = 5.6, 3.6 Hz, CH2, PEG), 3.37 (s, 3H, terminal CH3 PEG), 1.58 

(d, J = 6.7 Hz, CH3 PLLA backbone), 1.50 (dd, J = 14.7, 7.0 Hz, terminal CH3 PLLA). 

(-)-sparteine and TU catalyzed (slow polymerization) PLLA-b-PEG synthesis and self-

assembly: Procedure adapted from Hedrick and Waymouth et al.29 L-lactide (288 mg, 

2 mmol, PLLA target DP = 200) was added to a solution of mPEG45 (60 mg, 30 μmol) and 

7.5% mol TU (51 mg, 150 μmol)  in 4.3 mL of toluene (10% solids w/w). 7.5% mol (-)-

sparteine (35 μL, 150 μmol) was added. The solution was stirred for 24 h and 

subsequently quenched with 0.05 mL of saturated benzoic acid toluene solution. Stirring 

was kept at 400 rpm for reproducibility and solutions were stirred for at least 24 h post-

polymerization. 1H NMR (500 MHz, CDCl3) δ 5.16 (q, J = 7.0 Hz, CH, PLLA backbone), 

3.72–3.59 (m, CH2 PEG backbone), 3.54 (dd, J = 5.6, 3.6 Hz, CH2, PEG), 3.37 (s, 3H, 

terminal CH3 PEG), 1.58 (d, J = 6.7 Hz, CH3 PLLA backbone), 1.50 (dd, J = 14.7, 7.0 Hz, 

terminal CH3 PLLA). 

Lyophilization: Lyophilized powders were obtained by freezing the toluene solutions in a 

round bottom flask with liquid nitrogen followed by sublimation using a vacuum pump.  

Structural characterization and polymerization kinetics: Proton nuclear magnetic 

resonance (1H NMR) spectra were collected on a 500 MHz Bruker Avance spectrometer 

in CDCl3. Chemical shifts are given in ppm, calibrated from residual CHCl3. 
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Polymerization kinetics were collected by dropping 0.1 mL of reaction mixture into a vial 

with a drop of saturated benzoic acid solution and diluting in CDCl3. Conversion was 

calculated from comparing the peak area of the PLLA peak at 5.16 to the L-lactide 

monomer peak at 5.03.15 Size exclusion chromatography (SEC) was performed in THF 

using an Agilent 1100 chromatograph equipped with RID detector and a PL gel 5 μm 

300 × 7.5 mm mixed column. Samples were calibrated against polystyrene standards. 

Turbidity measurements: Self-assembly kinetics were measured on an Agilent 

Technologies Cary 60 UV-Vis spectrometer in a N2 atmosphere in a glovebox using a 1 

cm pathlength quartz cuvette. Changes in turbidity were measured at 600 nm every 15 s 

until the measurement plateaued with a moderate stirring rate. 

Rheology: Oscillatory rheology was collected from organogels on a TA DHR 2 

rheometer. Gels were loaded using a 20 mm steel Peltier plate. Measurements were 

taken from 1.0e-3 to 100.0 strain % at 25 °C. 

Crystallinity characterization: Wide-angle X-ray scattering (WAXS) patterns were 

measured on a Rigaku Smart lab X-ray diffractometer in Bragg-Brentano diffraction mode 

utilizing X-rays generated at 40 kV and 44 mA with Cu Kα irradiation (step size 0.02 deg, 

speed 1.0, IS 0.5 deg, RS1 4.0 deg, RS2 13 mm). Approximately 20 mg of a lyophilized 

sample was used in measurements. Crystallinity was estimated using the Smart lab 

software after peaks were assigned to PLLA-b-PEG. Fourier transform infrared (FTIR) 

absorbance spectra were collected on a Jasco 4700 FTIR from lyophilized samples. 

Morphological characterization: Dry cryogenic-transmission electron microscopy (cryo-

TEM) samples were prepared from toluene samples that were freshly diluted x100 onto 

Lacey Carbon (Electron Microscopy Sciences) grids. Vitrification was carried out by an 
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Automatic Plunge Freezer ME GP2 (Leica Microsystems) with 3 μL of sample. Grid 

preparation was performed at ambient humidity and the grids were blotted for 3 s prior to 

plunging into liquid nitrogen. Cryo-TEM samples were then placed on a Gatan Cryo-TEM 

holder and imaged on a JEOL 2100F TEM using a Schottky type field emission gun 

operating at 200 keV. Images were recorded using SerialEM software in low dose imaging 

mode with a Gatan OneView CMOS camera at 4k × 4k resolution. 

Scanning electron microscopy (SEM) samples were prepared from lyophilized samples 

which were freeze-cracked in liquid N2 and coated ex-situ with 3 nm of iridium (Quorum, 

Q150T Plus). Secondary electron images were collected on a FEI Magellan 400 SEM, 

Quanta 3D FEG with Everhart-Thornley detector, using a 5 kV acceleration potential, and 

a probe current of 200 pA. 

Atomic force microscopy (AFM) micrographs were collected on a Anton Paar AFM in 

tapping mode using ArrowTM silicon non-contact tapping mode reflex coating tips 

(Nanoworld) . Samples were dropcasted from toluene samples that were freshly diluted 

by x100 on silicon nitride chips. Micrographs were processed using Gwyddion. The 

images were leveled by mean plane subtraction and rows were aligned using matching . 

The polynomial background was removed (degree = 3) and horizontal scars were 

corrected. The lower and upper percentiles in each image were limited by 0.2% to remove 

noise artefacts.  
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4.0. Abstract 

Ring-opening polymerization (ROP) is a powerful method for the synthesis of 

biocompatible and biodegradable polyester-based amphiphilic block copolymers, which 

are an excellent nanomaterial class for a wide range of pharamaceutical applications. 

These block copolymers are synthesized using a catalyst, which is typically purified out. 

In a separate step, the purified block copolymers are then assembled and drug-loaded 

for medical use. This multistep process limits the scalability of these nanomaterials 

restraining their industrial use. Recently, I developed a synchronous polymerization and 

self-assembly process for polyester-based block copolymer nanomaterials coined Ring-

Opening Polymerization-Induced Crystallization-Driven Self Assembly (ROPI-CDSA). In 

ROPI-CDSA, an organocatalyst facilitates the chain extension of mPEG with L-lactide, 

yielding semicrystalline self-assemblies. Here, I demonstrate that pharmaceuticals with 

similar functional groups to ROP organocatalysts can catalyze ROPI-CDSA reactions, 

resulting in the formation of drug-embedded nanomaterials. The major advantage of this 

one pot approach is that no additional synthetic steps or purification are required. As a 

proof-of-principle study, I use two antibiotic drug molecules, chlorhexidine and 

trimethoprim, as catalysts. The resulting drug-embedded block copolymer nanoparticles 

retain potent antibacterial activity. I anticipate that this strategy can be extended to other 

examples of PISA for the scalable production of drug-loaded polymer suspensions. 
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4.1. Introduction 

Nanotechnology is a powerful tool for the development of new medicines. 

Embedding drugs within nanomaterials is a strategy used to improve drug efficacy and 

reduce side-effects. In 1995, Doxil became the first ever FDA approved “nanodrug”.1 Doxil 

uses lipid vesicles to encapsulate and deliver nanocrystals of the chemotherapy drug 

doxorubicin. The lipid vesicle delivery system significantly reduces the cardiotoxic side 

effects of doxorubicin, making it safer than the free drug. More recently, a similar lipid 

system was used for the mRNA delivery system in the Moderna and Pfizer COVID 

vaccines.2 The lipid delivery system protects the mRNA from degradation and ensures its 

uptake into cells. Lipid delivery systems are versatile as they can be used for multiple 

therapies, however the technology hasn’t significantly changed since it was developed in 

the 1960’s.2 Amphiphilic copolymers (e.g. diblock copolymers), which are polymeric 

analogues of lipids, have been widely studied in academia as next generation drug 

delivery systems because they offer highly tunable chemical and physical properties.3,4 

These properties enables them to be robust allowing them to be used in a wider range of 

therapeutic applications than lipids. However, block copolymer delivery systems have had 

limited use in industry as their synthesis is typically neither scalable nor reproducible. 

Recently, the development of polymerization-induced self-assembly (PISA) has emerged 

as a one pot solution to the scalability and reproducibility of block copolymer 

nanoparticles.5–8 In PISA, a soluble homopolymer is chain-extended with a monomer, that 

when polymerized becomes insoluble, triggering self-assembly. PISA has resulted in 

solutions with up to 50 % polymer wt. and has been applied to a variety of polymer blocks 

and polymerization techniques.5,7,9–13 Furthermore, PISA is promising in the application 
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of drug delivery, primarily through encapsulation or post polymerization 

functionalization.14–18 

Recently, I developed a one pot scalable and reproducible synthesis for polyester-

based block copolymer nanostructures coined Ring-Opening Polymerization-Induced 

Crystallization-Driven Self Assembly (ROPI-CDSA).13,19 In this approach, polyethylene 

glycol is chain extended with L-lactide using organocatalysts in toluene, a selective 

solvent to form poly(L)-lactide-b-polyethylene glycol (PLLA-b-PEG). The resulting 

semicrystalline self-assemblies can then be transferred to aqueous solutions via 

extraction or lyophilization and resuspension. Here, I show that pharmaceuticals with 

similar functional groups to ring-opening organocatalysts can catalyze ROPI-CDSA 

reactions, resulting in the formation of drug embedded nanomaterials. The major 

advantage of this one pot approach is that no additional synthetic steps or purification are 

required. As a proof-of-principle study, I use two antibiotic drug molecules as catalysts: 

chlorhexidine and trimethoprim. The resulting drug polymer nanoparticles are then 

characterized by cryoEM, WAXS, and FTIR. When suspended into water, the drug 

polymer nanoparticles retain potent activity as demonstrated by minimum inhibitory 

concentration antibacterial studies.  

4.2. Results 

4.2.1. Synthesis and characterization 

ROP can be performed with a wide range of organocatalytic systems including 

triazabicyclodecene (TBD), diazabicycloundecene (DBU), and a thiourea-based catalyst 

paired with (-)-sparteine, a tertiary amine.13,19–22 The key functional group of TBD, 

guanidine, is present in a large number of drugs.23 For this study, I selected the 
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bisguanidine, chlorhexidine, and the dihydropyrimidine, trimethoprim. Both drugs contain 

guanidine-like groups, are affordable, can be purchased in their free base form, and don’t 

contain side amine or alcohol groups that would out-initiate the polyethylene glycol 

macroinitiator (Figure 4.1A-B). 

Chlorhexidine was found to efficiently catalyze the polymerization of L-lactide in 

toluene with the presence of a mono methylated polyethylene glycol (mPEG) 

macroinitiator. At 5% molar ratio to the monomer, >95% conversion was achieved in 30 

minutes (Figure 4.1A, Table 4.1). At 10% solids wt., self-assembly occurred (as 

determined by visual inspection of turbidity) when using monomer to initiator ratios of 45:1 

and 68:1 (1-C and 2-C). At 20% solids wt., self-assembly occurred at monomer to initiator 

ratios of 23:1, 45:1, and 68:1  (3-C, 4-C, and 5-C respectively). Gel permeation 

chromatography (GPC) was used to track chain extension and dispersity (Đ) (Figure 

4.1C). The Đ of the resulting polymers were between 1.12 and 1.33, indicating a relatively 

controlled polymerization. These dispersity values are comparable for those in my 

previous ROPI-CDSA study where TBD was used as the ROP catalyst.13 However, in a 

control sample where all conditions are identical to 1-C except chlorhexidine is replaced 

with DBU, 1-C exhibited a lower molar mass, as indicated by a higher retention time in 

the GPC data (7.95 min vs. 7.45 min) (Figure 4.1C). Samples at 20 % solids wt. also show 

better dispersity and lower retention times by GPC than samples at 10 % solids wt., which 

was different from the previous TBD results. 
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Figure 4.1: Synthetic scheme and GPC results for guanidine-drug catalyzed ROPI-
CDSA: A) chlorhexidine catalyzed and initiated synthesis of PLLAm-b-PEG45 and PLLAr-
chlorhexidine showing a proposed structure for the latter. B) trimethoprim catalyzed 
synthesis of PLLAm-b-PEG45. C) and D) GPC data for chlorhexidine and trimethoprim 
PLLAm-b-PEG45 series respectively. Note that the retention times of the trimethoprim 
series is lower than the chlorhexidine series, suggesting the trimethoprim-catalyzed 
polymer series reaches higher molecular weights than the chlorhexidine-catalyzed 
series. 

One rationalization for the lower molar mass is that chlorhexidine acts as both a catalyst 

and a co-initiator with mPEG. This would result in a mixture of PLLA-b-PEG and 

chlorhexidine acylated to PLLA at the bisguanidine. Chlorhexidine has C2 symmetry and 

2 pairs of pKa values (10.3 and 2.2)24 with only one pair (10.3) likely being sufficiently 

basic for ROP (pKa of TBD ≥ 19.4).25 Therefore, I predicted that chlorhexidine conjugation 

would either have 2 or 4 active acylation sites. To test this hypothesis, I mixed 

chlorhexidine with excess vinyl acetate (1:20) following a modified procedure by Hedrick 

et. al.20 Here, the vinyl alkoxide leaving group of the acylation readily rearranges as an 

aldehyde making the N-acylation irreversible under the experimental conditions. Two 
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equivalents of vinyl acetate reacted with chlorhexidine confirming the presence of two 

active acylation sites as shown by 1H NMR (Figure C.2, Table C.1). Following the 

acylation with vinyl acetate, 2 equivalents of benzyl alcohol were added. Benzyl alcohol 

can cleave the amide, undoing the N-acylation. With excess vinyl acetate, this led to a 

total turnover of 2.75 equivalents of vinyl acetate. This shows that although the alcohol 

was able to cleave the chlorhexidine amide, it was unable to do so to full conversion. To 

further test the hypothesis that chlorhexidine acts as a catalyst and an initiator, 

chlorhexidine was reacted with L-lactide in dichloromethane to produce homopolymers 

with Đ > 1.25 (Figure C.3). Matrix assisted laser desorption/ionization (MALDI) and 

electron spray ionization (ESI) mass spectra of these homopolymers revealed the 

presence of a 2 chlorine isotope pattern consistent with the conjugation of chlorhexidine 

to the poly(L)-lactide chains (Figures C.4-5). MALDI and ESI data also revealed the 

presence of chlorhexidine initiated homopolymers in samples 1-C through 5-C (Figures 

C.6-7). ESI and MALDI mass spectrometry both revealed a loss of 18 for all polymer 

peaks, indicating the removal of either H2O or NH4. Loss of NH4 is ruled out due to the 

odd mass values of the peaks. Loss of H2O could be the result of an intramolecular 

cyclization resulting from a substitution reaction. However, I was not able to definitively 

prove this (see discussion). 1H NMR and Fourier transform infrared (FTIR) spectra each 

confirmed that chlorhexidine was chemically modified through the shifting of peaks (e.g. 

aromatic peak shift), likely through the N-acylation of guanidine groups (Figure C.8), and 

the absence of important chlorhexidine stretches, for example 1660 cm-1 in Figure 4.2A. 

TLC plate chromatography in 100% ethyl acetate was able to separate out the PLLA-b-

PEG block copolymer from the PLLA-chlorhexidine homopolymer, as verified by NMR 
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(Figures C.9-11). NMR showed the amount of PLLA per PEG unit to give an average 

degree of polymerization (DP) of PLLA on the resulting PLLA-b-PEG block copolymers 

(Table 4.1, Figure C.9). 

Table 4.1: Synthetic conditions and characterization results for drug catalyzed ROPI-
CDSA. 

Sample 
ID 

Catalyst 
(% mol) 

Monomer to 
mPEG Ratio 

Solids 
wt. % 

Đ % 
Conversion 

Average 
PLLA DP 
on mPEG 

1-C Chlorhex. 
(5) 

45 (90) 10 1.33 >95 18 

2-C Chlorhex. 
(5) 

68 (135) 10 1.21 >95 20 

3-C Chlorhex. 
(5) 

23 (45) 20 1.12 >95 13 

4-C Chlorhex. 
(5) 

45 (90) 20 1.13 >95 24 

5-C Chlorhex. 
(5) 

68 (135) 20 1.19 >95 30 

6-T Trimethop 
(2.5) 

23 (45) 20 1.12 85 20 

7-T Trimethop 
(2.5) 

45 (90) 20 1.15 54 25 

 

In addition to the study of chlorhexidine, trimethoprim was found to catalyze the 

polymerization of L-lactide in a solution of toluene ~5% DMSO with the presence of a 

mono methylated polyethylene glycol macroinitiator. Here, a monomer to initiator ratio of 

23:1 gave a conversion of about 85%, and a ratio of 45:1 only reached 54% after reaction 

mixtures were stirred for 2 weeks. 1H NMR peaks of trimethoprim did not shift following 

the reaction, signifying that there was not any drug conjugation (Figure C.12). FTIR also 

indicated the incorporation of many trimethoprim peaks (e.g. around 1700 cm-1), although 

due to the low relative amounts of trimethoprim, these peaks can be difficult to visualize 

(Figure 4.2B). 6-T and 7-T have similar monomer to mPEG initiator ratios and solids wt% 

to 3-C and 4-C respectively but have lower retention times and thus higher molar masses 
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despite having lower conversions. This data further suggests that a significant amount of 

L-lactide polymerizes off the chlorhexidine in the chlorhexidine polymer series.  

4.2.2. Structural and Morphological Studies 

Both chlorhexidine and trimethoprim samples produced turbid suspensions in 

toluene. Unlike previous ROPI-CDSA studies,13,19 none of these samples produced 

organogels. These mixtures could further be studied through lyophilization and 

resuspension into water or extraction into water from toluene. Lyophilized powders were 

studied by FTIR and wide-angle X-ray scattering (WAXS) (Figure 4.2, Figures C.13-16 

for full spectra). FTIR shows poly(L)-lactide (PLLA) crystallinity in all samples, as signaled 

by the dual carbonyl stretch (Figure 4.2A-B).26 WAXS of samples showed offsets from 

16.7, which is the most stable peak position for the PLLA peak (Figure 4.2C-D).26 These 

offsets, present in all samples, suggest that the semicrystalline structure is slightly 

different than standard PLLA as well as PLLA-b-PEG in previous ROPI-CDSA 

studies.13,19,26 The chlorhexidine samples have an estimated crystallinity ranging from 

10% (3-C) and 11% (1-C) to 15% (2-C, 4-C) and 16% (5-C), whereas all trimethoprim 

samples have much lower crystallinity of around 6% for all samples. The lower crystallinity 

of the trimethoprim catalyzed samples could be a consequence of the lower conversion 

and presence of DMSO. 
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Figure 4.2: Structural characterization of polymers in this study. FTIR carbonyl spectra 
for (A) chlorhexidine-catalyzed polymers and (B) trimethoprim-catalyzed polymers. 
WAXS spectra of the two dominant peaks of (C) chlorhexidine-catalyzed polymers and 
(D) trimethoprim-catalyzed polymers. Lines represent peaks of 16.7 and 19.1 which are 
the positions of the two largest WAXS peaks in PLLA. 

Cryogenic electron microscopy was also performed on all samples to determine 

the morphologies after transfer to water (Figure 4.3 and Figure C.17). Samples 1-C 

through 5-C contained a mixture of morphologies typically seen in PLLA-b-PEG such as 

lamellae and fibers as well as compound vesicles not typically seen (Figure 4.3A-D). 

These compound vesicles could be a consequence of the sample containing a mixture of 

block copolymer and chlorhexidine-conjugated PLLA polymer. Samples 6-T and 7-T show 

lamellae and lamellar vesicles containing less morphological variation than 1-C through 

5-C (Figure 4.3E-F). 
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Figure 4.3: CryoEM micrographs from select drug polymer samples (as labelled on 
image). A-D) Morphologies seen in samples 1-C to 5-C. E-F) Morphologies seen in 
samples 6-T and 7-T. 

 

4.2.3. Antibacterial Studies 

Antibacterial studies were carried out on aqueous resuspensions of the 

drug/polymer nanoparticles with help from the Nowick lab. Three types of bacteria, two 

gram positive, B. subtilis and S. epidermidis, and one gram negative, E. coli, were used 
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in minimum inhibitory concentration (MIC) studies against four samples, two controls: 

free-base chlorhexidine, and free-base trimethoprim and two experimental samples: 4-C 

and 6-T. Both experimental samples were prepared from resuspension following 

lyophilization (Table 2). Additional studies were performed on extracted samples (Table 

S4). MIC values for free chlorhexidine (0.125 and 0.25 μg/mL) are on the lower end of 

what is reported in the literature,27–29 but variations in chlorhexidine MIC are common due 

to variations on testing of the various salt forms as well as the free base form, as well as 

expected variations in MIC studies.30 The MIC values of free trimethoprim are similar to 

those reported in the literature.31,32 All polymer samples show antibacterial activity against 

all three types of bacteria. It should be noted that PLLA-based polymers do not have 

antibacterial properties.33,34 The polymer samples had higher MIC values than those of 

the free drugs, which could be from both slower release kinetics, as polymeric 

formulations prolong drug release (Table 2).35,36 In particular, 4-C has significantly higher 

MIC values than the free chlorhexidine MIC values, which could be due to the 

chlorhexidine acylation. The ratio of drug to polymer in all our formulations is 

commensurate to drug polymer ratios in other antibacterial formulations.35,36 

Table 4.2: MIC studies of free drugs and polymer drug suspensions. All values are in μg 

of drug/mL of culture solution.  

Bacteria Free base 
chlorhexidine 

4-C Free base 
trimethoprim 

6-T 

B. subtilis 
(ATCC 6051) 

0.25 2 0.25 0.5 

S. epidermidis 
 (ATCC 14990) 

0.125 1 0.5 1 

E. coli 
 (ATCC 10798) 

0.25 2 0.25 1 
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4.3. Discussion 

In developing the drug-catalyzed ROPI-CDSA, we need to understand the nature 

of the ROP catalysis of chlorhexidine and trimethoprim. Generally, as is the case with 

TBD, ROP organocatalysis proceeds through two mechanisms: dual hydrogen bonding 

and through an acylation intermediate, with the latter being less energetically 

favorable.37,38 Previous literature shows that an acyclic analogue of TBD could perform 

ROP through a dual hydrogen bonding mechanism but at a depressed rate when 

compared to TBD.37 Our data shows chlorhexidine, which is acyclic, can catalyze ROP of 

L-lactide; however, some of the resulting PLLA remains tethered to the chlorhexidine. 

Waymouth et. al.,39 showed that TBO, a bicyclic guanidine made of two five membered 

rings (instead of six membered rings in TBD), could undergo acylation but was unable to 

deacylate. This observation was rationalized by DFT studies that showed that the acyl 

group in N-acyl TBO was stabilized due to the adoption of a planar configuration with 

respect to the guanidine. In contrast, N-acyl TBD adopted a nonplanar configuration, 

destabilizing the N-acyl bond, allowing for efficient turnover in ROP catalysis. Here, 

chlorhexidine likely adopts an equilibrium concentration of N-acylated chlorhexidine and 

free chlorhexidine, enabling for ROP catalysis but with incomplete turnover, resulting in 

drug polymer conjugation on some of the growing polymer blocks. Even after the 

chlorhexidine reacts with L-lactide, it remains active, suggesting that the chlorhexidine 

facilitates ROP catalysis through a dual hydrogen bonding mechanism and facilitates 

conjugation through an acylation mechanism. 

Regarding the conjugation of PLLA to chlorhexidine, questions remain regarding 

the nature of the modification. The loss of an equivalent of water (18 mass units) led me 
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to hypothesize that intramolecular cyclization occurs via substitution of a terminal -OH 

with another -OH or guanidine =NH, particularly since only a loss of 18 is observed 

regardless of the degree of polymerization, rather than multiple units of water. The size 

of the resulting macrocycle would contain 11 + r6 members, where r is the number of L-

lactide monomer units in the macrocycle. This large ring size would be free of enthalpic 

ring strain. However, it remains experimentally difficult to prove cyclization due to the 

presence of the bisguanidine backbone making a large segment of the cycle. 15N NMR 

paired with both 1D and 2D proton and carbon studies could deduce if cyclization really 

occurs, but due to the low abundance of 15N, synthesis of a 15N doped chlorhexidine would 

be necessary, which is beyond the scope of this study. However, it should be noted that 

cyclization can occur with PLLA when N-heterocyclic carbene catalysts are used, 

although in this case, the carbenes merely facilitate cyclization by participating as an 

intermediate species in cyclization.40,41  

For the trimethoprim system, the lack of conjugation with PLLA suggests that 

trimethoprim either operates through a hydrogen bonding mechanism, through acylation 

with efficient turnover, like TBD, or a combination of the two. Reacting excess vinyl 

acetate with trimethoprim did not produce any aldehyde like it did with chlorhexidine, 

suggesting that acylation is not a mechanistic pathway for trimethoprim catalyzed ROP 

(Figure S18). This lack of acylation may explain why trimethoprim performs ROP at a 

much slower rate (>10 days) compared to chlorhexidine (30 mins) similar to the 

comparison between the aforementioned acyclic TBD analog and TBD.37  

Based on these data I propose that the drug ROPI-CDSA approach produced two 

different drug delivery systems: a drug-conjugated (prodrug) system with chlorhexidine 
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and an encapsulated system with trimethoprim. Typically, a block copolymer-based drug 

delivery system requires a separate polymerization, purification, and drug 

conjugation,42,43 or encapsulation step (Figure 4).44,45 The drug ROPI-CDSA approach is 

able to produce block copolymer-based drug delivery system in one pot. 

 
Figure 4.4: The required synthetic steps for block copolymer-based drug conjugation 
(top) and drug encapsulation (bottom) with the one step approach on the left and the 
current standard approach on the right. Note that this work combines all previous steps 
into one step without the need for purification. Additional preparation for both 
techniques may involve transfer to water or spin-coating which are relatively simple 
steps compared to the steps listed in this figure. 

4.4. Conclusion  

In summary, I have devised a new, scalable and reproducible, one pot method for 

producing nanomedicines coined Drug-catalyzed ROPI-CDSA. I demonstrate that 

pharmaceuticals can catalyze and create drug carrier systems if they possess the correct 

functional groups. When paired with a PISA system such as ROPI-CDSA, one pot 

nanoparticle formulations can be synthesized. With transfer to aqueous suspensions, the 

resulting polymer drug nanoparticles retained antibacterial activity. In the future, ROPI-

CDSA solutions could be spin coated to create antibacterial medical devices such as 

wound sutures and catheters, applications in which chlorhexidine and trimethoprim are 
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currently employed. I believe this project will inspire the development of a wide range of 

drug catalyzed reactions to produce one pot nanomedicines, particularly from PISA-

based formulations. Most drugs are highly functionalized organic molecules, and through 

careful selection they can act as organocatalysts. Organocatalysis has played a major 

role in the development of new small molecule drugs; it is both exciting and timely that 

organocatalysis can play a role in the development of the next generation of nanodrugs. 

4.5. Experimental Section 

Materials: mPEG45 (MW = 2000) (Sigma-Aldrich) was azeotropically distilled ×2 in 

toluene and high-vacuumed overnight. L-Lactide (TCI) was recrystallized in toluene ×3. 

Anhydrous toluene (99.8%), and DBU obtained from Sigma-Aldrich and stored under 4 Å 

molecular sieves. Benzoic acid (Fisher Chemical), chlorhexidine (Sigma-Aldrich), 

trimethoprim (MP Biomedicals) were used without further purification with trimethoprim 

being stored in the dark. DMSO was obtained from a dry solvent still. Vinyl acetate and 

benzyl alcohol were obtained from Sigma-Aldrich and were degassed and stored under 

molecular sieves. Chemicals were stored in a dry-N2 atmosphere glovebox. Reactions 

were performed in a N2 glovebox. 1H NMR spectra were collected on a 500 MHz Bruker 

Avance spectrometer in CDCl3. 13C and COSY and HMQC spectra were collected on a 

600 MHz Bruker Avance spectrometer in CDCl3. 

Chlorhexidine-Catalyzed/Co-initiated ROPI-CDSA: Amounts are for 4-C (see Table C.2 

for all synthetic conditions). mPEG45 (80 mg, 0.04 mmol) was added to a colloidal 

solution of 5 mol% (relative to L-lactide) of chlorhexidine (45.5 mg, 0.09 mmol) in 1.78 mL 

of toluene (20% solids w/w). L-lactide (259 mg, 1.8 mmol) was then added to the resulting 

clear solution and allowing to stir for 30 minutes. The reaction was quenched with 0.05 
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mL of saturated benzoic acid toluene solution. The reaction mixture was allowed to stir 

for a day at 400 rpm prior to any structural, morphological, or antibacterial studies. 1H 

NMR (500 MHz, CDCl3) δ 7-64-7.28 (multiple peaks, chlorhexidine aromatics) 5.16 (q, J 

= 7.0 Hz, CH, PLLA backbone), 3.72–3.59 (m, CH2 PEG backbone), 3.54 (dd, J = 5.6, 

3.6 Hz, CH2, PEG), 3.37 (s, 3H, terminal CH3 PEG), 1.58 (d, J = 6.7 Hz, CH3 PLLA 

backbone), 1.50 (dd, J = 14.7, 7.0 Hz, terminal CH3 PLLA). Note: other chlorhexidine-

based peaks overlap with other polymer peaks. 

Trimethoprim-Catalyzed ROPI-CDSA: Amounts are for 6-T (see Table C.3 for all synthetic 

conditions). 2.5 mol% (relative to L-lactide) of trimethoprim (13.2 mg, 0.045 mmol) was 

dissolved in 0.1 mL DMSO. mPEG45 (160 mg, 0.08 mmol) was dissolved in toluene. Both 

solutions were mixed and L-lactide (259 mg, 1.8 mmol) was added. The solution was 

stirred for 2 weeks. Stirring was kept at 400 rpm for reproducibility. 1H NMR (500 MHz, 

CDCl3) δ 5.16 (q, J = 7.0 Hz, CH, PLLA backbone), 3.72–3.59 (m, CH2 PEG backbone), 

3.54 (dd, J = 5.6, 3.6 Hz, CH2, PEG), 3.37 (s, 3H, terminal CH3 PEG), 1.58 (d, J = 6.7 Hz, 

CH3 PLLA backbone), 1.50 (dd, J = 14.7, 7.0 Hz, terminal CH3 PLLA). 

Chlorhexidine-Catalyzed ROP of PLLA homopolymer: L-lactide (259 mg, 1.8 mmol) was 

added to a solution of chlorhexidine (75.8 mg, 0.15 mmol) in 2.96 mL of dichloromethane 

and allowed to stir for 30 minutes. The reaction was quenched with 0.05 mL of saturated 

benzoic acid in toluene. Different ratios of L-lactide to chlorhexidine were tested keeping 

all synthetic conditions identical except for altering the amount of L-lactide. 1H NMR (500 

MHz, CDCl3) δ 7-64-7.28 (multiple peaks, chlorhexidine aromatics) 5.16 (q, J = 7.0 Hz, 

CH, PLLA backbone), 1.58 (d, J = 6.7 Hz, CH3 PLLA backbone), 1.50 (dd, J = 14.7, 7.0 



115 
 

Hz, terminal CH3 PLLA). Note: other chlorhexidine-based peaks overlap with other 

polymer peaks. 

Acylation control: Following a modified procedure by Hedrick et. al.20 20 equivalents of 

vinyl acetate (344 mg, 4 mmol) was added to a suspension of chlorhexidine (101 mg, 0.2 

mmol) in a mixture of dichloromethane (2.0 mL) and DMSO (0.3 mL). Conditions were 

also varied (see Table C.1). Ratios of the 1H NMR peaks of the aldehyde to the vinyl 

acetate were compared to measure conversion. Following this acylation, a de-acylation 

was carried out to the existing solution by adding 2 equivalents of benzyl alcohol (43.3 

mg, 0.4 mmol) and then measuring the aldehyde to vinyl acetate ratio again using 1H 

NMR. 

Mass spectrometry (MALDI and ESI): Matrix assisted laser desorption/ionization (MALDI) 

mass spectrometry was performed using an AB sciex TOF/TOF 5800 system. A linear 

low mass positive mode was used to obtain mass spectra. MALDI samples were prepared 

following a modified procedure by Ji et. al.44 Matrix solutions were prepared by dissolving 

DCIB (3,5-Dichloro-2-hydroxy-N-isobutylbenzamide) in THF at 10 mg/mL. Sample 

solutions were prepared by dissolving samples in THF at 10 mg/mL. NaI was dissolved 

in MeOH at 10 mg/mL to form cationization solutions. These three solutions were 

combined to form a ratio 10:1:1 of matrix, sample, and cationization agent, respectively. 

A 1-μL volume of each combined solution was pipetted on the target slide.  

Electrospray ionization (ESI) mass spectrometry was performed on a Waters LCT 

Premier operating in ESI+ mode. A stock solution of 1 mg/mL was diluted in MS grade 

MeOH to 5 μg/mL, and 10 μL were injected through a capillary with a voltage of 3.0 kV, 

with the desolvation gas at 300 °C and the source at 100 °C. 
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Structural/crystallinity studies: Wide-angle X-ray scattering (WAXS) patterns were 

measured on a Rigaku Smart lab X-ray diffractometer in Bragg–Brentano diffraction mode 

utilizing X-rays generated at 40 kV and 44 mA with Cu Kα irradiation (step size 0.02°, 

speed 1.0, IS 0.5°, RS1 4.0°, RS2 13 mm). Approximately 20 mg of a lyophilized sample 

was used in measurements. Crystallinity was estimated using the Smart lab software after 

peaks were assigned to PLLA-b-PEG. Fourier transform infrared (FTIR) absorbance 

spectra were collected on a Jasco 4700 FTIR from lyophilized samples. Prior to WAXS 

and FTIR samples were lyophilized by freezing the toluene solutions (0.5 mL volume) in 

a round-bottom flask with liquid nitrogen followed by sublimation using a vacuum pump. 

CryoEM studies:CryoEM samples were prepared from solutions previously prepared onto 

Quantifoil R2/2 (Electron Microscopy Sciences) grids. Grids were glow discharged for 70 

s to increase hydrophilicity prior to sample loading. Vitrification was carried out by an 

Automatic Plunge Freeze ME GP2 (Leica Microsystems) with 3 μL of sample. Grid 

preparation was performed at 95-99% humidity and the grids were blotted for 3 s prior to 

plunging into liquid propane. Samples were then placed on a Gatan CryoEM holder and 

imaged on a JEOL 2100 TEM using a Schottky type field emission gun operating at 200 

keV. Images were recorded using Serial EM software with a Gatan OneView CMOS 

camera at 4k x 4k resolution. Prior to cryoEM samples prep, reaction mixtures in toluene 

were extracted and diluted in water to give samples with concentrations ranging from 16-

64 μg drug/mL. 

MIC assays: Bacillus subtilis (ATCC 6051), Staphylococcus epidermidis (ATCC 14990), 

and Escherichia coli (ATCC 10798) were cultured from glycerol stocks in Mueller-Hinton 

broth overnight in a shaking incubator at 37 °C. An aliquot of the antibiotic/polymer stock 
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solution (stock solution: 5% DMSO for trimethoprim samples, 100% water for 

chlorhexidine samples) was diluted with Mueller-Hinton broth to make a 64 µg 

antibiotic/mL. A 200-µL aliquot of the solution was transferred to a sterile, untreated 96-

well plate. Two-fold serial dilutions were made with media across a 96-well plate to 

achieve a final volume of 100 µL in each well. These solutions had the following 

concentrations: 64, 32, 16, 8, 4, 2, 1, 0.5, 0.25, 0.125, and 0.0625 µg/mL. The overnight 

cultures of each bacterium were diluted with Mueller-Hinton broth to an OD600 of 0.075 as 

measured for 200 µL in a 96-well plate. The diluted mixture was further diluted to a 1 × 

106 CFU/mL with Mueller-Hinton media. A 100-µL aliquot of the 1 × 106 CFU/mL bacterial 

solution was added to each well in the 96-well plates, resulting in final bacteria 

concentrations of 5 × 105 CFU/mL in each well. As 100-µL of bacteria were added to each 

well, the compounds were also diluted to the following concentrations: 32, 16, 8, 4, 2, 1, 

0.5, 0.25, 0.125, 0.0625, and 0.03125 µg/mL. The plate was covered with a lid and 

incubated at 37 °C for 16 h. The OD600 were measured using a 96-well UV/vis plate reader 

(MultiSkan GO, Thermo Scientific). The MIC values were taken as the lowest 

concentration that had no bacteria growth. Each MIC assay was run in triplicate (technical 

replicates). A single row with just the serial diluted antibiotic and no bacteria was used as 

a control for opacity. For MIC assays of trimethoprim, the antibiotic stock solution was 

diluted with Mueller-Hinton broth to make a 16 µg/mL solution.  
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5.0. Abstract 

Recently, we developed a one pot synthesis of polyethylene glycol-b-poly(L)-lactide block 

copolymer nanoparticles from building blocks coined ring-opening polymerization-

induced crystallization-driven self-assembly (ROPI-CDSA). ROPI-CDSA is one of the 

most scalable techniques to form biocompatible polyester-based nanoparticles. Here, to 

diversify ROPI-CDSA to a wider range of polymers, I utilize a dual functionalized 

photoiniferter for the one pot two step synthesis of polyacrylamido-b-polyester 

nanoparticles. CryoEM analysis reveals the presence of anisotropic rods and lamellae. 

This development will enable further mechanistic studies of ROPI-CDSA. 
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5.1. Introduction 

Polymerization-induced self-assembly (PISA) has revolutionized the field of block 

copolymer self-assembly as it enables the reproducible scaled-up production of 

nanoparticles.1–3 In PISA, a macromolecular stabilizing block is chain extended with 

monomer which will form the solvophobic block. PISA can garner solutions ranging from 

10 to 50% solids w/w in contrast to traditional methods which typically yield solutions 

around 1% solids w/w.1,3,4 PISA has been developed for a wide range of polymerization 

techniques.2,4 In addition, PISA for crystalline and semicrystalline polymers, termed 

polymerization-induced crystallization-driven self-assembly (PI-CDSA), has been 

developed allowing for the scaled-up production of anisotropic nanostructures such as 

rods and lamellae.5–9 

Recently, I developed PISA for the ring-opening polymerization (ROP) of 

semicrystalline polyesters, termed ring-opening polymerization-induced crystallization-

driven self-assembly (ROPI-CDSA).8,9 This process occurred by chain extending 

polyethylene glycol (PEG) with L-lactide in toluene using various organocatalytic systems. 

The resulting poly(L)-lactide-block-polyethylene glycol (PLLA-b-PEG) particle 

morphology varied from 1-D nanorods to 2-D lamellae, including 3-D stacked lamellae. 

With a desire to expand the scope of ROPI-CDSA, I wanted to change the solvophilic 

corona block from PEG to polyacrylamides such as poly(N,N-dimethyl acrylamide 

(PDMA) as poly(N,N-dimethyl acrylamide-block-poly(L)-lactide (PDMA-b-PLLA) is a great 

block copolymer for controlled crystallization-driven self-assembly of anisotropic 

nanorods and lamellae (CDSA).10,11 In those examples, the PLLA block was synthesized 

first. Developing a PISA process for PDMA-b-PLLA would require performing a controlled 

radical polymerization technique, followed by ROP. However, to the best of my 
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knowledge, there are not any literature examples of controlled radical polymerization of 

dimethyl acrylamide (DMA) being performed before the ROP of L-lactide.12  

Recently, Xia et. al.13 showed that photoiniferter polymerization and 

organocatalytic ROP could be performed stepwise or synchronously using a hydroxy-

functionalized trithiocarbonate (TTC) dual-initiator for the one pot production of 

polyacrylamido-b-polyether block copolymers. Photoiniferters enable the polymerization 

of vinyl monomers with predictable molecular weights, low dispersity (Đ) and high end-

group fidelity with the added bonus of being performed at ambient conditions.14 

Organocatalytic ROP of lactides and lactones is a developed field, with a variety of 

catalytic systems to choose from.15,16 However, these ROP are performed in solvents with 

concentrations around 1.0 M,17,18 whereas the photoiniferter polymerization of 

polyacrylamides is done in near-neat conditions.13 

Here, I describe a two-step one pot process to produce polyacrylamide-b-polyester 

based self-assemblies. A TTC dual-initiator photoiniferter first polymerizes acrylamide-

based monomers and then is used to initiate the organocatalytic ROP of L-lactide in 

toluene to generate block copolymer self-assemblies. Block lengths of the corona and 

core were modified and studied by cryogenic transmission electron microscopy (cryoEM), 

showing how block length impacts the resulting morphology. 
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Figure 5.1: Synthesis of PDMA-b-PLLA. A) Scheme, showing the photoiniferter 
polymerization of DMA (Step 1) followed by the polymerization of L-lactide to make 
PDMA-b-PLLA (Step 2). The second step is carried out in toluene, which leads to self-
assembly. B) Gel permeation chromatography showing the chain extension of PDMA 
by PLLA at varying degrees of polymerization at a flow rate of 0.75 mL/min. 

5.2. Results 

As previously mentioned, photoiniferter polymerization of acrylamides and ROP of 

lactides and lactones are done at different concentrations which necessitates a two-step 

one-pot approach. For the photoiniferter polymerization I first synthesized PDMA which 

the synthetic conditions were previously well understood.13 Next, I developed and 

optimized the synthetic conditions for the second-step, the organocatalytic ROP. First, I 

used diazabicyclodecene (DBU), an excellent catalyst for the ROP of L-lactide, but the 

resulting PDMA-b-PLLA block copolymers did not achieve low dispersity (Figure D.1: 

GPC of DBU). Additionally, I reasoned that a slower reaction rate would give more control 

over self-assembly.9 Therefore, I switched to a milder and slower catalytic system, 

utilizing thiourea (TU) and (-)-sparteine (Figure 5.1, Table 5.1).17 By varying the 

conditions, I learned that keeping the L-lactide weight at 10% w/w for all tested reactions 
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gave the lowest dispersity while maintaining decently high conversions after four days of 

stirring at room temperature. The target degree of polymerization (DP) of both PDMA and 

PLLA was varied from 50-200 to produce a library of block copolymers. All polymers 

obtained excellent dispersity with shorter PDMA blocks giving better conversion. Most of 

the resulting polymers also became turbid, indicating assembly.  

Table 5.1: Synthetic parameters and results for one pot two step PDMA-b-PLLA 
synthesis. 
Sample 
ID 

Target 
PDMA 
DP 

PDMA 
Conve
rsion 

Target 
PLLA DP 

PLLA 
Conver
sion 

Đ Mn Polymer 
Structure 

Turbi
d 

1-
PDMA 

50 84% N/A  1.08 4200 PDMA42 N/A 

1-1 50  50 95% 1.03 7900 PDMA45-
b-PLLA48 

No 

1-2 50  100 92% 1.09 11200 PDMA46-
b-PLLA92 

No 

1-3 50  150 95% 1.06 14800 PDMA45-
b-
PLLA143 

Yes 

1-4 50  200 95% 1.08 18200 PDMA45-
b-
PLLA190 

Yes 

2-
PDMA 

100 93% N/A  1.06 9200 PDMA93 N/A 

2-1 100  50 89% 1.06 12100 PDMA89-
b-PLLA45 

No 

2-2 100  100 85% 1.04 14800 PDMA88-
b-PLLA85 

Yes 

2-3 100  150 85% 1.06 18300 PDMA92-
b-
PLLA128 

Yes 

2-4 100  200 89% 1.08 22000 PDMA93-
b-
PLLA178 

Yes 

3-
PDMA 

150 88% N/A  1.07 13100 PDMA132 N/A 

3-1 150  50 91% 1.06 16900 PDMA137-
b-PLLA46 

Yes 

3-2 150  100 73% 1.06 18600 PDMA135-
b-PLLA73 

Yes 
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3-3 150  150 71% 1.07 21800 PDMA142-
b-
PLLA107 

Yes 

3-4 150  200 70% 1.07 23900 PDMA139-
b-
PLLA140 

Yes 

4-
PDMA 

200 90% N/A  1.07 17800 PDMA180 N/A 

4-1 200  100 74% 1.07 23100 PDMA179-
b-PLLA74 

Yes 

4-2 200  150 69% 1.06 25600 PDMA183-
b-
PLLA104 

Yes 

4-3 200  200 66% 1.07 27300 PDMA179-
b-
PLLA132 

Yes 

 

Next, cryoEM was used to determine the morphology of the PDMA-b-PLLA 

suspensions (Figure 5.2). As done in previous ROPI-CDSA works, some of the toluene 

solution was extracted into excess water to yield concentrations around 0.25-5 mg/mL. 

Solutions with both short PDMA blocks and long PLLA blocks were unable to be 

resuspended due to high hydrophobicity. All samples consisted primarily of nanorods with 

little to no lamellae. Some of the nanorods were anisotropic while others appeared a bit 

jagged. Anisotropic nanorods from all imaged samples were able to be measured with 

discernable core and corona blocks (Table D.1). Samples 3-2, 3-3, and 3-4, representing 

PDMA135-b-PLLAn polymers with n = 73, 107, and 140 respectively showed a clear trend 

in core thickness increasing with PLLA block length from 12.9 ± 1.0 nm core thickness in 

3-2, 13.8 ± 1.0 nm in 3-3, and 14.3 ± 0.9 nm. Samples 3-2 and 4-1 varied corona block 

length with PDMA DPs of 135 and 179 respectively with PLLA DPs of 73 and 74 

respectively. Corona thickness measured as the total thickness of the nanorods minus 

the core was 27.1 ± 2.8 nm for 3-2 and 35.6 ± 2.6 nm for 4-1. These results are expected 
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as core and corona thickness should increase with increasing DP. In future studies, the 

growth can likely be controlled through the addition of seeds as it has in other PI-CDSA 

processes.6,19,20 

 

Figure 5.2: CryoEM images of select PDMA-b-PLLA block copolymers. Images are 
labelled with the representative sample number. Samples A-C show the effect on core 
thickness with increasing PLLA chain length. Samples D-E show the effect on corona 
thickness with changes in the PDMA chain length with D having a longer PDMA chain 
than A with similar PLLA lengths and E having a shorter PDMA chain than B with similar 
PLLA lengths.   

Next, I showed the synthetic versatility of this hybrid polymerization approach by 

alternative monomers (Figure 5.3). PDMA was swapped out for both poly(N,N-diethyl 

acrylamide) (PDEA) to produce turbid PDEA-b-PLLA suspensions with excellent yield and 
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dispersity mirroring the PDMA-b-PLLA system (Figure 5.3A, Table 5.2). PLLA was 

swapped out for poly(δ)valerolactone (PVL) to produce turbid PDMA-b-PVL suspensions 

(Figure 5.3B, Table 5.3). As δ-valerolactone has reduced reactivity than L-lactide, a 

DBU/TU co-catalytic system was utilized rather than the gentler TU/(-)-sparteine system 

which led to higher dispersity values than PDMA-b-PLLA polymers in this study.18 PVL 

also does not show selectivity in toluene, so the solvent was switched to methyl isobutyl 

ketone, a solvent that poly(ε)caprolactone, a similar polymer to PVL, is sparingly soluble 

in.21 CryoEM studies for these systems are ongoing but I expect these systems to 

possess similar morphologies to PDMA-b-PLLA. 
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Figure 5.3: Synthesis of alternative polyacrylamide-block-polyesters . A) Scheme  
showing the photoiniferter polymerization of DEA (Step 1) followed by the 
polymerization of L-lactide in toluene to make PDEA-b-PLLA (Step 2). B) Scheme 
showing the photoiniferter polymerization of DMA (Step 1) followed by the 
polymerization of δ-valerolactone in toluene to make PDMA-b-PVL. C-D) Gel 
permeation chromatographs showing the successful block copolymerization of the 
polymers in scheme A (C) and scheme B (D). With flow rates of 0.75 mL/min and 1.0 
mL/min respectively. 

Table 5.2: Synthetic parameters and results for one pot two step PDEA-b-PLLA 
synthesis. 
Sample 
ID 

Target 
PDEA 
DP 

PDEA 
Conversion 

Target 
PLLA 
DP 

PLLA 
Conversion 

Đ Mn Polymer 
Structure 

Turbid 

PDEA-
5 

150 95% N/A N/A 1.07 18200 PDEA143  

5-1 150 96% 100 84% 1.07 24400 PDEA144-
b-PLLA84 

Yes 

5-2 150 94% 150 84% 1.07 27000 PDEA141-
b-
PLLA126 

Yes 

5-3 150 96% 200 92% 1.07 31600 PDEA144-
b-
PLLA184 

Yes 

PDEA-
6 

200 98% N/A N/A 1.08 24900 PDEA196 N/A 

6-1 200 97% 100 77% 1.10 30200 PDEA194-
b-PLLA77 

Yes 

6-2 200 99% 150 81% 1.08 34000 PDEA198-
b-
PLLA122 

Yes 

6-3 200 99% 200 83% 1.08 37100 PDEA198-
b-
PLLA166 

Yes 

Table 5.3: Synthetic parameters and results for one pot two step PDMA-b-PVL synthesis. 

Sample 
ID 

Target 
PDMA 
DP 

PDMA 
Conv. 

Target 
PVL 
DP 

PVL 
Conv. 

Đ Mn Polymer 
Structur
e 

Turbid 

PDMA-
7 

150 93% N/A N/A 1.09 1390
0 

PDMA14

0 

N/A 

7-1 150 87% 25 61% 1.08 1410
0 

PDMA13

0-b-
PVL12 

No 
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7-2 150 93% 75 88% 1.15 2050
0 

PDMA14

0-b-
PVL66 

Yes 

 

5.3. Conclusion 

In conclusion, I demonstrate a new synthetic approach to well-defined 

polyacrylamide-block-polyesters nanoparticles produced using a dual photoiniferter, 

ROPI-CDSA approach. To the best of my knowledge, this report contains the first 

examples of controlled radical polymerization of DMA or DEA followed by ROP of L-

lactide or δ-valerolactone. 

5.4. Experimental Section 

Materials: N,N-Dimethylacrylamide (DMA, Sigma Aldrich) N,N-diethylacrylamide (DEA, 

Sigma Aldrich), and δ-valerolactone (Thermo Fisher) were dried using calcium hydride 

and vacuum distilled and stored under 4 Å molecular sieves. 4-Hydroxybutyl 2-

((dodecylthiocarbonothioyl)thio)-2-methylpropanoate was synthesized according to 

previous literature procedures.1 L-Lactide (TCI) was recrystallized in toluene ×3. 

Anhydrous toluene (99.8%), DBU, and (−)-sparteine were obtained from Sigma-Aldrich 

and stored under 4 Å molecular sieves. Benzoic acid (Fisher Chemical) was used without 

further purification. Thiourea (TU) derived from cyclohexylamine (Sigma-Aldrich) and 3,5-

bis(trifluoromethyl)phenyl isothiocyanate (TCI) was synthesized following established 

literature procedures.2 (29) Chemicals were stored in a dry-N2 atmosphere glovebox. 

Reactions were performed in a N2 glovebox. 

Structural characterization: Proton nuclear magnetic resonance (1H NMR) spectra were 

collected on a 500 MHz Bruker Avance spectrometer in CDCl3. Chemical shifts are given 

in ppm, calibrated from residual CHCl3. Conversion was calculated for DMA and DEA 
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polymerization by comparing the monomer peaks (5.7, 6.3, 6.6) ppm to the end group 

0.95 ppm. Conversion was calculated for L-lactide polymerization by comparing the peak 

area of the PLLA peak at 5.16 ppm to the l-lactide monomer peak at 5.03 ppm.  

Conversion was calculated for δ-valerolactone by comparing the δ-valerolactone 

monomer peak at 4.35 ppm, to the polymer peak at 4.07 ppm. Size exclusion 

chromatography (SEC) was performed in DMF using an Agilent 1100 chromatograph 

equipped with RID detector and a PL gel 5 μm 300 × 7.5 mm mixed column. Samples 

were calibrated against polystyrene standards. 

Main Synthetic Procedures: 

Photoiniferter polymerization of DMA (Step 1): DMA (208 mg, 2.1 mmol, target DP = 150) 

and 0.1 mL stock solution of 4-Hydroxybutyl 2-((dodecylthiocarbonothioyl)thio)-2-

methylpropanoate in toluene (6.0 mg, 1.4 × 10-2 mmol) were charged to a 8-mL vial. The 

vial and sealed with a chemically-inert screw cap and irradiated with UV light (365 nm, 

3.5 mW cm-2 ) for 8 h under stirring. 

Ring-opening polymerization of L-lactide (Step 2): L-Lactide (151 mg, 1.1 mmol, target 

DP = 150) was added to a solution of hydroxy functionalized PDMA from Step 1 (214 mg, 

1.4 × 10-2 mmol mmol) and 10% mol TU (35 mg, 103 μmol) in 1.16 mL of toluene (10% 

L-lactide w/w). Next, 10% mol (−)-sparteine (24 μL, 103 μmol) was added. The solution 

was stirred for 4 days at 400 rpm and subsequently quenched with 0.05 mL of saturated 

benzoic acid toluene solution. 

Alternative Synthetic Procedures: 

Photoiniferter polymerization of DEA: DEA (267 mg, 2.1 mmol) and 0.1 mL stock solution 

of 4-Hydroxybutyl 2-((dodecylthiocarbonothioyl)thio)-2-methylpropanoate in toluene (6.0 
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mg, 1.4 × 10-2 mmol) were charged to a 8-mL vial. The vial and sealed with a inert screw 

cap and irradiated with UV light (365 nm, 3.5 mW cm-2 ) for 8 h under stirring. 

Ring-opening polymerization of δ-valerolactone: ): δ-valerolactone (105 mg, 1.1 mmol, 

target DP = 75) was added to a solution of hydroxy functionalized PDMA from Step 1 (214 

mg, 1.4 × 10-2 mmol mmol) and 5% mol TU (17.7 mg, 52 μmol) in 0.73 mL of methyl 

isobutyl ketone. Next, 5% mol DBU (8 μL, 52 μmol) was added. The solution was stirred 

for 24 hours at 400 rpm and subsequently quenched with 0.05 mL of saturated benzoic 

acid toluene solution. 

Cryogenic-transmission electron microscopy (cryo-TEM) samples were prepared on 

Quantifoil grids (R 2/2 40 Mesh, Electron Microscopy Sciences) from original samples 

that were extracted into excess water giving final concentrations of ≈ 0.1 μg/mL 

Vitrification was carried out by an Automatic Plunge Freezer ME GP2 (Leica 

Microsystems) with 3 μL of sample. Grid preparation was performed at >95% humidity 

and the grids were blotted for 3 s prior to plunging into liquid nitrogen. Cryo-TEM samples 

were then placed on a Gatan cryo-TEM holder and imaged on a JEOL 2100F 

transmission electron microscope using a Schottky type field emission gun operating at 

200 keV. Images were recorded using SerialEM software in low dose imaging mode with 

a Gatan OneView CMOS camera at 4k × 4k resolution. 
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6.0. Abstract  

Inspired by the adaptability of biological materials, a variety of synthetic fuel-driven 

dissipative processes have recently been developed. A general hypothesis in the field is 

that dissipative systems form unique structures compared to conventional self-assembly 

processes due to the non-equilibrium nature of dissipative chemistry. However, 

comparing dissipative and non-dissipative processes in chemically-fueled systems is 

challenging, which has limited our understanding of how these processes differ. Here, I 

use a chemically-fueled redox system where the forward activation and backward 

deactivation reactions can be fully separated. I study the forward and backward reactions 

sequentially and synchronously (dissipative) using time-resolved cryoEM. The data 

shows that the dissipative process is more complex and heterogenous than the sequential 

process. My key finding is that a thermodynamically unstable stacked nanorod phase 

observed in the backward reaction is sustained for ~ 6 hours in the dissipative process. 

With the help of collaborators, quantitative analysis of cryoEM data and kinetic Monte 

Carlo modelling show that the dissipative process is driven by multiple cycles of 

activation, deactivation, assembly, and disassembly, and diffusive kinetics and 

concentration gradients. The data shed light on how dissipative systems create unique 

structures and provide plausible design principles to develop and optimize dissipative 

materials with unique functions. 
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6.1. Introduction 
Living organisms rely on the thermodynamically unstable states of dynamic 

materials.1–5 These materials often assemble from molecular building blocks, with higher-

order structures that exist only when there is a flux of energy.5–8 At least two competing 

reactions are necessary to drive the formation of structure: a forward reaction assembling 

the material and a backward reaction dismantling it.5 For example, GTP promotes the 

polymerization of microtubules, part of the cytoskeleton of eukaryotic cells, while the 

hydrolysis of GTP to GDP induces their depolymerization.2,5,9,10 The kinetics of chemical 

reactions can make biological materials adaptable and agile in responding to their 

environment. This feature of biological systems has inspired synthetic systems stimulated 

by chemical fuel, light or electricity as an energy source.6,11–26 It is possible to fuel the 

transient self-assembly of molecular building blocks through environmental changes, 

such as an increase of pH, or through chemical modification of an assembling precursor. 

An important feature of these dynamic materials is the asymmetry of the chemical 

kinetics: the forward reaction preferentially activates the precursor molecules while the 

backward reaction preferentially deactivates the assembled state.5 Initially, the forward 

reaction occurs faster than the backward reaction to build up a critical concentration of 

assembling species,5 but the kinetics of the backward reaction dominates as the fuel 

depletes and returns the system to a state of equilibrium.  

A central tenet of dissipative self-assembly is that fluxes of energy and material 

can form unique structures, with dynamic behaviors capable of useful functions.8,23,27–30 

The chemically-fueled assembly of supramolecular structures dissipates both energy and 

matter by repeatedly executing the assembly and disassembly reactions. However, few 

examples have been able to directly compare dissipative and non-dissipative processes 
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in chemically-fueled materials and isolate each reaction in the dissipative cycle. The lack 

of comparison is likely due to the difficulty in decoupling the forward and backward 

reaction, as one or more of the steps is often dependent on the solvent, or the fuel source 

participates in the forward and backward reaction.11,12 For example, Rizzuto et. al.31 

developed a supramolecular DNA fiber system where annealing by slow proton 

dissipation selects for morphologies otherwise inaccessible by conventional self-

assembly. Comparison of the forward reaction to the coupled dissipative reaction was key 

to showing that a coupled process can lead to the formation of higher order structures, 

suggesting a coupled reaction is more dissipative than a sequential reaction. However, 

with this system, it was not possible to isolate the backward reaction from the dissipative 

process as the forward assembly reaction cannot be “turned off”.  

Recently, Ogden and Guan developed a chemically-fueled redox system that can 

fully separate out both the forward and backward reactions in the dissipative assembly of 

supramolecular materials.24 The redox process uses separate small molecule fuels for 

the forward and backward reactions, making it possible to isolate them and the effect of 

their dissipative coupling. In the forward reaction, an aryl-containing cysteine-based thiol 

(CSH) is oxidized by H2O2 into its disulfide species (CSSC) which spontaneously self-

assembles into fibers forming a hydrogel. Simultaneously, at an initially slower rate, 

excess dithiothreitol (DTT) reduces the CSSC back to CSH disassembling the fibers. As 

the H2O2 depletes, the system returns to CSH. Here, I directly observe this disulfide-

based hydrogelator system with time-resolved CryoEM,32 which reveals the mechanism 

of fiber formation in both a sequential (forward followed by backward) and dissipative 

system. I observe a transient, yet highly ordered phase in the backward reaction which is 
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sustained over long time periods in the dissipative system. To analyze this behavior, my 

colleague, Justin Mulvey, developed image analysis algorithm to quantify the evolution of 

the highly ordered phase. Through collaboration with the Green group (UMass), we also 

implemented and optimized a kinetic model for stochastic simulations of the dissipative 

assembly to establish the importance of physical kinetics and dissipative cycles in 

creating and maintaining the unstable phase. 

6.2. Results 

6.2.1. Experimental Parameters 

The dissipative CSH/CSSC-based process is maintained by the presence of both 

H2O2 (oxidizing fuel) and DTT (reductant). Thus, through the inclusion or exclusion of 

H2O2 and DTT, we can isolate and study the forward (F) oxidation of CSH, the backward 

(B) reduction of CSSC, and the chemically fueled dissipative (D) system separately 

(Table 6.1) with the goal of comparing the sequential (F followed by B) and dissipative 

processes. All experiments were performed with a pH of 6.0 in a buffer solution. For each 

set of conditions, multiple time points were sampled for CryoEM (See Table 6.1 and 

experimental information for more details). Time-resolved ultra-performance liquid 

chromatography (UPLC) and rheology experiments were performed to determine the 

conversion times and obtain bulk data on gel formation and strength (Figures E.1-5). 

Table 6.1: Experimental parameters for forward (assembly) and backward (disassembly) 
as well as dissipative self-assembly for CSH/CSSC system. All experiments were 
conducted at a pH of 6.0. B is performed from a completed sample of F and the collection 
time builds off F. 
Run* Initial Materials #CryoEM time 

points 
Collection time range 

F 10 mM CSH, 10 mM H2O2 4 8 s-1500 s 
B 5 mM CSSC (F after 1500 s), 

200 mM DTT 
4 1575 s-3375s (& 21 days) 
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D 10 mM CSH, 150 mM H2O2, 200 
mM DTT 

22 8 s-24000 s, (& 19 days) 

*F=forward, B=backward D=dissipative 

 
Figure 6.1: The forward reaction converting CSH to assembling CSSC A) Reaction 
scheme, using H2O2 to oxidize the thiol CSH (red) to the disulfide CSSC (blue) leading 
to fiber formation. B) Schematic free energy diagram of F. C) 8 s into the assembly of 
CSSC shows the presence of centrosome-like structures. D) CryoEM image at 83 s 
showing fibers become more well defined with a variety of diameters and twists and 
helical structures. E) At 1504 s, fibers are more evenly spaced and remain as hydrogels 
in thermodynamic equilibrium. Legend provided with purple circles showing examples 
of bends and cracks in fibers and orange arrows to highlight helical fibers. F) Inset of 
CryoEM images at 610 s of a helical fiber, a structure that is present after the initial time 
point. Scale bars are 200 nm except for F, which is 10 nm. 

6.2.2. CryoEM Studies 

In the sequential process, the forward reaction rapidly forms fibers. This reaction, 

F, (Figure 6.1A-B) was studied by the oxidation of CSH (10 mM) using H2O2 (10 mM). 

The gel storage modulus quickly increases until remaining constant after 1500 s indicating 

maximum conversion (Figure E.1). CryoEM images of F and control experiments reveal 

the presence of long flexible nanofibers (See experimental controls in SI). The images 
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show that the nanofibers (diameter ≈ 5 nm) can coil to form thicker hierarchical fibers 

(Figure 6.1C-F, Figures E.6-7). As the average molecular length of CSSC is 

approximately 14 Å (Figure E.8), the base fiber diameter is about three to four times 

thicker than the length of a CSSC molecule. This indicates that the fibers are formed from 

multiple layers of CSSC molecules. Time-resolved CryoEM of F reveals that the fibers 

initially form from high density regions (t = 8 s, Figure 6.1C, Figure E.9). From 83 s to 

1504 s the fibers become more uniformly distributed, likely driven by translational entropy 

(Figure 6.1D-E). A few of these fibers have a helical structure with a pitch of 5.7 ± 0.7 nm 

(n = 218, see Figure 6.1F). Some fibers display bends and cracks which may indicate 

rearrangement occurs even after the global structure is stable (Figure 6.1D-E). 

Initiating the backward reaction causes the quick disassembly of any fibers formed, 

and transiently creates a thermodynamically unstable phase. The backward reaction (B) 

was studied by taking a stable sample of the sample F (10 mM CSH, 10 mM H2O2) at 

1500 s, consisting of CSSC, and treating it with 200 mM DTT (Figure 6.2A-B). UPLC 

shows >99% conversion from CSSC to CSH was reached in 1200 s and rheological data 

shows a plateau in the storage modulus around 1200 – 1800 s (Figure E.2). Time resolved 

cryoEM shows the breakdown of fibers (aspect ratio >> 25) into nanorods (aspect ratio 

3-25), Figure 6.2C-E.33 At 1575 s (75 s after addition of DTT), the presence of a stacked 

nanorod phase is also observed (Figure 6.2D). The stacks are also observed in a control 

where 5 mM of H2O2 was used to ensure full depletion of fuel before DTT addition (Figure 

E.10). Importantly, these stacks are not observed in any subsequent time points, 

indicating this phase is transient and thermodynamically unstable. After the stacked 

nanorod phase breaks down (t > 75 s after addition of DTT) only minor clustering of 2-3 
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nanorods/fibers is seen and the majority of the cryoEM grid area is void of fibers (Figure 

6.2E). CryoEM data show that trace fibers persist 21 days after initiation indicating that 

either a small number of fibers are kinetically trapped, an observation which has been 

made previously in other systems,34 or that there is a small amount of air oxidation. With 

the observation of a short-lived unstable phase, a logical question arises: Can the lifetime 

of this phase be prolonged by the forward and reverse reactions occurring 

simultaneously? 

 

Figure 6.2: The backward reaction of CSSC back to the CSH precursor. A) The addition 
of DTT causes the breakdown of CSSC fibers back into CSH with the appearance of 
transient stacked nanorods. B) Free energy diagram of B. C) Fibers before the addition 
of DTT. D) At 1579 s, 75 s after the addition of DTT, fibers break up into nanorods with 
some of these rods showing 2-D stacking E) At 2110 s, most fibers have disassembled 
as the solutions return to a sol state, however a few fibers/nanorods can be seen in 
samples by cryoEM indicating that a small number of fibers could be kinetically trapped. 
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Figure 6.3: The dissipative system allowing for the oscillation of CSH and CSSC. A) 
The dissipation is sustained by the oxidation of CSH to CSSC by H2O2 and the 
simultaneous reduction of CSSC to CSH by DTT. B) Free energy diagram of D 
highlighting the directionality of the process. Upon the addition of H2O2, the system 
increases in free energy and slowly relaxes through the formation of fibers and depletion 
of H2O2. C-H) CryoEM images of representative structures of D C) 8 s D) 223 s E) 2194 
s F-G) 13440 s H) 16560 s. 

Performing the forward and backward reactions in concert leads to a dissipative 

process (D) that can stabilize the thermodynamically unstable phase. Coupling of these 

antagonistic reactions also creates a “dissipative cycle” in which molecular building blocks 
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are repeatedly activated and deactivated. D was initiated by adding the fuel of both 

reactions: 150 mM H2O2 to a solution of 10 mM CSH and 200 mM DTT (Figure 6.3). D 

was studied over a greater than six hour period based on previous kinetic data.24 A t = 0 

sample was taken prior to the addition of H2O2 and showed that no precursor structures 

were present (Figure E.11). At 8 s, cryoEM shows the formation of unstructured 

aggregates with nanorod-like structures at the surface (Figure 6.3C, Figure E.12), similar 

to observations in the early stages of F (Figure E.8). Although most fibers appear to form 

from these nucleation hot spots, individual isolated fibers were also observed (Figure 

E.12) indicating that some fibers may form from a unimer growth mechanism. At 44 s, 

high density fiber regions were observed, which I interpret to have emerged from the 

unstructured aggregates (Figure 6.3D). As time progresses (t > 225 s), these high-density 

fiber regions become less common as the fibers spread out (Figure 6.3E). This 

observation is supported by the increase in gel strength as the reaction proceeds, 

indicating the development of a hydrogel network (Figure E.3). The dissipative system 

forms long nanofibers that coil, comparable to F, including the presence of helical fibers 

(pitch = 5.1 ± 0.7 nm, n = 231). At t > 460 s, samples contain a stacked fibers/rod phase 

comparable to the stacked phase observed in B. The stacked phase is observed from 

460 s to 23400 s (6.5 h) (Figure E.13), which shows that the dissipative chemistry can 

stabilize a thermodynamically unstable phase for ~ 6 hours. Therefore, while this phase 

is thermodynamically unstable in that it only appears transiently in the backward process, 

it can be stabilized away from equilibrium through the dissipative cycles present in the 

dissipative chemistry. 
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Compared to the sequential process, F and B, the dissipative process, D, produces 

a system that appears more heterogenous. For instance, following the emergence of the 

stacked phase (t > 460 s), many examples of long flexible dispersed nanofibers can be 

found that are morphologically similar to those found in F. As disassembly dominates, (t 

> 4300 s) the stacked phase becomes more prevalent (Figure 6.3F) as well as a phase 

of disordered nanorod-aggregates (Figure 6.3G). At later times, the prevalence of fibers 

and rods becomes sparse (Figure 6.3H); although, the imaging of a 19-day sample shows 

traces of assembled structures comparable to those found at 21-day sample of B. Figure 

6.4 shows a summary of the different structures and general mechanistic trend in D. This 

mechanism is suggested based on the emergence and prevalence of different structural 

features from time-resolved cryoEM data (Figure 6.3C-H), but I stress that each time point 

sampled contains mixed morphologies, notably those found in Figure 6.3 D-G. To 

illustrate this assertion, Figure 6.4 also shows a low magnification representation of an 

early time point where assembly is largely dominant (under 600 s), a middle time point, 

where both assembly and disassembly are prevalent (600 – 4300 s), and a late time point 

where disassembly is dominant (4300 – 23400 s). The early time point representation 

shows a mix of the centrosome-like structures and dispersed fibers. The intermediate 

time point representation contains multidirectional flexible fibers as well as fibers and rods 

displaying stacking behavior. The late time points contain more stacked and disordered 

rods but still includes nanorods that display some stacking.  
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6.2.3. Image Analysis 

To quantify and track the fiber 

stacking, my colleague, Justin 

Mulvey, developed an in-house 

MATLAB script to segment and 

analyze the stacked fiber phase 

(Figure 6.5, Appendix E). Stacked 

fiber domains were identified by first 

producing normalized cross-

correlation maps using 108 

generated templates to select for the 

stacked phase at different fiber 

spacings and angles in the images 

(Figure E.15). It was found that the 

variation in TEM defocus impacted 

the normalized cross-correlation, so 

correlation map thresholding was 

adjusted depending on the defocus 

of each image, which was estimated 

via radial integration of the fast-

Fourier transform (Figure E.17). 

Finally, fibers within the segmented 

domains were identified and labeled 

with the number of adjacent fibers, defined here as the degree of stacking (DoS) (Figure 

 
Figure 6.4: Mechanistic depiction of the 
dissipative process over time. The left column 
represents structures observed on a 1x1 
micron scale (high magnification) and the right 
column is a representation of an overall 
sample (5x5 micron scale) highlighting the 
heterogeneity of fiber states observed. The 
depictions in the left column are 
representative of the cryoEM images in Figure 
6.3C-H in chronological order. 
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6.5 A-D, Figure E.18). The script was used to analyze 770 CryoEM images across 24 

experimental conditions generating 398 million datapoints. All CryoEM images were 

captured at the same nominal magnification (30k). The data is summarized in Figure 

6.5E-F, presented as a % coverage distribution (Figure 6.5E), which shows how the 

density of the stacked fibers changes over time, and a normalized distribution (Figure 

6.5F) which compares relative distributions between experimental conditions.  

Both the sequential and dissipative process show a general increase in stacking 

followed by a decrease in stacking (Figure 6.5E). The forward process shows distributions 

dominated by low DoS (< 5), which come from the random distribution of fiber locations 

and relatively weak inter-fiber interactions (Figure 6.5A). In contrast, the first timepoint in 

the backward reaction shows a sharp increase in high DoS (≥ 5), indicating a substantial 

increase in the inter-fiber interactions (Figure 6.5B). The next timepoint shows the system 

returning to a low DoS distribution, supportive of my previous qualitative observations that 

the highly ordered stacked phase is transient (Figure 6.5F).  

In the dissipative process, the normalized distributions show a gradual shift 

towards higher DoS during the first hour. At the 6066 s and 13440 s timepoint, there is a 

sharp increase in the stacked phase density and normalized distributions are dominated 

by high DoS (Figure 6.5E-F). This observation suggests that conditions can be exploited 

to control the DoS and amount of the stacked fiber phase present in the system. Later 

timepoints reveal a drop in stacked phase density, while some high DoS domains persist. 

The data shows that the higher DoS is present for a period of > 6 hours, supporting my 

qualitative assessment. The data also suggests that evolution of the stacked phase is a 

complex process. In 13 of the 24 timepoints, the standard deviation is greater than the 
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mean, signifying a large variation in local stacking density. I attribute this variance to 

inhomogeneity in local chemical concentrations.  

Figure 6.5: Quantitative image analysis of stacked fiber phase. A-D) Selection of 
labeled frames from key timepoints. Colored tinting corresponds to the degree of 
stacking. F=forward, B=backward, D=dissipative. E) Density distribution of each 
timepoint, defined as the total number of labeled pixels divided by the total number of 
pixels in each timepoint. Black dots represent standard deviation of image densities 
within each timepoint. (*) represents standard deviation points omitted for visibility. F) 
Density distribution normalized for distribution comparison. Scale bars 300 nm. Credit: 
Justin Mulvey. 

6.2.4. Simulations 

To understand the chemical and physical origins of the stacked phase as well as 

the differences between a sequential and dissipative process, my collaborators, Rebecca 

Bone and Jason Green (UMass) used simulations of the stochastic kinetics for both the 

chemistry and (dis)assembly in small, well-mixed volume elements (See Appendix E for 

more details on simulation: setup, rate constant determination, full results).35 A kinetic 

model of eleven reactions was devised, including the redox reactions and fiber assembly 

and disassembly (Table 6.2).24 For each reaction, counts of chemical species, and fibers 
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were simulated in time with kinetic Monte Carlo in order to account for the stochastic 

nature of the fiber growth and decay. These counts were recorded every 0.1 s for the 

forward, backward, and dissipative processes with the initial conditions matching the 

experiments. Rate constants of diffusion-limited reactions were taken to be the diffusion 

coefficient of the relevant species.36 Once there is at least one fiber formed via reaction 

4, the addition and removal of subunits to/from fibers has finite probability. Each time this 

reaction is selected to occur, a fiber is chosen at random to gain or lose one subunit. 

These simulations gave statistics for the number of fibers and their length. 

Most rate constants in the chemical mechanism were measured experimentally 

(Appendix F). Unknown rate constants were optimized to match experimental timescales. 

Using F as a starting point, a range of rate constants for (ksp, k3, and k6) that gave 

agreement were further narrowed down to ensure agreement with the observed timescale 

of B. For these steps, ksp and k6 were varied because they had not been previously 

experimentally determined, and k3 was varied because the experimental value did not 

result in fiber growth in the simulations (see Appendix E for detailed explanation of rate 

constant determination). Here, the forward process involves reactions 1-4 and 11 and the 

backward involves 4-8 and, to a lesser extent, 9-10 with any remaining H2O2. In the 

dissipative process, all reactions in the chemical mechanism in Table 6.2 can occur. 

Using the parameters and ranges from the sequential process, the timescale of the 

simulated dissipative process was then optimized to be as close to the experimental 

timescale as possible by varying the rate constants unimportant to F and B or still having 

a range of possible values. This procedure gave simulation timescales that agreed with 
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those observed for F and B within an acceptable error and a timescale of ~22535 s in 

agreement with the timescale for D. 

Table 6.2: Chemical reactions of CSH/CSSC systems used to simulate the stochastic 
kinetics. 
Number Reaction Forward rate 

constant 
Reverse rate 

constant 
1 𝐶𝑆𝐻 + 𝑂𝐻ି ⇄ 𝐶𝑆ି + 𝐻ଶ𝑂 𝑘௙

஼ௌு = 10௣ுି௣௄ೌ𝑘௥
஼ௌு 𝑘௥

஼ௌு = 𝑟𝐷(𝐶𝑆𝐻)
/𝑉 

2 𝐶𝑆ି + 𝐻ଶ𝑂ଶ → 𝐶𝑆𝑂𝐻 + 𝑂𝐻ି 𝑘ଷ = 25 𝑀ିଵ𝑠ିଵ  
3 𝐶𝑆ି + 𝐶𝑆𝑂𝐻 → 𝐶𝑆𝑆𝐶௦௢௟

+ 𝑂𝐻ି 
𝑘ସ = 720 𝑀ିଵ𝑠ିଵ [4]  

4 𝐶𝑆𝑆𝐶௦௢௟ ⇄ 𝐶𝑆𝑆𝐶௙௜௕ 𝑘଻

= 1.46 ∗ 10ିଵ଻ 𝑀ିଵ𝑠ିଵ 
𝑘௦௣

= 1000 𝑀ିଵ𝑠ିଵ 
5 𝐷𝑇𝑇 + 𝑂𝐻ି ⇄ 𝐷𝑇𝑇ି + 𝐻ଶ𝑂 𝑘௙

஽்் = 10௣ுି௣௄ೌ𝑘௥
஽்் 𝑘௥

஽்் = 𝑟𝐷(𝐷𝑇𝑇)
/𝑉 

6 𝐷𝑇𝑇ି + 𝐶𝑆𝑆𝐶௦௢௟

→ 𝐷𝑇𝑇𝑆𝐶
+ 𝐶𝑆ି 

𝑘଺ = 5 𝑀ିଵ𝑠ିଵ  

7 𝐷𝑇𝑇ି + 𝐶𝑆𝑂𝐻
→ 𝐷𝑇𝑇𝑆𝐶
+ 𝑂𝐻ି 

𝑘ହ = 10 𝑀ିଵ𝑠ିଵ  

8 𝐷𝑇𝑇𝑆𝐶 → 𝐷𝑇𝑇௖௬௖ + 𝐶𝑆𝐻 𝑘ௗ

= 2.83 ∗ 10ିଵ଻ 𝑀ିଵ𝑠ିଵ 
 

9 𝐷𝑇𝑇ି + 𝐻ଶ𝑂ଶ → 𝐷𝑇𝑇𝑂𝐻
+ 𝑂𝐻ି 

𝑘ଵ = 0.0046 𝑀ିଵ𝑠ିଵ  

10 𝐷𝑇𝑇𝑂𝐻 → 𝐷𝑇𝑇௖௬௖ + 𝑂𝐻ି 𝑘ௗ

= 2.83 ∗ 10ିଵ଻ 𝑀ିଵ𝑠ିଵ 
 

11 2𝐶𝑆𝑆𝐶௦௢௟ → 2𝐶𝑆𝑆𝐶௙௜௕ 𝑘଻

= 1.46 ∗ 10ିଵ଻ 𝑀ିଵ𝑠ିଵ 
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Figure 6.6: Simulation data for the sequential and the dissipative processes. A) 
Normalized time series of count of species for the forward (0 𝑠 ≤ 𝑡 ≤ 5000 s) and 
backward (𝑡 > 5000 𝑠) processes reported in Δ𝑡 = 0.1 𝑠 time intervals: CSSC in fibers 
(black), 𝐻ଶ𝑂ଶ (blue), and 𝐷𝑇𝑇௖௬௖ (red). 1st dashed line indicates a >75% completion of 
the forward reaction. 2nd dashed line indicates the addition of DTT which is then 
converted to DTTcyc. 3rd dashed line represents >75% completion of the backward 
reaction. B) Normalized count of assembled subunits 𝐶𝑆𝑆𝐶௙௜௕ (black) and fuel 𝐻ଶ𝑂ଶ 
(blue) in time reported in Δ𝑡 = 0.1 𝑠 time intervals.  1st Dashed vertical line indicates 
time of peak amount of CSSC incorporated into fibers. 2nd dashed line marks the end 
of the rigorous oscillatory stage. 3rd dashed line marks the near depletion of CSSC 
fibers. Credit: Rebecca Bone and Jason Green 

In the sequential process, the simulations show a rapid conversion of CSH to an 

intermediate CSOH, which resolved to CSSC and constitutes F. During the forward 

process, rapid fiber growth leads to steady values of both fiber count and length (average 

35 units) by 4000 s. To start the backward process, DTT is injected at 5000 s. The 

presence of this fuel causes the CSSC count to quickly fall through the conversion of DTT 

to the cyclic form of DTT (DTTcyc) (Figure 6.6A) leading to the fast degradation of fibers. 

The timescale of these simulations matches the magnitude of the experimental timescale. 

Simulations of the dissipative process also show an initial rapid buildup of CSSC and 

fibers within the first several minutes (2500 s). Following this initial buildup of CSSC, fibers 
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then oscillate in count while steadily dropping in count. Around 5000 s, when the fuel is 

roughly depleted, the value of CSSC plateaus until a final decrease to trace counts of 

CSSC around (15,000 s) (Figure 6.6B). The dissipative fibers are shorter (30 units) than 

the forward process (35 units). Even accounting for the concentration dependence of rate 

constants, the timescale of the simulations is about 20,000 s (~5.6 h) which is shorter 

than the experimental results (~8 h), suggesting the importance of the kinetics of diffusion 

and fiber growth. These simulations led to the identification of a dissipative cycle (fiber 

growth through reactions 2, 3 and fiber decay through reactions 6 and 8), a sequence of 

chemical reactions that occurs approximately 10 times more often in the dissipative 

process than in the sequential process (Appendix E). 

6.3. Discussion 

Collectively, the experimental and computational data shows that the dissipative 

system executes multiple cycles of activation, deactivation, assembly, and disassembly 

of the material building blocks. The operation of a dissipative cycle means this process is 

not simply a combination of a stepwise assembly and disassembly process. For example, 

the time scale of the dissipative process (~ 8 h) is longer than the sequential forward and 

backward processes (< 1 h). One reason is that a dissipative process can locally cycle 

between assembly and disassembly until the excess fuel (150 mM H2O2) is depleted. This 

cycling increases the total number of reactions that occur in the dissipative process than 

the sequential process. The sequential process cannot execute this cycle and the amount 

of H2O2 and DTT used is limited by the initial concentration of CSH (10 mM). However, 

the cycle alone is likely not sufficient to explain the disparity in the time scale of the 

dissipative and sequential process. The simulations, which account for the cycling and 
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stochasticity of the reaction and fiber growth kinetics, predict the dissipative process to 

be ~20000 s (5.6 h) and the sequential process to be ~ 5000 s (1.4 h). They also suggest 

that accurately modeling the high energy structures formed by dissipative chemistry 

requires not only detailed modeling of chemical kinetics but also the diffusive kinetics and 

concentration gradients across longer length scales. This is consistent with previous work 

showing a time delay results between the activation process and the self-assembly.37 This 

discrepancy could account for the difference between the experimental and simulation 

timescales of the dissipative process. Additionally, local diffusion gradients are likely one 

reason why the dissipative system is more complex and heterogenous compared to the 

sequential process. The presence of gradients may arise from the asymmetric evolution 

of fibers (and CSSC) in the dissipative process, which exhibits complex fluctuations 

followed by a maximum value and a quick collapse. Similarly, the quantified stacked 

phase data also shows oscillations in the normalized density distribution of the stacked 

phase.  

Several dissipative systems have been shown to display oscillatory behavior,38,39 

indicating this could be a common feature of dissipative chemistry. Such oscillatory 

behavior could explain the high stochasticity associated with dissipative systems.40 In 

contrast, conventional sequential processes shows a logarithmic growth and decay of 

fibers. Dissipative systems, being out-of-equilibrium must exist in a state of high energy 

flux and must produce entropy upon activation by a chemical fuel.30 In another dissipative 

assembly process, Nicholson et. al.40 found the diversity in length and number of fibers 

correlated with the entropy in the system. As entropy is a measure of the number of 

microstates, I postulate that greater diversity in fiber features and mixed morphologies 
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observed in the dissipative system indicates it produces more entropy than the sequential 

process. 

The sequential and dissipative processes are most similar in the early and late 

time points, when the assembly and disassembly reactions respectively dominate. For 

example, both the dissipative and sequential processes begin with the formation of large 

(>1 micron diameter) unstructured aggregates. Such aggregates, which are known as 

liquid or solid phase precursors, are very common in fiber formation and crystallization 

processes.41–43 These precursors phases contain high local concentration of building 

blocks and can result in rapid fiber nucleation.42–44 For example, microtubules, which grow 

as supramolecular fibers, have been shown to form via a liquid droplet precursor 

mechanism.45,46 These liquid precursors convert into centrosomes, which are the 

organization centers for microtubule growth.46,47 I postulate that the high-density fiber 

regions observed are analogous to these organization centers and therefore I will refer to 

them as centrosome-like structures (Figure 6.1C, Figure 6.3C-D). Interestingly these 

centrosome-like structures appear in both the sequential and dissipative processes 

indicating they are part of a general feature of fiber formation rather than a specific feature 

of dissipative chemistry. At the late time points both processes show trace amounts of 

assembled structures either due to kinetic trapping or residual oxidation of CSH. 

The most distinctive difference between the sequential and dissipative processes 

are seen in the intermediate time points when the kinetics of both the forward and 

backward processes are sufficiently high to influence the morphology of the assemblies. 

During the forward reaction, the sequential process rapidly forms a thermodynamically 

stable product (Figure 6.1B, D-E). In the backward disassembly step, as DTT is added, 
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the fibers become unstable, form a transient intermediate stacked phase which rapidly 

disassembles (Figure 6.2B, D). During the dissipative process the constant cycling 

enables the stacked phase to be sustained for ~ 6 hours and is present in combination 

with disperse fibers (Figure 6.3B, F, Figure E.13). In the sequential process, fibers have 

time to grow to greater lengths and diffuse away from each other without also being 

simultaneously decayed. The diffusion of fibers away from each other prevents there from 

being dense pockets of decaying fibers. The diffusion and the longer fiber length result in 

less entropic driving force toward creating the stacked conformation in the sequential 

process. This can happen because fibers are not being decayed while they are 

simultaneously being built in the forward process. Conversely, the decay in the dissipative 

process is also happening when fibers would otherwise be diffusing away from each other 

with very little decomposition in the sequential process. The occurrence of this stacked 

phase in the backward process is also likely prolonged in the dissipative process due to 

the general lengthening of the timescale on which the dissipative process occurs.  

Importantly, the stacked phase in the backward reaction is limited to short rods whereas 

in the dissipative process, both fibers and rods can show ordered stacking. This indicates 

that although the dissipative process is stabilizing a transient intermediate in the 

sequential process, it is also capable of providing structures with order over larger 

distances e.g., stacked fibers. The degree of stacking reaches a maximum in later time 

points (Figure 6.5) which coincides with a period of sustained fiber count in the simulations 

when the fuel is almost depleted. From this data, a plausible design principle emerges 

because of the nonlinear nature of the kinetics: smaller amounts of fuel might be 

necessary to sustain the fibers compared to the amount of fuel needed to create them 
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initially. To test this hypothesis, my collaborators simulated the addition of small doses of 

fuel at regular intervals in the dissipative process to sustain the fiber population (Appendix 

E simulation section). The simulations show that fibers can indeed be sustained with a 

small amount of fuel when there is feedback between fiber structures and fuel added. 

Future work is needed to fully exploit this principle; however, we believe that minimal fuel 

doping could be a promising method to maintain highly ordered thermodynamically 

unstable structures. 

6.4. Conclusion 

In summary, I have compared the self-assembly mechanisms for a conventional 

sequential assembly-disassembly process and dissipative process using time-resolved 

CryoEM, quantitative image analysis, and kinetic Monte Carlo simulations. A central tenet 

of dissipative self-assembly is that thermodynamically unstable structures can be 

sustained by the continuous input of fuel.17 Here, by isolating and studying the sequential 

process, I am able to identify which morphologies are thermodynamically stable and 

which are thermodynamically unstable. In the dissipative process, I show early and late 

timepoints of the system resembles that of a conventional assembly process. During the 

middle stages of the dissipative reaction the samples display structural features which 

can be found in the sequential process. However, each time point in the dissipative 

process is more heterogenous and the evolution of structures is more complex. 

Importantly, I show that transient yet highly ordered intermediates in the sequential self-

assembly process can be stabilized using dissipative chemistry. Simulations were used 

to rationalize these differences, suggesting they may arise from less diffusion and shorter 

fiber lengths in the dissipative process compared to the sequential process. They also 
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reveal the chemical kinetics of the dissipative process display oscillatory behavior which 

is in line with a highly stochastic process. From a design point of view, these findings are 

extremely important as I can now tune the reaction kinetics to select for and enhance the 

yield of this unstable phase. I anticipate that these findings will also be useful for 

understanding how higher-ordered systems are maintained using dissipative chemistry. 

These mechanistic distinctions will be key in streamlining the development of dissipative 

materials with unique structures, dynamics, and functions that are unattainable by 

conventional processes. 

6.5. Experimental Section 

Chemicals and Reagents: CSH was synthesized according to previously described 

procedures and was stored in an N2 glove box.24 (Need to list where synthetic reagents 

came from for this). Hydrogen Peroxide was purchased from Fisher Chemical, DL- 

Dithiothreitol (DTT) was purchased from Sigma Aldrich. Dithiobutylamine (DTBA) was 

purchased from Sigma Aldrich. 

Buffer Preparation: Buffers were prepared by combining 0.1 M citric acid solution and 0.2 

M Na2HPO4 solution in amounts adapted from the Sigma-Aldrich buffer center guide. The 

pH of the buffer solutions was then measured with a pH meter and adjusted with dropwise 

amounts of 1 M citric acid or 10 M sodium hydroxide solutions to reach the desired pH 

(pH = 6.0). 

Representative Procedure for Dissipative Material Preparation: To a solution of CSH in 

methanol (200 mM, 50 μL) was added a buffer solution contained DTT (250 mM, 800 μL). 

An additional 100μL of buffer solution was added. Individual solutions were briefly heated 

(40° C) or sonicated before mixing to dissolve components. To start the dissipative 
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process, a solution of H2O2 was added (3M, 50μL) via syringe and vortexted for 10 s to 

initiate the reaction. The final solution had a concentration of 200 mM DTT, 150 mM H2O2 

and 10 mM CSH. In one control, DTBA was substituted for DTT. 

Representative Procedure for Sequential Assembly, Disassembly Material Preparation: 

The assembly of CSH to CSSC was carried out by following the above procedure but 

omitting the DTT from the process. The amounts of H2O2 and CSH were varied keeping 

the overall volume the same. The disassembly process was then initiated from an 

assembly reaction that sat for at least several hours by adding DTT dissolved in a minimal 

amount of buffer. The vial was then vortexed for 10 s to mix the DTT into the hydrogel. 

Ultra-High-Performance Liquid Chromatography (UPLC) analysis was conducted on an 

ACQUITY H Class Plus equipped with an ACQUITY UPLC BEH C18 (2.1 x 50 mm, 1.7 

µm) reverse-phase column. The absorbance data was captured with a poly diode array 

at 225 nm and compared to the absorbance of a standard curve of known concentrations. 

The analysis was carried out with N-acetylcysteine amide (NACA) as a non-gelating 

analogue for CSH. 

Rheology: Oscillatory rheology was collected from CSH/CSSC samples on a TA DHR 2 

rheometer. Gels were loaded using a 20 mm steel Peltier plate. Samples for rheology 

experiments were prepared as above and were immediately placed on the rheometer 

plate. Loading took about 100 s. Time sweeps were measured by subjecting the materials 

to an oscillatory strain of 0.5% at 1 Hz and the plate was kept at 25° C. The storage 

modulus was measured at 6 s intervals until the storage modulus reached a stable value. 

Cryogenic-Transmission electron microscopy (Cryo-TEM): Cryo-TEM samples were 

prepared from solutions previously prepared onto Quantifoil R3.5/1 (Electron Microscopy 
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Sciences) grids. Grids were glow discharged for 70 s to increase hydrophilicity prior to 

sample loading. Vitrification was carried out by an Automatic Plunge Freeze ME GP2 

(Leica Microsystems) with 3 μL of sample. Grid preparation was performed at 95-99% 

humidity and the grids were blotted for 3 s prior to plunging into liquid propane. Time 

points were noted as the grids were plunged. For the 8 s time points, the reactions were 

mixed on the grids and immediately blotted, the whole process taking 8 s. Select CryoEM 

samples were then placed on a Gatan CryoEM holder and imaged on a JEOL 2100 TEM 

using a Schottky type field emission gun operating at 200 keV. Images were recorded 

using Serial EM software with a Gatan OneView CMOS camera at 4kx4k resolution. 

For detailed information of image processing and simulations see Appendix E. 
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Chapter 7: Visualizing teixobactin 

supramolecular assemblies and cell wall 

damage in B. subtilis using CryoEM 

This chapter is adapted from a research article: “Visualizing teixobactin supramolecular 

assemblies and cell wall damage in B. subtilis using CryoEM. Paul Joshua Hurst, Michael 

A Morris, Annissa A Graham, James S Nowick, Joseph P Patterson, ACS Omega, 2021, 

6 [41] 27412-27417.” 
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7.0. Abstract 

The antibiotic teixobactin targets bacterial cell walls. Previous research has proposed that 

the active form a teixobactin is a nano/micron sized supramolecular assembly. Here I use 

cryo-EM to show that at 1 mg/mL teixobactin forms sheet-like assemblies that selectively 

act upon the cell wall. At 4 µg/mL, teixobactin is active and aggregates form either 

transiently or sparingly at the cell surface. 
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7.1. Introduction 

The peptide antibiotic teixobactin was reported in 2015,81 and shows promise for 

addressing antibiotic resistance in Gram-positive bacteria.81-87 The proposed mechanism 

of action is inhibition of cell wall biosynthesis and peptidoglycan precursor recycling, 

leading to cellular lysis of bacteria.81, 82 Teixobactin targets the pyrophosphates of lipid II 

(peptidoglycan), and lipid III (teichoic acid) cell wall building blocks.81, 88 As these targets 

are extracellular and nearly immutable, it makes it difficult for bacteria to become resistant 

to teixobactin.89 

To enable the design of antibiotics with improved pharmacological properties, 

several studies have tried to obtain a more detailed understanding of teixobactin’s 

mechanism of action. Teixobactin has been shown to dimerize as a consequence of its 

stereochemical configuration and amphiphilicity.81, 90, 91 The dimerization of teixobactin 

results in the formation of antiparallel β-sheets and higher order fibrils.91 Solid-state NMR 

studies of a teixobactin analogue in the presence of lipid II indicate the N-terminal tail of 

teixobactin forms a β-sheet conformation that aggregates beyond the dimer state.88 NMR 

spectroscopy and fluorescence microscopy studies of a teixobactin analogue in the 

presence of lipid II giant unilamellar vesicles (GUVs) showed the formation of micron 

sized teixobactin-lipid II aggregates at the surface of the GUVs.88, 90 Fluorescence 

microscopy studies of a fluorescent teixobactin analogue in the presence several Gram-

positive bacteria, including B. subtilis, corroborated that teixobactin binds to the cell walls 

of bacteria.92 Collectively, these studies provide evidence that the active form of 

teixobactin, and its analogues, are nano/micron sized aggregates that form at the cell wall 

of bacteria.  
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To test this hypothesis, I performed cryo-transmission electron microscopy 

(cryoEM) experiments on B. subtilis in the presence and absence of teixobactin. The 

advantage of cryoEM is that it can provide high resolution images of the bacteria in a 

near-native state. This allows us to distinguish and inspect features of bacteria, such as 

the cell wall, and how they respond to treatment with teixobactin. CryoEM also enables 

visualization of the aggregation behavior of teixobactin at nanoscale resolution. While 

most CryoEM antibiotic research focuses structural deduction of antibiotic interaction,93-

95 this study focuses on observing the presence of teixobactin aggregates and the effect 

teixobactin has on cellular features of B. subtilis. 

7.2. Results and Discussion  

As a control, CryoEM experiments were performed on untreated B. subtilis (in PBS 

containing 5% DMSO) to identify structural features of the cells in their native state (Figure 

7.1).96 B. subtilis was selected for this study due to its large size and its structural rigidity.97 

Suspensions of live B. subtilis were added to cryoEM grids, plunge frozen, and imaged 

directly. In contrast to previous cryoEM studies on B. subtilis, I did not microtome or mill 

the cells with a focus-ion beam.98-100 Consistent with previous transmission electron 

microscopy studies on untreated B. subtilis, I was able to identify detailed intra- and 

extracellular features of B. subtilis, including vesicles, the cell membrane, cell wall, 

bacterial fibrils and the periplasmic space (Figure 7.1, Figures F.1-2).98-104 Bacterial cell 

walls were classified as being “intact” or “degraded”. Degraded cell walls were then sub-

classified as containing a “low density region”, a “hole” or being “fully degraded”. Details 

and examples of these classifications are given in Figures F.3-6, Table F.1. In the B. 

subtilis control sample, 19% of cells displayed cell wall degradation with 12% being low 
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density regions, 7% from the presence of a hole and no cells were observed to be fully 

degraded (n=85). I believe that some of the observed cell wall degradation is related to 

natural processes that are a part of the bacterial life cycle. For example, sporulation is a 

process that results in the cell wall degradation due to release of a bacterial spore (see 

Figure 7.1B).100, 105 Cell wall or bacterial damage could also be the result of the shear 

forces exerted on the cells during the blotting stage of the cryoEM prepration.106, 107 

Although I cannot identify the exact nature of each degraded cell wall, classification is 

important for comparison with B. subtilis treated with teixobactin. The B. subtilis control 

sample shows that bacterial fibrils were present in 86% of the micrographs. These fibrils 

are long and flexible with a diameter of 10.9 ± 0.8 nm (n=55, Figure 7.1E, Table F.2) and 

could be bacterial flagella, or TasA protein fibrils. TasA protein fibrils are thought to be 

responsible for forming biofilms.104, 108, 109 Treatment with formic acid indicates the fibrils 

are TasA (Figure F.7). 
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Figure 7.1: CryoEM images of B. subtilis in PBS buffer and 5% DMSO. Scale bar is 
200 nm. A) Overview of bacteria. B-C) Images showing intra and extracellular features 
such as the cell wall and bacterial fibrils. D) Cropped region of image C highlighting the 
periplasmic space between the cell wall and cell membrane. E) Line profiles from 
bacterial fibrils from image C (order from top to bottom), insets boxed in light blue. 

 

 
Figure 7.2: CryoEM images of 1 mg/mL teixobactin in PBS buffer and 5% DMSO. Scale 
bar is 200 nm. A) Overview of teixobactin aggregates. B) Teixobactin aggregates show 
the presence of sheet-like structures. C) Molecular structure of teixobactin. D) Line 
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profiles measuring the thickness of sheets from B that are perpendicular to the imaging 
plane. 

As a second control, the aggregation behavior of teixobactin in solution, without B. 

subtilis, was studied by light scattering and cryoEM. Light scattering experiments were 

performed on a series of teixobactin solutions from 4 μg/mL to 1 mg/mL. The lower 

concentration is in-line with the previous fluorescence microscopy studies of a fluorescent 

teixobactin analogue,92 and the higher concentrations are in line with previous structural 

studies by solid-state NMR.90 The light scattering results indicate a critical aggregation 

concentration of ~0.2 mg/mL (Figure F.8). CryoEM experiments on a 4 μg/mL teixobactin 

solution did not reveal any nano/micron sized aggregates (Figure F.9). However, it should 

be noted that at such low concentrations it would be difficult to find aggregates by cryoEM 

even if they were present. CryoEM experiments on the 1 mg/mL solution revealed that 

teixobactin forms nano/micron sized sheet-like structures, (Figure 7.2, Figure F.10) When 

the sheets are perpendicular to the imaging plane, they present as high contrast “rod-like” 

structures, which enables measurement of the sheet thickness, 4.6 ± 0.9 nm (n=216) 

(Table F.3, Figure F.11). This thickness is similar to the diameter of the double helix of β-

sheets formed by a Lys10-teixobactin analogue.91  The thickness and morphology of the 

teixobactin sheets is significantly different from the bacterial fibrils, making it easy to 

distinguish between them. It is important to note that the minimum inhibitory concentration 

(MIC) of teixobactin against B. subtilis is 0.06 µg/mL. Although these results show that 

there is no significant aggregation of teixobactin at low concentrations, aggregation in the 

presence of a bacteria could occur due to binding with cell wall building blocks or a high 

local concentration at the bacteria surface.  
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Figure 7.3: CryoEM images of B. subtilis treated with 1 mg/mL (A-D) and 4 μg/mL (E-
G) teixobactin in PBS buffer and 5% DMSO. Scale bar is 200 nm. A) Overview of 
bacteria in sample. Teixobactin aggregates are low contrast and difficult to see at this 
magnification B-C) Images showing low-contrast teixobactin clusters, higher-contrast 
teixobactin sheets and bacterial remnants. D) Line profile of teixobactin sheets 
measured in image C (order is left to right). E) Overview of bacterium with cell wall 
damage. F-G) Images showing cell wall damage in bacteria. Image F shows a possible 
teixobactin sheet. 

To visualize interactions between B. subtilis and teixobactin using CryoEM, B. 

subtilis was treated with teixobactin at 1 mg/mL and 4 μg/mL.To optimize the imaging 

conditions for cryoEM, the concentration of bacteria used in our cultures was significantly 

increased compared to the MIC assay (2.4x108 CFU/mL compared to 5x105 CFU/mL),1 

and the bacteria were treated for 4 h, compared to 16 h for the MIC assay. The purpose 

of the high concentration experiments is to determine if  teixobactin aggregates can be 

identified at the surface of B. subtilis, if the structure of the teixobactin aggregates 

changes due to the presence of B. subtilis, and what structural effects the teixobactin 

aggregates have on the cell wall.  CryoEM experiments at 1 mg/mL (Figure 7.3A-D, Figure 
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F.12) showed that 100% of the cells had cell wall damage. 96% of cells displayed 

complete degradation and 4% displayed a hole (n = 146). Interestingly, many bacteria 

display an intact cell membrane, even though the cell wall has been completely degraded, 

indicating the formation of a protoplast.110 This indicates that teixobactin has a specificity 

towards the cell wall and supports the hypothesis that teixobactin aggregates play a role 

in the destruction of the cell walls of Gram-positive bacteria. The cryoEM images show 

the presence of teixobactin sheets, which are most easily identified when oriented 

perpendicular to the imaging plane (Figure 7.3C-D). The sheet structures have a 

thickness of 4.5 ± 0.7 nm (n = 128) consistent with the measurements in teixobactin 

samples prepared in the absence of bacteria. The cryoEM images also show the 

presence of clusters composed of rod/fiber-like structures which are structurally distinct 

from both the teixobactin and the bacterial fibrils with a diameter of 7.2 ± 0.7 nm (n=67) 

(Figure 7.3C, Figure F.13 for histogram). Considering these clusters are not observed in 

either control sample, I believe they are the result of teixobactin binding to cell wall 

precursors, consistent with previous reports.88, 90 

CryoEM images of the 4 μg/mL (Figure 7.3E-G, Figure F.14) sample showed that 

69% of cells had cell wall degradation. 6% contained low density regions, 53% contained 

holes, and 10% displayed complete degradation (n=169). This shows that teixobactin is 

active in this sample, as evidenced by the increase in cell wall degradation compared to 

the control, and that I can image both pre-degradation and post-degradation cells. Despite 

imaging 169 cells, only 6 sheet-like structures were found (6%, n = 104), and I found no 

evidence of the cluster structures (Figure F.15). Additional experiments at 4 μg/mL using 

0.2% DMSO showed little to no sheet-like structures (3% of 75 images and 0% of 58 
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images) and no cluster structures were found. The sheets had an average thickness of 

4.8 ± 0.6 nm which is consistent with the teixobactin control. In only one case, a sheet is 

spatially correlated with a cell wall hole (Figure 7.3F). This could be seen as evidence to 

support the hypothesis that the active form of teixobactin is an aggregated state. 

However, I believe the observation is inconsistent with frequency of cell wall degradation. 

Furthermore, based on the previous fluorescence microscopy studies I would expect to 

see aggregates present around all of the bacterial cells.92  There are two possible 

interpretations of this data. 1) The majority of the teixobactin molecules do not form 

nano/micron aggregates at the surface of the bacteria and are in a non-aggregated state. 

2) Most teixobactin molecules form nano/micron sized aggregates at the bacteria surface, 

but they form transiently and disassemble after acting upon the cell wall. It is important to 

note that the “non-aggregated states” I am referring to here could include teixobactin 

dimers or higher order oligomers which would be too small to be observed under these 

imaging conditions. In both interpretations, teixobactin is present at the surface of the 

bacteria in both a nano/micron sized aggregated state and non-aggregated state. This 

mixture of species makes it difficult to conclude if one or both species are active upon the 

cell wall. Another interesting observation is that the bacterial fibrils seem unaffected by 

teixobactin. The average diameters and abundance were consistent across all samples 

(Table F.3). Although bacterial fibrils have been hypothesized to provide some 

antibacterial resistance, our data indicates that teixobactin does not degrade or interact 

the fibrils. 
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7.3. Conclusion 

In summary, cryoEM data shows that at concentrations of ~ 1 mg/mL teixobactin 

forms sheets and clusters in the presence of B. subtilis, which correlates with cell wall 

degradation. At 4 µg/mL, teixobactin is still active upon the cell wall, but teixobactin 

aggregates are only found in 6% of micrographs. One possible interpretation of the data 

is that at low concentrations, the aggregates form transiently, making their observation by 

cryoEM challenging. Collectively, the data support the hypothesis that teixobactin acts 

upon the cell wall, 88, 90, 92 and provides evidence that teixobactin is present in both an 

aggregated and non-aggregated state. Further studies are required to determine if 

aggregation is a prerequisite for activity. This study also shows that cryoEM can provide 

important information regarding the aggregation behavior of antibiotics in the presence of 

cells. 

7.4. Experimental section 

Culturing Bacteria for Imaging: Bacillus subtilis (ATCC 6051) was cultured overnight (ca. 

16 h) in Mueller-Hinton broth in a shaking incubator at 37 °C. The following morning, the 

cultures were diluted 1:100 in Mueller-Hinton broth and were allowed to grow 

exponentially in a shaking incubator (225 rpm) at 37 °C. Once an OD600 of ca. 0.3 was 

achieved, 500 μL of bacteria was transferred to a sterile Eppendorf tube, and the bacteria 

were centrifuged at 4000 rpm (1300 g) for 5 min. 

Treatment with teixobactin: While the bacteria were being centrifuged, 1 mg/mL and 4 

µg/mL solutions of teixobactin (HCl salt, NovoBiotic Pharmaceuticals, characterized by 

HPLC and MALDI Figures F.16-18) were freshly prepared. The 1 mg/mL teixobactin 

solution was prepared by diluting 50 µL of the 20 mg/mL DMSO stock solution of 
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teixobactin in 950 µL of sterile PBS. The 4 µg/mL teixobactin solution was prepared by 

combing 4 µL of the 1 mg/mL DMSO stock solution of teixobactin and 46 µL of sterile 

DMSO so that the final concentration of DMSO in the solution was 5%. To this solution, 

950 µL of sterile PBS was then added to create a 4 µg/mL teixobactin solution. After 

centrifuging the bacteria (see above), the supernatant was removed, the pellet was 

resuspended in 500 µL of either 1 mg/mL or 4 μg/mL of the teixobactin solution, or 5% 

v/v DMSO in sterile DMSO as a control, and the bacteria were incubated in a shaking 

incubator (225 rpm) at 37 °C for 4 h. The samples were then prepared for CryoEM 

analysis.  

Light scattering: Measurements were taken with a Malvern Zetasizer ZS Nano dynamic 

light scattering instrument. For each sample, the instrument was set to automatic runs 

(ranging from 10 to 20) to ensure the instrument achieved sufficient signal and averages 

of three measurements were taken. The data displayed poor fit to the autocorrelation 

function which is typical for highly anisotropic samples with broad size distributions 

(lengths and widths of the sheets). Consequently, derived count rate was plotted to look 

for changes in the total scattering. 

Cryogenic-Transmission electron microscopy (CryoEM): CryoEM samples were prepared 

from bacterial solutions within less than hour after sample preparation onto Lacey Carbon 

or Quantifoil R2/2 (Electron Microscopy Sciences) grids. Grids were glow discharged for 

70 s to increase hydrophilicity prior to sample loading. Vitrification was carried out by an 

Automatic Plunge Freeze ME GP2 (Leica Microsystems) with 3 μL of sample. Grid 

preparation was performed at 95-99% humidity and the grids were blotted for 3 s prior to 

plunging into liquid propane. CryoEM samples were then placed on a Gatan CryoEM 
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holder and imaged on a JEOL 2100 TEM using a Schottky type field emission gun 

operating at 200 keV. Images were recorded using Serial EM software with a Gatan 

OneView CMOS camera at 4kx4k resolution. Additional CryoEM samples of this study 

are provided in Figures F.19-20. Image measurements were performed on Digital 

Micrograph (Gatan) by creating line profiles and measured the half width minimum of 

intensity peaks. 
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Author’s Concluding Remarks 
The second law of thermodynamics is that the entropy of the universe is always 

increasing. Entropy can be defined as the possible number of microstates or 

configurations a system has. However, it is often more simply referred to as the 

maximization of disorder or chaos. The universe is inherently stochastic. The fact that life 

exists on Earth is less than a one in a million chance. Yet, against all odds, we exist as 

highly intelligent beings. Life would be impossible without the organization of complex 

molecules into higher-ordered structures. These structures form as a result of the 

constant flux of energy and matter, driving these systems out of equilibrium. In contrast, 

the materials that made our modern world are lifeless, unable to respond to environmental 

changes and doomed to the impending degradation of nature. In our quest to conquer the 

mysteries of the origin of life, we need to understand the mechanisms of self-assembly, 

particularly how ordered structures exist and are maintained despite the chaos that 

defines the universe. The work in this dissertation represents a very small piece of that 

puzzle. I hope to expand my expertise of molecular self-assembly to tackle problems of 

the modern era such as environmental threats and improving healthcare and human well-

being. With increasing research and development, synthetic non-equilibrium molecular 

self-assemblies can perhaps be endowed with adaptability and functionality rivaling that 

of biological systems. 
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Appendix A: Supplementary Information for Chapter 2 
A.1. Supplementary Discussion 

% Crystallinity Calculations: Crystallinity is tracked over time by comparing the area of 

the crystalline peaks to the total area in WAXS patterns. The data shows that the 

crystallinity is predominantly from the PLLA block, however we noted additional peaks in 

diffraction pattern of samples with PLLA DP 25 and 45 which corresponds to PEG 

crystallinity. An analysis of WAXS patterns of PLLA-b-PEG with increasing DP of PLLA 

at 20% solids w/w also show PEG crystallinity present for PLLA25-b-PEG45 6 and PLLA45-

b-PEG45 10 but absent for PLLA90-b-PEG45 16 and PLLA135-b-PEG45 (Figure A.5). It is 

known that in bulk BCP crystallization of PLLA-b-PEG, lower DP PLLA BCPs exhibit 

marked PEG crystallinity.111 Thus, we split the PLLA peaks from PEG peaks using 

previous polymer crystallization data (Figure A.4, Tables A.6-7, Supplementary 

Methods)45, 46 For the PLLA 90 samples the kinetic study shows that the PEG crystallinity 

is relatively constant over time (unlike the PLLA crystallinity which increases overtime) 

and therefore we do not believe the PEG crystallinity is a significant driving force of the 

self-assembly. We also note that both models (convoluted and unconvoluted peaks) 

discussed in the methods section show the same general trend with respect to the 

differences between the PLLA DP 45 and 90 samples (Tables A.4-7, Supplementary 

Methods). 

Controls: A control experiment was performed by re-dispersing poly-L-lactide-block-

polyethylene glycol (PLLA-b-PEG) block copolymer (BCP) into water that has been 

synthesized in dichloromethane, where no self-assembly take place (Figure A.6). The 

control BCP failed to disperse in water whereas the ROPI-CDSA polymers readily formed 
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turbid solutions. A second control was performed by preparing PLLA-b-PEG through a 

solvent switch process (tetrahydrofuran to water) and a CDSA process (heating to 65 °C 

and cooling), in both cases the structure formed are significantly different to those 

generated by ROPI-CDSA (Figure A.7-10). This shows that the structures formed during 

the ROPI-CDSA processes are essential for creating the assemblies in water. Preparation 

of the cryogenic-transmission electron microscopy (cryo-TEM) samples directly in toluene 

was challenging due to partial/full evaporation of the toluene during the blotting stages, 

however comparison of the same samples prepared directly in toluene and by freeze 

drying showed similar structures (Figure A.11).  

Dispersion vs. emulsion PISA: PISA processes can be categorized as dispersion PISA, 

where both the monomer and stabilizer block are soluble in the reaction solvent or 

emulsion PISA, where the monomer is stabilized by an emulsifier.14 Here, L-lactide 

monomer has a limited solubility in toluene of about 60 mg/mL. Consequently, in solutions 

with lower target DP or lower solids content, ROPI-CDSA is a dispersion PISA process, 

However, in solutions with higher target DP and/or high % solids w/w, not all L-lactide 

dissolves in toluene (even with long stir times). Upon the beginning of the polymerization, 

the excess L-lactide dissolves in solution because of decreasing L-lactide concentration. 

Following polymerization, the solutions remain clear until the onset of turbidity. In these 

experiments  ROPI-CDSA has features of both dispersion and emulsion PISA. In addition, 

from low conversion of homopolymerization in toluene, we know the PEG stabilizer block 

is necessary to enable the polymerization in toluene. This observation is analogous with 

the ability of the macroinitiator increasing the polymerization rate constant (kp) as the 

growing block becomes more insoluble. 
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Non-equilibrium PISA: The term “non-equilibrium” is often used interchangeably with 

“far-from-equilibrium” assemblies.55, 70 Mattia and Otto,55 have provided clear descriptions 

of the following important terms which we quote from their paper: 

“Equilibrium assemblies. Systems that are likely to persist for a long time due to their 

thermodynamic stability. 

Kinetically trapped assemblies. Systems that are transiently durable, trapped in a local 

minimum of the energy landscape. It would take time, or activation energy, for them to be 

converted to more stable structures.  

Far-from-equilibrium assemblies. Systems that require a continuous supply of energy to 

persist. If the energy supply stops, the system would fall apart and end up in a 

thermodynamic minimum state (or in a kinetic trap en route). The continuous energy-

driven transformation that these structures undergo makes it possible for them to have 

interesting, and sometimes unpredictable, emergent functions.” 

Here, we refer to “equilibrium assemblies” as being “thermodynamically controlled” 

processes because for polymeric assemblies it is almost impossible to determine if they 

are really in-equilibrium. But it is possible to provide evidence they are thermodynamically 

controlled, for example, by assembling them under different conditions to see if they form 

the same structures.8 

It is clear that in any PISA process there is some non-equilibrium behavior as PISA 

inherently creates an unstable building block (the growing amphiphile) from a stable 

building block (the soluble homopolymer). However, we believe it is only useful to apply 

the term non-equilibrium if there is some practical advantage to the creation of this non-

equilibrium state. In situations where the structural evolution of the assemblies is much 
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faster than the polymerization time,28, 68, 69, 112 the non-equilibrium state that occurs after 

the monomer is added (but before the system reorganizes to a new structure) is so 

transient that it is not practically useful, or at least, there have been no demonstrations 

that it is practically useful. Consequently, we refer to these situations as being 

thermodynamically controlled because the structures at each stage can be predicted 

based on the thermodynamics of the polymer structures and its environment. In this 

regime, changing the polymerization kinetics will only change the rate at which the 

structures evolve but it will not provide access to different structures. For PISA processes 

that result in kinetic trapping it is important to note that if the evolution of the assemblies 

is much faster than the polymerization time then the formed structures are still based on 

thermodynamics, because the result is a trapped structure that was formed by an ‘in-

equilibrium’  assembly process. In this paper, the practical advantage comes from the 

ability to trap multiple different structures as they evolve in solution after the 

polymerization has finished.  

A.2. Supplementary Methods 

Homopolymer Synthesis: Homopolymer synthesis was carried out following the 

procedure in the text apart from exchanging mPEG for ethanol. Samples were 

synthesized in both toluene and dichloromethane. 

% PLLA Crystallinity Calculations 

To calculate %PLLA crystallinity values the area of the discernable crystalline peaks was 

divided by the total area subtracted from the background as in Equation A.1: 

% 𝐶𝑟𝑦𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑖𝑡𝑦 =
஺௥௘௔ ௎௡ௗ௘௥ ஼௥௬௦௧௔௟௟௜௡௘ ௉௘௔௞௦

்௢௧௔௟ ஺௥௘௔ ௨௡ௗ௘௥ ௉௘௔௞௦ି஻௔௖௞௚
∗ 100%   (A.1) 
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As preparing WAXS samples was time-intensive, several triplicate of one sample 15 

(PLLA90-b-PEG45 10% solids w/w 24 hours) were used establish a baseline error of ± 

5.0%. FTIR peak ratio error was also established by the same method giving a baseline 

error of ± 0.045. 

PLLA Crystallinity was calculated by dividing crystallinity by the % wt. PLLA of PLLA-b-

PEG block copolymers as in Equation A.2: 

% 𝑃𝐿𝐿𝐴 𝐶𝑟𝑦𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑖𝑡𝑦 =
% ஼௥௬௦௧௔௟௟௜௡௜௧௬

% ௪௧ ௉௅௅஺
∗ 100%     (2) 

 % wt. PLLA for PLLA45-b-PEG45 (10% solids w/w 9) and PLLA90-b-PEG45 (10% solids 

w/w 15) is 62% and 76% respectively. 

Control Self-Assembly Experiments: All controls were synthesized using TBD in 

dichloromethane (rather than toluene) where no self-assembly or crystallization should 

take place. Controls were also purified by precipitation in diethyl ether. 

Resuspension in water: Amorphous PLLA-b-PEG and Milli-Q water (ρ> 18 MΩ cm) were 

mixed to give a concentration of 0.5 mg/mL. The resulting suspension was sonicated for 

30 minutes. The suspension did not dissolve as indicated visually in Figure A.6. 

Self-assembly by solvent switch: PLLA-b-PEG was dissolved in THF to give a 

concentration of 10mg/mL. Milli-Q water was added in fractions a tenth of the THF added. 

Fractions were spaced twenty minutes apart while the sample stirred. Once samples had 

reached turbidity, no more additional water was added, and samples were dialyzed three 

times overnight to remove residual THF. 

CDSA in water: PLLA-b-PEG and Milli-Q water were mixed and heated to 65 °C. Water 

was added until the polymer fully dissolved. The solution was heated at 65 °C while 

stirring and was rapidly cooled to room temperature. 
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CDSA in toluene: PLLA-b-PEG was mixed with toluene to give similar concentrations as 

in ROPI-CDSA. Solutions were stirred for one day and inspected visually for signs of 

gelation (e.g. how viscous the solution was on upon inverting the vial). 

Organic cryo-TEM grid preparation: Cryo-TEM samples from toluene were prepared 

from Quantifoil grids or graphene oxide coated lacey carbon grids (Electron Microscopy 

Sciences). Samples were diluted with toluene to give a concentration of 0.5 mg/mL right 

before sample preparation. Vitrification was attempted by an Automatic Plunge Freezer 

ME GP2 (Leica Microsystems) with 3 μL of sample. Sample preparation was carried 

without utilization of a humidity chamber and blotted for 1 s before auto-plunging into 

liquid nitrogen. Blot times longer than 1 s resulted in grids too thick to image caused by 

toluene evaporation.   

Measurements of Cryo-TEM images: Cryo-TEM images were measured using 

DigitalMicrograph (Gatan) software. Line profiles with integrations of 50 pixels were made 

to measure width accurately. Length was measured from structure end to end. Lamella 

width and length were measured from the widest and longest points respectively. Lamella 

thickness was determined by measuring lamellae perpendicular to the image plane (For 

an example of this, see Figure 2.4i). About 10-50 measurements were made on each 

sample.  

Rheology: Oscillatory rheology was collected from organogels on a TA DHR 2 

rheometer. Gels were loaded using a 20 mm steel Peltier plate. Measurements were 

taken from 1.0e-3 to 100.0 strain % at 25 °C. 
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PLLA Length Calculation: Using CrystalMaker®, a short PLLA chain was simulated and 

allowed to relax to a minimum energy configuration. After which the distance was 

measured between one PLLA unit as shown in Figure A.24. 

A.3. Supplementary Tables 

Table A.1: Synthesis and Structural Characterization of PLLA-b-PEG in ROPI-CDSA for 
experimental information see the methods section and Table A.2. 
Referenc
e 

[M]/[I
] 

DP % 
Conv
. 

% 
solid
s w/w 

NMR 
Mn 

GPC 
Mn 

Mw Ð Structure
* 

1 5 10 90.1 5.0 2700 1082
0 

1154
0 

1.06
6 

N 

2 5 10 91.3 7.5 2700 1060
0 

1134
0 

1.07
0 

N 

3 5 10 92.6 10.0 2700 1096
0 

1181
0 

1.07
8 

N 

4 5 10 97.0 20.0 2700 1010
3 

1199
0 

1.08
9 

N 

5 12.5 25 97.1 10.0 3700 1399
0 

1546
0 

1.10
5 

S/R 

6 12.5 25 97.1 20.0 3700 1332
0 

1526
0 

1.14
5 

L/R 

7 22.5 45 93.8 5.0 5200 1723
0 

1936
0 

1.12
4 

S/R 

8 22.5 45 94.3 7.5 5400 1962
0 

2193
0 

1.11
8 

S/R 

9 22.5 45 96.7 10.0 5300 1781
0 

2057
0 

1.15
5 

L/R 

10 22.5 45 94.0 20.0 5200 1884
0 

2348
0 

1.24
6 

L/R 

11 30 60 93.3 10.0 6000 1883
0 

2174
0 

1.15
4 

L/R 

12 37.5 75 92.1 10.0 6900 2202
0 

2513
0 

1.14
1 

L/R 

13 45 90 94.5 5.0 8000 2601
0 

2866
0 

1.10
2 

L 

14 45 90 96.2 7.5 8100 2697
0 

3114
0 

1.15
5 

L 

15 45 90 96.2 10.0 8400 2577
0 

3090
0 

1.19
9 

SL/L 
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16 45 90 99.0 20.0 8400 2337
0 

3167
0 

1.35
5 

SL/L 

          
17 60 12

0 
96.8 7.5 1040

0 
3015
0 

3514
0 

1.16
5 

SL/L 

18 67.5 13
5 

93.5 10.0 1110
0 

3198
0 

3516
0 

1.09
9 

SL/L 

19 67.5 13
5 

99.0 20.0 1160
0 

2703
0 

3713
0 

1.37
4 

SL/L 

* Structure legend: SL=stacked lamella L=lamella, R=rods, S=spheres, N=no self-
assembly 
Note that GPC results are calibrated to PS standards and don’t accurately reflect the 
molar mass of PLLA-b-PEG. 
 
Table A.2: Experimental Setup for synthesis of PLLA-b-PEG in ROPI-CDSA. For 
experimental information see the methods section. For the structural outcome of the 
synthesis of PLLA-b-PEG see Table A.1. 
Reference [M]/[I] Target 

DP 
L-lactide 
(mg) 

L-lactice 
(mmol) 

% 
solids 
w/w 

Toluene 
(mL) 

TBD 
stock 
(μL) 

% 
Conv. 

1 5 10 14.4 0.10 5.0 1.19 4 90.1 
2 5 10 14.4 0.10 7.5 0.77 4 91.3 
3 5 10 14.4 0.10 10.0 0.56 4 92.6 
4 5 10 14.4 0.10 20.0 0.25 4 97.0 
5 12.5 25 36.0 0.25 10.0 0.79 8 97.1 
6 12.5 25 36.0 0.25 20.0 0.35 8 97.1 
7 22.5 45 64.9 0.45 5.0 2.29 15 93.8 
8 22.5 45 64.9 0.45 7.5 1.49 15 94.3 
9 22.5 45 64.9 0.45 10.0 1.08 15 96.7 
10 22.5 45 64.9 0.45 20.0 0.49 15 94.0 
11 30 60 86.5 0.60 10.0 1.31 20 93.3 
12 37.5 75 108.1 0.75 10.0 1.53 25 92.1 
13 45 90 129.7 0.90 5.0 3.71 30 94.5 
14 45 90 129.7 0.90 7.5 2.42 30 96.2 
15 45 90 129.7 0.90 10.0 1.75 30 96.2 
16 45 90 129.7 0.90 20.0 0.78 30 99.0 
17 60 120 173.0 1.20 7.5 3.03 39 96.8 
18 67.5 135 194.6 1.35 10.0 2.43 44 93.5 
19 67.5 135 194.6 1.35 20.0 1.08 44 99.0 

 
Note that all polymerizations use 40 mg (20 μmmol) of mPEG45 and 0.1% molar to L-
lactide of TBD. The TBD stock solution has a concentration of 4.3 mg/mL 
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Supplementary Table 3: Homopolymer Synthesis Results 
Target DP Solvent % Conversion NMR Mn 
45 Toluene 22.5 780 
90 Toluene 28.6 1900 
45 Dichloromethane 96.9 3200 
90 Dichloromethane 97.9 6400 

 
Table A.4: Unconvoluted WAXS Data for 9: PLLA45-b-PEG45  10% solids w/w. Units are 
degrees unless otherwise stated. Note that the WAXS experimental parameters are given 
in the main text whereas the crystallinity calculations are given in the supplementary 
information. 
Tim
e 
poi
nt 

1 0 
3 

0 1 
0 

1 1 0 
/  
2 0 1 

2 0 3 Amorpho
us 

2 1 
0 

2 1 
6 

PE
G 

Crystallin
ity (%) 

PLL
A 
Crys
t. 
(%) 

5mi
n 

- - 16.37 - 21.92 - - - 10.3 16.7 

1hr - 16.1
5 

16.91
1 

19.28
3 

21.4 - - 23.4
6 

21.4 34.6 

2hr 12.0
3 

15.2
8 

16.81
5 

19.27
2 

22.46 22.5
1 

- 23.4
2 

28.8 46.6 

3hr 12.6
1 

15.0
4 

16.82
1 

19.25
5 

20.84 22.8
4 

29.0
6 

23.4
3 

36.3 58.7 

6hr 12.4
9 

16.2
2 

16.80
8 

19.24
2 

21.03 22.4
8 

29.3
3 

23.4
4 

40.30 65.2 

12h
r 

13.8 15.9
2 

16.77
4 

19.24
8 

21.33 22.5
9 

29.2
7 

23.3
4 

43.8 70.8 

24h
r 

12.7
3 

14.8
8 

16.75 19.18
0 

20.43 22.4
6 

29.1
9 

23.4
3 

54.26 87.3 

 
 
 
Table A.5: Unconvoluted WAXS Data for 15: PLLA90-b-PEG45 10% solids w/w. Units are 
degrees unless otherwise stated. Note that the WAXS experimental parameters are given 
in the main text whereas the crystallinity calculations are given in the supplementary 
information. 
Tim
e 
poin
t 

1 0 3 0 1 0 1 1 0 /  
2 0 1 

2 0 3 Amorphou
s 

2 1 0 2 1 6 Crystallinit
y (%) 

PLLA 
Cryst
. (%) 

5mi
n 

- - 16.50
4 

- 25.23 - - 15.11 19.8 
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1hr 12.8
6 

14.9
0 

16.87
7 

19.3
1 

20.85 22.5
7 

29.2
2 

50.10 65.6 

3hr 12.8
1 

15.0
4 

16.84
7 

19.2
4 

19.55 22.5
6 

29.2
0 

54.9 71.9 

6hr 12.7
3 

15.1
7 

16.94
6 

19.3
0 

19.07 22.8
2 

29.4
6 

57.14 74.7 

24hr 12.9
1 

15.0
5 

16.90
5 

19.2
9 

21.9 22.6
1 

29.2
6 

59.10 77.4 

Table A.6: Convoluted WAXS data with Voigt/Gaussian model for 9: PLLA45-b-PEG45  
10% solids w/w. Units are degrees unless otherwise stated. Peaks are color coded with 
the following: PLLA-green, PEG-yellow, amorphous-blue. Amorphous peaks used are 
listed in numerical order (Amorp.).  Note that the WAXS experimental parameters are 
given in the main text whereas the crystallinity calculations are given in the supplementary 
methods. 
Tim
e 
poin
t 

1 0 3 0 1 0 1 1 0 
/ 2 0 
1 

2 0 3 2 1 0 2 1 6 0 2 1 1 2 0 -2 1 
2 

-1 3 
1 

-2 2 
4 

5 
min 

- - 16.4
1 

- - - - 18.3
9 

- - - 

1 hr - - 16.4
7 

19.2
9 

- 29.4
7 

- 18.5
5 

23.2
3 

23.5
8 

- 

2 hr - - 16.7
9 

19.2
5 

22.4
6 

29.7
6 

12.7
1 

- 23.4
7 

- - 

3 hr - - 16.8
2 

19.2
6 

22.5
0 

29.4
4 

- 18.3
9 

23.4
7 

- - 

6 hr - 14.7
8 

16.8
2 

19.2
4 

22.5
2 

29.2
6 

- 18.3
9 

23.4
5 

- - 

12 
hr 

- - 16.8
4 

19.2
8 

22.5
9 

29.4
5 

- 18.3
9 

23.4
8 

- - 

24 
hr 

12.5
2 

14.9
8 

16.7
6 

19.1
5 

20.8
9 

29.2
8 

- - 23.0
8 

23.4
2 

- 

7 
days 

12.3
8 

- 16.8
1 

19.2
1 

22.5
2 

29.3
2 

- 18.3
9 

23.0
7 

23.4
5 

27.1
0 

 
Tim
e 
poin
t 

Amorp
. 1 

Amorp
. 2 

Amorp
. 3 

Amorp
. 4 

Amorp
. 5 

Amorp
. 6 

% 
Area 
PEG 
Cryst
. 

% 
Area 
PLLA 
Cryst
. 

PLLA 
Cryst
. (%) 

5 
min 

17.90 21.64 30.00 - - - 1.9 19.4 31.4 

1 hr 12.92 15.30 16.72 20.45 22.93 26.18 7.0 15.5 25.1 
2 hr 10.93 15.30 18.39 20.65 23.01 26.18 7.1 26.9 43.5 
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3 hr 12.90 15.30 20.96 21.37 26.18 - 16.0 31.8 51.3 
6 hr 12.20 15.30 20.47 21.93 23.07 27.18 13.6 40.6 65.7 
12 
hr 

12.64 15.30 20.47 25.66 - - 17.9 45.6 73.6 

24 
hr 

12.73 19.39 21.93 26.52 - - 23.8 50.3 81.4 

7 
days 

14.25 15.14 20.44 23.08 - - 18.7 52.0 84.0 

Table A.7: Convoluted WAXS data with Voigt/Gaussian model for 15: PLLA90-b-PEG45 
10% solids w/w. Units are degrees unless otherwise stated. Peaks are color coded with 
the following: PLLA-green, PEG-yellow, amorphous-blue. Amorphous peaks used are 
listed in numerical order (Amorp.) Note that the WAXS experimental parameters are given 
in the main text whereas the crystallinity calculations are given in the supplementary 
methods. 
Time 
point 

1 0 
3 

0 1 
0 

1 1 0 
/ 2 0 
1 

2 0 3 2 1 0 2 1 6 0 2 1 1 2 0 -2 1 2 -1 3 
1 

-2 2 
4 

5 
min 

- - 16.36 - - - - 18.39 - - - 

1 hr - - 16.91 19.31 22.59 29.48 12.82 18.39 - - - 
3 hr - - 16.90 19.27 22.58 29.36 - 18.39 23.51 - - 
6 hr - - 16.91 19.29 22.74 29.43 - - 23.49 - - 
24 hr - - 16.93 19.31 22.56 29.41 - 18.39 22.93 - - 

 
Tim
e 
poi
nt 

Amor
p. 1 

Amor
p. 2 

Amor
p. 3 

Amor
p. 4 

Amor
p. 5 

Amor
p. 6 

Amor
p. 7 

% 
Area 
PEG 
Crys
t. 

% 
Area 
PLL
A 
Crys
t. 

PLL
A 
Crys
t. 
(%) 

5 
min 

14.01 20.91 22.50 - - - - 2.0 18.9 24.7 

1 hr 11.90 14.45 15.25 20.55 21.93 23.60 26.52 5.5 47.7 62.4 
3 hr 12.03 14.31 15.25 20.57 23.13 27.18 - 3.4 52.3 68.4 
6 hr 11.92 15.12 15.30 21.93 26.18 - - 2.6 44.6 58.4 
24 
hr 

10.69 12.71 14,25 15.19 23.74 27.18 - 5.6 63.2 82.7 
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A.4. Supplementary Figures 

Figure A.1: Representative 1H NMR spectrum for 7 (red,PLLA45-b-PEG45 5% solids w/w) 
overlaid with L-lactide (blue). Due to broad peak around 1.6, conversion was calculated 
from peaks around 5ppm. Conversion was then calculated from 1H NMR data as shown 
in Equation A.3: 

%𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 =
஺௥௘௔ ௢௙ ௉௅௅஺ ௣௘௔௞ ௔௧ ହ.ଶ

஺௥௘௔ ௢௙ ௅௅ ௣௘௔௞ ௔௧ ହ.଴ା஺௥௘௔ ௢௙ ௉௅௅஺ ௣௘௔௞ ௔௧ ହ.ଶ
∗ 100%     (A.3) 

For calculated 1H NMR results see Table A.1 and for a list of peak assignments see the 
methods section. 
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Figure A.2: Representative GPC traces for PLLAn-b-PEG45  for samples 9 (n=45), 11 
(n=60), 12 (n=75), and 15 (n=90) all at 10% solids w/w. mPEG45 (MW = 2000) is shown 
to prove chain extension from the macroinitiator. For the GPC results see Table A.1 and 
for the set-up see the methods section. 
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Figure A.3: Example of WAXS pattern peak selection for determination of % crystallinity. 
The green baseline represents the background. Peaks 1-4, 6-7 are crystalline peaks 
whereas peak 5 is the broad amorphous peak. The sample is 15 (PLLA90-b-PEG45 10% 
solids w/w) at 1-hour post polymerization. See Tables A.4-5 for peak assignments and 
crystallinity. See also methods section, results (section b) and Figure 2.2a-b in the main 
text for additional WAXS information and results. 
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Figure A.4: Representative peak deconvolution which separates PLLA, PEG, and 
amorphous peaks enabling the tracking of PLLA and PEG crystallinity. The sample 
PLLA45-b-PEG45 (10% solids w/w 9) was taken seven days post polymerization. See 
Tables A.6-7 for peak assignments, integration, and crystallinity. See also methods 
section, results (section b) and Figure 2.2a-b in the main text for additional WAXS 
information and results. 
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Figure A.5: WAXS diffraction patterns for PLLA25-b-PEG45 (6), PLLA45-b-PEG45 (10), 
PLLA90-b-PEG45 (16), PLLA135-b-PEG45 (19). All polymer samples were prepared from 
20% solids w/w toluene solutions before freeze-drying. Dominant WAXS peaks for PLLA 
and PEG are labeled above showing that PEG peaks are much more prevalent at lower 
PLLA DPs. See also results (self-assembly and crystallization kinetics) in the main text. 
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Figure A.6: Sample on the left is a control PLLA90-b-PEG45 (synthesized in 
dichloromethane) that was sonicated in water for 30 mins. Notice the polymer precipitate 
at the bottom of the vial. Sample on the right is a ROPI-CDSA sample of PLLA90-b-PEG45 
that was lyophilized and then sonicated in water for 30 mins. Both samples have a PLLA 
DP=90 and the concentration of these samples is 0.5mg/mL or 0.5% solids w/w. This 
demonstrates that aqueous solutions are kinetically-trapped and that some microphase 
separation of PLLA and PEG (from self-assembly) is necessary to form stable 
nanoparticle based solutions. 
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Figure A.7: Cryo-TEM images of PLLA45-b-PEG45 worms resulting from solvent switch 
(5mg/mL) in water. The dark contrast in the bottom right of the left image and the top left 
of the right image corresponds to ice contamination. These structures are markedly 
different from structures obtained from ROPI-CDSA that have been transferred to water 
demonstrating that PLLA-b-PEG assemblies in pure water are likely kinetically-trapped. 
 

 
Figure A.8: Cryo-TEM images of PLLA90-b-PEG45 worms/rods resulting from solvent 
switch (5mg/mL) in water. The dark contrast  in the top right of the left image corresponds 
to ice contamination. These structures are markedly different from structures obtained 
from ROPI-CDSA that have been transferred to water demonstrating that PLLA-b-PEG 
assemblies in pure water are likely kinetically-trapped. 
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Figure A.9: Cryo-TEM images of PLLA45-b-PEG45 particles resulting from CDSA in water 
showing short lamellar aggregations. These structures are markedly different from 
structures obtained from ROPI-CDSA that have been transferred to water. Additionally, 
CDSA only occurs in water upon heating of the sample to 65° C and letting it cool. This 
demonstrates that aqueous solutions of PLLA-b-PEG are kinetically trapped when left at 
room temperature. 
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Figure A.10: Cryo-TEM images of PLLA90-b-PEG45 particles resulting from CDSA in water 
showing short lamellae. These structures are markedly different from structures obtained 
from ROPI-CDSA that have been transferred to water. Additionally, CDSA only occurs in 
water upon heating of the sample to 65° C and letting it cool. This demonstrates that 
aqueous solutions of PLLA-b-PEG are kinetically trapped when left at room temperature. 
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Figure A.11: Toluene cryo-TEM images. a) 9 (PLLA45-b-PEG45 10% solids w/w) b) 13 
(PLLA90-b-PEG45 5% solids w/w) c) 9 d-e) graphene oxide coated grid with 9. While 
images indicate the presence of lamellae and rods of various sizes, the ice layer is absent 
in (a-c) from the holes visible. Evaporation of toluene during grid preparation concentrated 
and dehydrated the sample. Dry-state TEM gives a similar result. Performing cryo-TEM 
on a graphene-oxide coated lacey carbon grid gave a better, albeit poor, ice layer. 
However, the solutions are still too concentrated to resolve structural features. Thus, 
toluene-based cryo-TEM prep would be replaced by water-based cryo-TEM. For 
information on water-based cryo-TEM sample preparation, see the methods section. 
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Figure A.12: Cryo-TEM images of aqueous resuspensions that were taken shortly after 
resuspensions (a,c,e), months after resuspension (b), and from resuspensions made from 
aged freeze-dried samples over six months aged (d, f). Images (a) and (b) are lamellae 
from PLLA75-b-PEG45 (10% solids w/w 12) resuspensions relaxed several days in toluene 
prior to resuspension. Images (c) and (d) are nanorods and spheres from PLLA45-b-
PEG45 (10% solids w.w 9) resuspensions relaxed six hours in toluene prior to freeze-
drying. Images (e) and (f) are lamellae aggregates from PLLA90-b-PEG45 relaxed one day 
in toluene prior to freeze-drying. In each case, the morphologies are maintained showing 
that PLLA-b-PEG morphologies are stable and kinetically-trapped once freeze-dried and 
transferred to water. For more information see section c, self-assembly mechanism, in 
the results.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



205 
 

 

Figure A.13: Histogram for the sphere diameter (14.4±2.6 nm) of PLLA45-b-PEG45 
measured t = 1 hour of self-assembly from cryo-TEM. See also the results section (self-
assembly mechanism) in the main text. 
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Figure A.14: Histograms for the rod width/diameter (15.8±2.3) (top) and length (56.1±42.4 
nm) (bottom) of PLLA45-b-PEG45 measured t = 3 hours of self-assembly from cryo-TEM. 
See also the results section (self-assembly mechanism) in the main text. 
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Figure A.15: Histograms for the rod width/diameter (19.1±3.1 nm) (top) and length 
(75.2±53.6 nm) (bottom) of PLLA45-b-PEG45 measured t = 6 hours of self-assembly from 
cryo-TEM. See also the results section (self-assembly mechanism) in the main text. 
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Figure A.16: Histograms for the lamellae width (859±308 nm) (top), length (3212±927 nm) 
(middle) and thickness (24.7±2.2 nm) (bottom) of PLLA45-b-PEG45 measured t = 24 hours 
of self-assembly from cryo-TEM. See also the results section (self-assembly mechanism) 
in the main text. 
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Figure A.17: Cryo-TEM image of fibers observed in a sample of PLLA45-b-PEG45 (10% 
solids w/w 9) that is primarily rods. Rods appear to be growing from fibers of a diameter 
of approximately 10 nm. The spheres which are highly defocused are ice contamination. 
Here fibers are defined as long thin nanostructures whereas rods are short and more 
defined. 
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Figure A.18: Histograms for the rod-like precursor width/diameter (29±12 nm) (top) and 
length (90±27 nm) (bottom) of PLLA90-b-PEG45 measured t = 5 min of self-assembly from 
cryo-TEM. See also the results section (self-assembly mechanism) in the main text. 
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Figure A.19: Histograms for the lamellae width (360±250 nm) (top), length (1270±910 nm) 
(middle) and thickness (22±2 nm) (bottom) of PLLA90-b-PEG45 measured t = 3 hours of 
self-assembly from cryo-TEM. See also the results section (self-assembly mechanism) in 
the main text. 



212 
 

 
Figure A.20: Histograms for the rod width/diameter (22±6 nm) (top) and length (101±35 
nm) (bottom) of PLLA90-b-PEG45 measured t = 3 hours of self-assembly from cryo-TEM. 
Also see the results section (self-assembly mechanism) in the main text. 
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Figure A.21: Histograms for the lamellae width (360±230 nm) (top), length (1300±700 nm) 
(middle) and thickness (23±2 nm) (bottom) of PLLA90-b-PEG45 measured t = 6 hours of 
self-assembly from cryo-TEM. Also see the results section (self-assembly mechanism) in 
the main text 
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Figure A.22: (top) Cryo-TEM images of a tilt Angle series of a lamellar stack 15 (PLLA90-
b-PEG45  10% solids w/w). Scale bar is 2 μm. (bottom) Zoomed in cryo-TEM image of 
lamellae in tilt angle series at 0°. For more information on lamellae stacking see section 
c, self-assembly mechanism and section d, phase diagram, in the results section. 
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Figure A.23: Oscillatory rheology for organogels from triplicate runs of PLLA90-b-PEG45 
(20% solids w/w 16, top) and PLLA135-b-PEG45  (20% solids w/w 19, bottom). The 
crossover of the loss modulus and the storage modulus indicate the point of gelation. The 
point of gelation of 16 and 19 are about 8 and 10 γ(%) respectively. Polymers at higher 
PLLA DP (90 and above) and/or higher % solids w/w (10-20) form into organogels 
including 15-19. 



217 
 

 
Figure A.24: Cryo-TEM images of relaxed PLLAn-b-PEG45 samples: 9 (n=45), 11 (n=60), 
12 (n=75), and 15 (n=90) all at 10% solids w/w11 and 12 lamellae exhibit similarities to 
11 in that they form from rods, but they appear less ordered such as the lamellae in 15. 
For further information see the turbidity data in Figure 2.1 and the discussion (section a) 
in the main text. 
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Figure A.25: Measurement of a PLLA polymeric unit from CrystalMaker® software. This 
measurement is used to calculate Lmax as shown in the discussion (section a) in the main 
text. 
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Figure A.26: Triplicate data from turbidity studies (600nm) for PLLAn-b-PEG45 for (a) 9 
(n=45), (b) 11 (n=60), (c) 12 (n=75), and (d) 15 (n=90) all at 10% solids w/w. Data 
presented in the main text is binned by a factor of 20 to reduce the noise. For the averaged 
data with error bars from the turbidity studies see Figure 2.1b in the main text.  For the 
setup see the methods section.  
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Figure A.27: Full FTIR spectra for time studies of PLLA45-b-PEG45 (10% solids w/w 9). 
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Figure A.28: Full FTIR spectra for time studies of PLLA90-b-PEG45 (10% solids w/w 15). 
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Appendix B: Supplementary Information for Chapter 3 

B.1. Supplementary Tables 

Table B.1: Detailed table of polymers synthesized. 
ID Co-

catalyst 
PLLA 
DP 

Solids 
w/w % 

NMR 
Mn 

SEC 
Mn 

SEC 
Mw 

Ɖ Gel 
(Y/N) 

1 DBU 200 10 16600 42500 45200 1.06 N 
2 DBU 200 10 17400 41800 48700 1.17 N 
3 DBU 200 10 16100 39500 44200 1.12 N 
4 DBU 200 15 16600 42500 48600 1.14 N 
5 DBU 200 20 16900 40400 47200 1.17 Y 
6 DBU 400 10 29500 71900 82100 1.14 N 
7 (-)-

sparteine 
200 10 16500 38900 45100 1.16 Y 

8 (-)-
sparteine 

200 10 17100 43300 47500 1.10 Y 

9 (-)-
sparteine 

200 10 15800 38100 44500 1.17 Y 

10 (-)-
sparteine 

200 15 16300 41600 48200 1.16 Y 

11 (-)-
sparteine 

200 20 18300 48200 54600 1.13 Y 

12 (-)-
sparteine 

400 10 28800 66700 77000 1.15 Y 

13 DMAP 200 10 17000 36800 47000 1.28 Y 
Note: 1% DBU co-catalyst was used. 7.5% of (-)-sparteine and DMAP co-catalyst were 
used. The thiourea(TU) was 7.5%. Catalyst % is relative to the number of moles of the 
monomer. All reactions ran > 95% conversion. Gel was determined by the inversion test 
and further verified with oscillatory rheology. Target molecular weight for DP = 200 is 
16400 and for DP = 400 is 30800  
Table B.2: Crystallinity calculated using the SmartLab software 
ID Co-catalyst PLLA DP Solids w/w % % Crystallinity 
1 DBU 200 10 21.9 
4 DBU 200 15 27.6 
5 DBU 200 20 23.9 
6 DBU 400 10 26.2 
7 (-)-sparteine 200 10 22.2 
10 (-)-sparteine 200 15 26.3 
11 (-)-sparteine 200 20 23.0 
12 (-)-sparteine 400 10 24.8 
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B.2. Supplementary Discussion  

Additional slow polymerization: One additional slow polymerization was developed and 

but not extensively studied. Using 7.5% DMAP co-catalyst with 7.5% TU polymerized L-

lactide in 48 hours to >95% conversion. The resulting PLLA200-b-PEG45 solution gelled 

(13), which is consistent with data in the main text.This polymerization was not as 

controlled having a Đ = 1.28 (Figure B.16), however this polymerization is another 

example of a slow polymerization leading to an organogel. 

B.3. Supplementary Figures 

 
Figure B.1: SEC traces of triplicates of PLLA200-b-PEG45 synthesized at 10% solids w/w 
with the mPEG homopolymer trace (black) to show chain extension. 
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Figure B.2: SEC traces of PLLA200-b-PEG45 synthesized at various solids w/w% with both 
DBU and (-)-sparteine as co-catalysts. Without (top) and with (bottom) mPEG 
homopolymer trace to show chain extension. Here the target molecular weight is 16400 
but 20% (-)-sparteine ended up having a higher actual molecular weight (18300) which 
explains the shifted value.  
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Figure B.3: SEC traces of PLLA200-b-PEG45 and PLLA400-b-PEG45 synthesized at 10% 
solids w/w% with both DBU and (-)-sparteine as co-catalysts. Đ for all these polymers are 
similar being between 1.1 and 1.2. 
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Figure B.4: Polymerization kinetics triplicates for the fast polymerization of L-lactide to 
form PLLA200-b-PEG45 co-catalyzed by DBU (1% mol). The slope measures kapp, the 
apparent polymerization propagation rate constant. kapp shows an uptick near the end of 
the polymerization when turbidity is noted  visually or by UV/Vis. The red ticks represent 
the conversion % of L-lactide into poly(L)-lactide. 
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Figure B.5: Polymerization kinetics triplicates for the slow polymerization of L-lactide to 
form PLLA200-b-PEG45 co-catalyzed by (-)-sparteine (7.5% mol). All samples show an 
uptick in kapp slightly midway through the polymerization when turbidity is noted visually 
or by UV/Vis. The red ticks represent the conversion % of L-lactide into poly(L)-lactide. 
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Figure B.6: Turbidity kinetics of the fast DBU co-catalyzed ROPI-CDSA process during 
both the polymerization of PLLA200-b-PEG45 and time post polymerization. The 
polymerization was quenched at 0.28 hours into the measurement. The measurement 
above was taken at 600 nm, a wavelength in which no molecular species present absorb 
light. 
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Figure B.7: Turbidity kinetics of the slow (-)-sparteine co-catalyzed ROPI-CDSA process 
during both the polymerization of PLLA200-b-PEG45 and time post polymerization. The 
measurement above was taken at 600 nm, a wavelength in which no molecular species 
present absorb light. 
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Figure B.8: Oscillatory rheology for organogel 7 (PLLA200-b-PEG45, 10% w/w solids, (-)-
sparteine co-catalyst) top and a sample of 7 that had 1% mol DBU immediately after 
quenching the polymerization through the addition of benzoic acid. No significant 
difference in the storage or loss moduli was detected between the samples indicating that 
catalyst differences likely don’t play a role in morphological differences. 
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Figure B.9: WAXS patterns of samples 6 and 12, PLLA400-b-PEG45. 
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Figure B.10: WAXS pattern of PLLA-b-PEG (sample 7) and TU. The lack of overlap 
indicates a lack of TU crystallization despite a loading of 7.5% mol TU relative to the 
monomer in each sample. 
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Figure B.11: Triplicate runs of WAXS from triplicates samples (7-9) of (-)-sparteine co-
catalyzed PLLA200-b-PEG45 showing that there are slight peak shifts from sample to 
sample. The average peak values here are 16.78 ± 0.03 and 19.14 ± 0.03. 
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Figure B.12: Full FTIR spectra for PLLA200-b-PEG45 freeze-dried samples at 10% w/w, 
neat PLLA200-b-PEG45, neat PLLA200-b-PEG45 spiked with 7.5% mol thiourea (TU) and 
TU. Notable is a lack of N-H stretches in the experimental samples which is an indicator 
that the N-H groups in the TU are hydrogen bonding with C=O. Purified (neat) polymer 
mixed with TU shows the same peaks as a TU sample, indicating a lack of supramolecular 
interactions between neat polymer and TU.  
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Figure B.13: Additional dry cryoTEM images. Structures from fast polymerization (top) 
and slow polymerization (bottom).  
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Figure B.14: AFM image in main paper with appropriate scale bars for individual images. 
Structures from fast polymerization (top) and slow polymerization (bottom).  
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Figure B.15: Histogram of AFM measurements for PLLA200-b-PEG45 co-catalyzed by 
DBU. This histogram includes the thicker measurements above 15 nm which were 
excluded from the main text.  
 
 

 
Figure B.16: SEC of PLLA200-b-PEG45 synthesized using DBU, (-)-sparteine, and DMAP 
as cocatalysts. The Đ of DMAP is significantly higher than DBU and (-)-sparteine. 
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Appendix C: Supplementary Information for Chapter 4 

C.1. Supplementary Tables 

Table C.1: Acylation control experiments: Run 1 is the condition discussed in the main 
text. 
Run Vinyl 

acetate to 
CHX Ratio 

Conditions Conversion 

1 20:1 2.4 mL DCM 0.3 mL DMSO 10% 
2 20:1 2.7 mL DCM 0.05 m2PEG 8.3% 
3 10:1 2.7 mL DCM 0.05 m2PEG + 35 °C 20% 
4 10:1 2.7 mL DCM <1% 

 
Table C.2: Synthetic conditions for chlorhexidine based ROPI-CDSA 
Sample 
ID 

Solids 
w/w % 

L-lactide 
(mg) 

mPEG 
(mg) 

Chlorhex. 
(mg) 

Toluene 
(mL) 

1-C 10 259 80 45.5 4.00 
2-C 10 389 80 68.2 5.58 
3-C 20 195 80 34.1 1.61 
4-C 20 259 80 45.5 1.78 
5-C 20 389 80 68.2 2.48 

 
Table C.3: Synthetic conditions for chlorhexidine based ROPI-CDSA 
Sample 
ID 

Solids 
w/w % 

L-lactide 
(mg) 

mPEG 
(mg) 

Trimethop. 
(mg) 

Toluene 
(mL) 

DMSO 
(mL) 

6-T 20 259 160 13.2 2 0.1 
7-T 20 389 120 19.5 2.43 0.15 

 
Table C.4: All MIC studies including an extracted sample. 

Bacteria Free1 
CHX 

Free CHX 
t2 

4-C RL 4-C EX Free TMP 6-T RL 

B. subtilis 0.25 0.25 2 2 0.25 0.5 
S. epi. 0.125 0.25 1 2 0.5 1 
E. coli 0.25 0.25 2 2 0.25 1 
1. Free Drug is the drug in its freebase form 

2. Sample contains trace toluene identical to 4-D EX 

3. RL= resuspension following lyophilization, EX=extracted and diluted from toluene into water 
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C.2. Supplementary Figures 

 
Figure C.1: GPC trace showing that 1-C has a longer retention time than that of 1-D, a 
sample identical to 1-C in setup except that chlorhexidine is swapped for DBU. 
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Figure C.2: Acylation 1H NMR 
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Figure C.3: Homopolymer GPC results 
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Figure C.4: MALDI spectra of chlorhexidine initiated PLLA homopolymers. The ratio at 
the top right of each spectrum represents the ratio of L-lactide to chlorhexidine in each 
reaction. Peaks in the spectra are approximately 144 or 72 Da (mass unit) apart. The 72 
Da is from transesterification. The lowest mass polymer peaks appear at 631 or 559 m/z 
corresponding to a loss of water (approximately 18 mass units) as chlorhexidine is 
approximately 505 Da apart. 
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Figure C.5: ESI spectra of chlorhexidine initiated PLLA homopolymers. The ratio at the 
top right of each spectrum represents the ratio of L-lactide to chlorhexidine in each 
reaction. Peaks in the spectra are approximately 144 or 72 Da. The 72 Da is from 
transesterification. The lowest mass polymer peaks are 631 or 559 m/z corresponding to 
a loss of water (approx.. 18 mass units) as chlorhexidine is approximately 505 Da. 
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Figure C.6: Representative MALDI spectrum for drug catalyzed ROPI-CDSA (4-C). This 
MALDI spectrum shows the chlorhexidine initiated PLLA homopolymer. PLLA-b-PEG was 
not detectable with our protocol as a MALDI run of a pure block copolymer yielded a blank 
signal. 
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Figure C.7: Representative ESI spectrum for drug catalyzed ROPI-CDSA (4-C). This ESI 
spectrum shows the chlorhexidine initiated PLLA homopolymer. PLLA-b-PEG was not 
detectable with our protocol as an ESI run of a pure block copolymer yielded a blank 
signal. An inset in the top right corner shows zoomed in section of 631 Da. The splitting 
pattern is consistent with an organic molecule that has 2 chlorine atoms.  
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Figure C.8: Chlorhexidine overlayed 1H NMR for a crude mixture of 4-C. Note that all 
chlorhexidine peaks disappear from the crude mixture indicating chemical modification of 
chlorhexidine. 
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Figure C.9: 2-D NMR of 3-C bottom TLC spot. The top shows HMQC and the bottom 
shows COSY. Note the mPEG backbone peak around 3.5 ppm. Note the absence of 
aromatic peaks around 7.5 ppm. 
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Figure C.10: 2-D NMR 3-C top TLC spot. The top shows HMQC and the bottom show 
COSY. Note the aromatic peaks around 7.5 ppm signifying chlorhexidine. Note the 
absence of a mPEG backbone peak around 3.5 ppm. 
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Figure C.11: 2-D NMR 3-C crude. The top shows HMQC and the bottom shows COSY. 
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Figure C.12: Trimethoprim 1H NMR. Boxes show non-overlapping trimethoprim peaks 
suggesting that there is no shift in trimethoprim peaks in a trimethoprim sample (red) with 
a reaction mixture (6-T) using 2.5 mol% trimethoprim. 
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Figure C.13: FTIR spectra of chlorhexidine and chlorhexidine catalyzed ROPI-CDSA 
polymers. 
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Figure C.14: FTIR spectra of trimethoprim and trimethoprim catalyzed ROPI-CDSA 
polymers. 
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Figure C.15: WAXS patterns of chlorhexidine catalyzed ROPI-CDSA polymers. 
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Figure C.16: WAXS patterns of trimethoprim catalyzed ROPI-CDSA polymers. Note in 7-
T that there are some sharper peaks, likely L-lactide due to the relatively low conversion 
of 7-T compared to 6-T. 
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Figure C.17: Additional cryoEM images of drug catalyzed ROPI-CDSA samples. Each 
image is labelled with its corresponding polymer sample. 
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Figure C.18: Attempted trimethoprim acylation 1H NMR data.  
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Appendix D: Supplementary Information for Chapter 5 

D.1. Supplementary Tables 

Table D.1: CryoEM measurements 
Sample ID Total thickness (nm) Core thickness 

(nm) 
Corona thickness (nm) 

3-2 40.0 ± 2.6 12.9 ± 1.0 27.1 ± 2.8 
3-3 43.3 ± 2.4 13.8 ± 1.1 29.5 ± 2.6 
3-4 44.5 ± 2.2 14.3 ± 0.9 30.2 ± 2.1 
2-3 33.5 ± 1.5 13.6 ± 0.8 19.9 ± 1.7 
4-1 48.8 ± 2.5 13.2 ± 0.8 35.6 ± 2.6 

 
Table D.2: Reaction Set-up for PDMA-b-PLLA block copolymers 
Sample 
ID 

PDMA 
Target 
DP 

DMA 
(mg) 

PLLA 
Target 
DP 

L-
lactide 
(mg) 

Toluene 
(mL) 

TU (mg) (-)-
sparteine 
(μL) 

1-1 50 69 50 50 0.32 12 8 
1-2 50 69 100 101 0.82 24 16 
1-3 50 69 150 151 1.32 35 24 
1-4 50 69 200 202 1.82 47 32 
2-1 100 139 50 50 0.24 12 8 
2-2 100 139 100 101 0.74 24 16 
2-3 100 139 150 151 1.24 35 24 
2-4 100 139 200 202 1.74 47 32 
3-1 150 208 50 50 0.16 12 8 
3-2 150 208 100 101 0.66 24 16 
3-3 150 208 150 151 1.16 35 24 
3-4 150 208 200 202 1.66 47 32 
4-1 200 278 100 101 0.58 24 16 
4-2 200 278 150 151 1.08 35 24 
4-3 200 278 200 202 1.58 47 32 
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Table D.3: Reaction Setup for PDEA-b-PLLA block copolymers 
Sample 
ID 

PDEA 
Target 
DP 

DEA 
(mg) 

PLLA 
Target 
DP 

L-
lactide 
(mg) 

Toluene 
(mL) 

TU (mg) (-)-
sparteine 
(μL) 

5-1 150 267 50 50 0.19 12 8 
5-2 150 267 100 101 0.69 24 16 
5-3 150 267 150 151 1.19 35 24 
5-4 150 267 200 202 1.69 47 32 
6-1 200 356 100 101 0.59 24 16 
6-2 200 356 150 151 1.09 35 24 
6-3 200 356 200 202 1.59 47 32 

 
 
 
 
Table D.4: Reaction Setup for PDMA-b-PVL block copolymers 
Sample 
ID 

PDMA 
Target 
DP 

DMA 
(mg) 

PVL 
Target 
DP 

Valero-
lactone 
(mg) 

MIK 
(mL) 

TU (mg) DBU 
(μL) 

7-1 150 208 25 35 0.66 12 8 
7-2 150 208 75 105 1.32 35 24 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



260 
 

 

D.2. Supplementary Figure 

 
Figure D.1: GPC of PDMA-b-PLLA where the PLLA block was synthesized using DBU 
(4% mol) as the ROP catalyst. A higher than normal amount of DBU had to be used due 
to potential lower reactivity in the presence of PDMA and/or the photoiniferter. Typically 
only 1% mol is used.3 The homopolymer PDMA is also shown. Đ of the block copolymer 
is 1.16 whereas it is 1.09 for the PDMA homopolymer. Đ is higher than for PDMA-b-PLLA 
polymers synthesized using the TU/(-)-sparteine system indicating less control when DBU 
is used. 
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Appendix E: Supplementary Information for Chapter 6 

E.1. Experimental/Cryogenic transmission electron microscopy 

Table E.1: Experimental conditions for the sequential process as well as controls. 
Run* [CSH/CSSC] 

mM 
[H2O2] mM [DTT] mM # Time Points 

F 10 10 n/a 4 
F-1C 10 150 n/a 3 
F-2C 4 150 n/a 1 
B 10 10 200 4 
B-1C 10 5 200 1 

 
Experimental Controls: 

According to the kinetic data from the previous CSSC study, CSSC reaches a maximum 

conversion of 40%. The reaction cannot reach 100% because of the presence of DTT. 

Therefore, to understand the nature of CSSC at lower conversions and indicate if CSH 

(the inactive building block) participates in the assembled structures, we focus our study 

on F with one equivalent of H2O2 and CSH. Control experiments were performed by 

running the forward reaction rapidly to 100% conversion with excess H2O2 as outlined in 

conditions F-1C and F-2C (Table E.1, Figures E.4-5). In F-1C, the amount of H2O2 and 

CSH is kept identical to the dissipative conditions which leads to rapid conversion. In F-

2C, the amount of H2O2 is kept identical to the dissipative conditions but the amount of 

CSH is reduced to 4mM, thus achieving the same maximum concentration of CSSC as 

the dissipative conditions. These controls yield nanofibers similar to F (Figures E.6-7) 

The backward reaction was selected by taking F and treating it with 200 mM DTT, the 

same concentration of DTT in the dissipative process. This led to rapid degradation of 

CSSC back to CSH. However, due to trace amounts of H2O2 left in F, another forward 
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reaction with 5 mM H2O2 was run to completion and DTT was subsequently added (B-

1C). In this sample, the stacked phase was still visible at an early time point indicating 

that the trace H2O2 does not affect the morphology (Figure E.10). 

Lastly, we wanted to see if DTT impacted the morphologies we obtained due to the 

potential for dual hydrogen bonding so we used an alternative reducing agent, dithiobutyl 

amine (DTBA), which is not capable of dual hydrogen bonding. We obtained similar types 

of fibers with DTBA (Figure E.14). It should be noted that DTBA has differing kinetics to 

DTT. 

Selection of CryoEM Parameters: 

Preliminary studies were carried out to optimize all cryoEM parameters. During these 

optimization experiments we observed results consistent with the main data presented in 

this manuscript.  A blot time of 3s gave a good ice layer. We did not use a post blot time. 

Post blot times are typically used to relax structures back to equilibrium following an 

application of shear force from blotting.1,2 However, our system is out-of-equilibrium and 

is in constant flux and will not return to equilibrium during a post blot relaxation. For this 

reason, we believe that a post blot relaxation time would just result in the reorganization 

of structures within the confined environment of the thin water layers on the cryoEM grid 

which would not be representative of the bulk structure. Consequently, we believe that 

trapping the structures though vitrification as quickly as possible is the best preparation 

method for these samples. As this study is comparative, cryoEM parameters were kept 

the same for every sample and timepoint. It is also important to highlight that ,any well-

known time-resolved cryoEM studies have also foregone post blot times.3,4 
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30k was selected for magnification as it is the highest magnification that does not cause 

visible beam damage of the sample using low dose imaging. This allows a large area of 

the sample to be inspected in a single image. On average, each timepoint had 

approximately 30 images collected. We opted to capture additional timepoints rather than 

repeating the sample multiple times with a smaller number of time points. We were also 

sensitive to the image processing time and therefore had to find a balance between the 

number of images collected and time required for image processing. Our study alone, 

encompassing 770 images which were processed in parallel using the UCI HP3. Each 

image was allocated 30 cores, 100GB of RAM, and 1 hour of processing time. It took 

approximately 23,000 core-hours in total. Because of efficient parallelization, the time to 

complete the entire analysis was 5 hours for a given set of parameters. This processing 

collected 398 million data points with an average of over 500,000 per image with a very 

large standard deviation as images contain little to no stacking. 
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Figure E.1: UPLC and rheology data for forward reaction. The rheology is of sample F. 
After about 30 minutes, the rheology data plateaus indicating a maximum development 
in gel strength. The HPLC data is of an analog of CSH that does not contain an aryl group 
which can explain the discrepancy between the rheology and UPLC data. 
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Figure E.2: HPLC and rheology data for backward reaction. The HPLC data is of an 
analog of CSH that does not contain an aryl group. The rheology is of sample B and 
instantly de-gels following the addition of DTT. 
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Figure E.3: Rheology data for dissipative process D. 

 

Figure E.4: Rheology data for forward reaction F-1C with excess H2O2 at 10 mM CSH. 
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Figure E.5: Rheology data for forward reaction F-2C with excess H2O2 at 4 mM CSH. 
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Figure E.6: Time-resolved CryoEM images of F-1C. A-B) 8 s C-D) 55 s E-F) 10 min 3 s 
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Figure E.7: CryoEM images of F-2C taken at 2 min 15 s 
 
 

 
Figure E.8: Representative CSSC molecule made in Crystal Maker. The distance 
between carbon 4 in the aryl rings is about 13.8 Å. The distance between the sulfur and 
the aryl groups is approximately 12 Å. This structure does not represent a solved crystal 
structure and is used to get an idea of molecular length only. 
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Figure E.9: CryoEM images of F from 8 s. A shows what appears to be a liquid droplet 
precursor to fibers. B shows a centrosome-like structure whereas C and D show some 
fibers that do not appear to originate from a larger (micron-scaled) cluster. Scale bars are 
200 nm. 
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Figure E.10: CryoEM images of B-1C at 44 s after adding DTT. The stacked phase is still 
present even though there is no residual fuel remaining (5 mM of H2O2 used to assemble 
10 mM of CSH before the addition of 200 mM DTT).  
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Figure E.11: Representative cryoEM image for the t=0 timepoint for D. This timepoint is 
before the addition of H2O2. The black spheres represent ice contamination. 
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Figure E.12: CryoEM images of D at t = 8s. A and B show liquid droplet precursors 
whereas C and D show more isolated structures that could have nucleated from unimer 
growth.  
 
 
 



274 
 

 
Figure E.13: CryoEM images of D from multiple time points showing stacked phase. A) 
The first stacked phase was seen at 7 min 44 s B) 22 min 36 s C) 29 min 6 s D) 36 min 
34 s E) 1 h 41 min 
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Figure E.14: Dithiobutyl amine (DTBA) used in the dissipative process instead of DTT. A) 
Chemical structure of DTBA. B) Chemical structure of DTT for comparison C-D) CryoEM 
images of nanorods from a dissipative process using DTBA instead of DTT. These 
morphologies suggest some 2D stacking although it is not as prominent as some 
examples of the dissipative process with DTT (D).  
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E.2. Image Processing (Credit Justin T. Mulvey, UCI) 

The stacked fiber phase observed in CryoEM was analyzed with a custom cross-

correlation based template matching algorithm (Figure E.15). The stacked fiber phase 

has a periodic pattern of alternative dark fiber cores and bright Fresnel fringes. These 

periodic features are used to segment, or identify, the stacked fiber phase in each CryoEM 

image collected in this study. Once the stacked fiber phase was segmented, the number 

of locally aligned fibers was labeled. The resulting data were analyzed to track the 

structure of the stacked fiber phase across all experimental conditions in this study.  

Stacked Fiber Phase Segmentation 

Template Generation  

Several symmetric templates of alternating black and white stripes were systematically 

generated to act as templates of the stacked fiber phase. Fibers of different thicknesses 

were accounted for by generating template sets with three different pixel spacings: 15, 

20, and 25 pixels (Figure E.16). Furthermore, templates were rotated 175 degrees at 5-

degree intervals, resulting in 36 templates for each pixel spacing, and 108 templates in 

total. Finally, the templates were masked to be circular which makes them symmetric to 

all fiber directions, such that diagonal fibers do not have higher cross-correlations 

compared to vertical fibers.  
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Figure E.15: Image processing pipeline for stacked fiber phase segmentation. The image 
processing steps are outlined for a representative image. A more detailed description of 
each step can be found in the text below. The templates have been increased in size for 
display purposes. 

 
Figure E.16. Individual segmentation maps for template pixel spacings of 15, 20, and 25 
pixels. The templates have been increased in size by 4x for display purposes. The right 
figure shows an overlay of the 3 individual maps and demonstrates how different template 
spacings are used to identify different fiber stack spacings in the image. Note some 
highlighted regions are single fibers and not fiber stacks, these will be removed from the 
dataset during fiber stack labeling.  
Stacked Fiber Phase Segmentation 

Figure E.15 shows the image processing pipeline applied to each CryoEM image. First, 

a high pass filter was applied to remove background features and create a flat image. 

Next, the normalized cross-correlation is computed between each template and the 

flattened image which results in a correlation probability map. The absolute value of this 
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map is taken, which results in equal positive weight to correlation and anticorrelation. This 

is helpful because a high probability is returned both when the black pixels line up with 

the fibers and white pixels line up with the fringes (correlation), and also when white pixels 

line up with the fibers and black pixels line up with the fringes (anticorrelation). Next, the 

correlation probability map is smoothed with a Gaussian blur to smooth out the high 

correlation regions. Then, a probability threshold was used to convert the probability map 

into a binary segmentation map. Different probability thresholds were used for each image 

and were based on the estimated defocus of the image (Figure E.17, details in ‘Defocus 

Threshold Correction‘). Binary maps for the 36 angles are calculated individually for each 

of the 3 templated spacings, resulting in 108 total binary maps. Finally, angles are 

combined across the 3 template spacings by adding the binary maps together for each 

angle, producing 36 binary maps which contain information about both the fiber stack 

location and fiber stack angle. Note the angular information is used to label the degree of 

stacking, as discussed in ‘Labeling Degree of Stacking’. 

Defocus Threshold Correction 

It is well known that the brightness of the Fresnel fringes around an object will depend on 

the defocus of the microscope; larger microscope defocus values lead to higher intensity 

of the Fresnel fringes. We found that TEM images taken at higher defocus values were 

more sensitive to the segmentation algorithm and had higher normalized cross-

correlations values. This makes physical sense, because the algorithm relies on the 

pattern of alternating dark fibers and bright fringes. If the fringes are brighter in some 

images due to differences in focus, it will increase the values of the normalized cross-

correlations. To minimize this effect, all images were taken around 11 μm of defocus using 
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the autofocus feature in SerialEM. However, there was still significant variation in defocus 

between images. To account for this variation in the segmentation algorithm, we 

estimated the defocus of every image and adjusted the probability threshold for 

segmentation on a per-image basis.  

We estimated the defocus of every image by first calculating the Fast Fourier transform 

(FFT) image and then taking a radial integration (Figure E.17A-B). Then, we used a peak-

finding algorithm to find the distance to the second peak in the radial integration, which is 

characteristic of the defocus value (Figure E.17C). The second peak was chosen because 

the first peak appeared distorted in many images, likely from high-frequency components 

generated by small features in the images such as fibers. We then took CryoEM images 

of amorphous ice with no sample at known defocus values to use as a calibration curve 

to convert the second-peak distances to the defocus of the images (Figure E.17D). Note 

that our algorithm was unable to detect peaks below 7 μm of defocus, but this was below 

the range of defocus values found in the experimental datasets. Once all images were 

labeled with the defocus value, the probability threshold for segmentation was adjusted 

with an empirically determined function (Figure E.17E).  

Originally, a static threshold of .145 was used to segment all images, which appeared to 

work well for most images. However, we observed that images taken at high defocus had 

inaccurate segmentation and were over segmented. We quantified this observation by 

examining the correlation between image defocus and the number of segmented pixels 

in an image, which should be random and uncorrelated features. To examine these 

features, we plotted the mean segmented pixels across images in different 1 μm defocus 

ranges, from 7-8 μm, 8-9 μm, 9-10 μm etc. (Figure E.17F). Defocus and mean segmented 
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pixels should be uncorrelated features and yet there is clearly a trend when a static 

threshold of .145 was used; high defocus images had a greater number of segmented 

pixels. After the defocus threshold correction was applied, the trend was reduced and a 

more random correlation between defocus and the number of segmented pixels was 

observed (Figure E.17F). Figure E.17G shows an uncorrected image which was over 

segmented while Figure E.17H shows more accurate segmentation after the defocus 

threshold correction.  

 
Figure E.17. A) Typical TEM image with B) corresponding FFT image. Blue line 
represents radial integration of the FFT, with the green dot labeling the calculated second-
peak distance. C) Examples of several radially integrated FFTs from images at different 
defocuses with the calculated second-peak distance. D) Calibration curve which relates 
defocus value to the calculated second-peak distance. Points below 7 μm were omitted 
from the fit. E) Empirically determined curve which adjusts probability threshold for 
segmentation as a function of image defocus. F) Mean segmented pixels across different 
defocus ranges. There was a clear correlation in the uncorrected curve which does not 
appear in the corrected curve. Dashed line represents linear fit. Error bars represent 
standard deviation. G) Uncorrected image with threshold of .145 showing over 
segmentation compared to H) segmentation after defocus threshold correction.  
Labeling Degree of Stacking  
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After the stacked fiber phase was segmented, the goal was to track how well-ordered the 

stacked phase was by quantifying the degree of stacking (DoS) within each stack. The 

DoS is the number of fibers present in the local region of the stacked fiber phase. Higher 

degrees of stacking are more ordered and entropically less favorable than lower degrees 

of stacking. To understand how the structures were evolving during the sequential and 

dissipative processes, it was important to accurately quantify the amount and distribution 

of stacking present at each experimental condition.  

The output of the fiber stack phase segmentation algorithm is 36 binary maps of the 

stacked phase at each angle. Each angle was analyzed individually. For each binary 

object in the segmentation map, the stacked phase was cropped, then rotated to be 

oriented vertically. The rotation angle is equal to the rotation angle of the template. Once 

oriented vertically, a sliding window vertical integration was performed across 100 pixels 

(Figure E.18A) to produce a high signal-to-noise 1D intensity profile (Figure E.18B). A 

peak-finding algorithm was applied to find the intensity valleys created by the fibers, which 

were then labeled (Figure E.18D). This resulted in a local label for the number of fibers at 

every location in the stacked phase. Small gaps in the labeling resulting from noise and 

non-fiber objects were smoothed over. 
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Figure E.18. Labeling degree of stacking. A,B) snapshots of integrated profiles at different 
locations in the fiber stack. Fibers are labeled with orange dots. C,D) The number of fibers 
at each location is then counted and labeled.  
Once each of the 36 angles were analyzed, they were combined into a single DoS map. 

Because of the large number of angles used, the same fiber stack was often segmented 

and labeled by 2 or more different angles of the templates. To resolve this conflict 

between angles and prevent multiple counting, the maximum DoS was taken for each 

labeled pixel. This was done because the most fibers were counted when the angle of the 

template best matched the angle of the stacked phase, and the highest DoS was 

recorded.  

Fiber Stack Analysis 

Stack fiber phase segmentation and labeling was completed on 770 CryoEM images 

across 24 experimental conditions generating 398 million datapoints. A subset of labeled 

images is seen in Figure E.19. The data generated from segmentation and labeling was 

used to track the structure of the stacked fiber phase across all experimental conditions 

in this study. For each experimental condition, the labeled pixels in each image were 

combined and then divided by the total pixels (resolution multiplied by number of images 
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in the experimental condition). In addition, the percent coverage was calculated 

individually for each image within an experimental condition and used to calculate the 

standard deviation of coverage. Note the standard deviation is of labeled pixels and treats 

all DoS values equally. This resulted in the ‘percent coverage’ plot (Figure 6.5E). Finally, 

the distributions in Figure 6.5E were all normalized to 1, resulting in Figure 6.5F.  

  
Figure E.19. Examples of labeled images 
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E.3. Simulations (Credit Rebecca Bone and Jason Green, UMass) 

Gillespie Simulations of Separable Self-assembly process 
Chemical mechanism 

There are ten reactions in the experimental chemical mechanism we consider here 

(Table E.2). A distinguishing feature of the dissipative process is the abundance of fibers. 

To model this feature of the experiments, we add a reaction constituting fiber birth: 

2𝐶𝑆𝑆𝐶௦௢௟ → 2𝐶𝑆𝑆𝐶௙௜௕ 

This reaction is necessary to generate information regarding the fibers formed and to 

ensure that the counting of CSSC species in solution and in fibers is correct. Inclusion of 

a fiber birth reaction has been used previously to model the self-assembly of 

microtubules.5 

Table E.2. Chemical mechanism of assembly process. 
Number Reaction Forward rate 

constant 
Reverse rate 
constant 

1 𝐶𝑆𝐻 + 𝑂𝐻ି ⇄ 𝐶𝑆ି + 𝐻ଶ𝑂 𝑘௙
஼ௌு = 10௣ுି௣௄ೌ𝑘௥

஼ௌு 𝑘௥
஼ௌு = 𝑟𝐷(𝐶𝑆𝐻)

/𝑉 
2 𝐶𝑆ି + 𝐻ଶ𝑂ଶ → 𝐶𝑆𝑂𝐻 + 𝑂𝐻ି 𝑘ଷ = 25 𝑀ିଵ𝑠ିଵ  
3 𝐶𝑆ି + 𝐶𝑆𝑂𝐻 → 𝐶𝑆𝑆𝐶௦௢௟

+ 𝑂𝐻ି 
𝑘ସ = 720 𝑀ିଵ𝑠ିଵ 
source6  

 

4 𝐶𝑆𝑆𝐶௦௢௟ ⇄ 𝐶𝑆𝑆𝐶௙௜௕ 𝑘଻

= 1.46 ∗ 10ିଵ଻ 𝑀ିଵ𝑠ିଵ 
𝑘௦௣

= 1000 𝑀ିଵ𝑠ିଵ 
5 𝐷𝑇𝑇 + 𝑂𝐻ି ⇄ 𝐷𝑇𝑇ି + 𝐻ଶ𝑂 𝑘௙

஽்் = 10௣ுି௣௄ೌ𝑘௥
஽்் 𝑘௥

஽்் = 𝑟𝐷(𝐷𝑇𝑇)

/𝑉 
6 𝐷𝑇𝑇ି + 𝐶𝑆𝑆𝐶௦௢௟

→ 𝐷𝑇𝑇𝑆𝐶

+ 𝐶𝑆ି 

𝑘଺ = 5 𝑀ିଵ𝑠ିଵ  

7 𝐷𝑇𝑇ି + 𝐶𝑆𝑂𝐻

→ 𝐷𝑇𝑇𝑆𝐶

+ 𝑂𝐻ି 

𝑘ହ = 10 𝑀ିଵ𝑠ିଵ  

8 𝐷𝑇𝑇𝑆𝐶 → 𝐷𝑇𝑇௖௬௖ + 𝐶𝑆𝐻 𝑘ௗ

= 2.83 ∗ 10ିଵ଻ 𝑀ିଵ𝑠ିଵ 
 

9 𝐷𝑇𝑇ି + 𝐻ଶ𝑂ଶ → 𝐷𝑇𝑇𝑂𝐻

+ 𝑂𝐻ି 
𝑘ଵ = 0.0046 𝑀ିଵ𝑠ିଵ  

10 𝐷𝑇𝑇𝑂𝐻 → 𝐷𝑇𝑇௖௬௖ + 𝑂𝐻ି 𝑘ௗ

= 2.83 ∗ 10ିଵ଻ 𝑀ିଵ𝑠ିଵ 
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11 2𝐶𝑆𝑆𝐶௦௢௟ → 2𝐶𝑆𝑆𝐶௙௜௕ 𝑘଻

= 1.46 ∗ 10ିଵ଻ 𝑀ିଵ𝑠ିଵ 
 

 
Simulation Details 

We simulate these chemical kinetics with the Gillespie Stochastic Simulation 

Algorithm (SSA)7 with home-built code. The Gillespie SSA stochastically solves single 

realizations of the master equation, 𝑝̇(𝑡) = 𝑊𝑝(𝑡).8 We simulate trajectories representing 

single evolutions of the species counts and fibers in time. The count of each species, fiber 

statistics, and reaction occurrence counts are recorded every Δ𝑡 = 0.1 𝑠 for the forward, 

reverse, and dissipative processes. The initial conditions for each simulations use the 

same concentrations of species and conditions as in the experiments within a simulation 

volume of 𝑉 = 5 ∗ 10ିଵ଼ 𝐿. We take the rate constants of diffusion-limited reactions as the 

diffusion coefficient of the relevant species.8  

We also generate statistics of fibers in these simulations. Each time the fiber birth 

reaction (Rxn. 11) is chosen, a new fiber is created that is two subunits in length. Once 

there is at least one fiber formed, reaction 4, the addition and removal of subunits to/from 

fibers via Rxn. 4 has a finite probability. Each time this reaction is selected to occur, a 

fiber is chosen at random to gain or lose one subunit. If a fiber chosen to lose a subunit 

has a length of 2, that fiber is destroyed, and two subunits are released to the solution 

rather than one. At each interval on which the species counts are recorded (Δ𝑡 = 0.1 𝑠), 

the number of fibers, mean length of fibers, and standard deviation of the length of fibers 

are also recorded. 

The simulation code was written in C, and simulation output was analyzed in 

MatLab. 

Rate constant determinations 
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 In order to benchmark our simulations, we compare the profiles of various species 

counts and fiber statistics in time to experimental observations. The total time for each 

process to complete was the initial point of comparison. To match the timescales of 

simulations to experiments, we varied the rate constant values in the chemical 

mechanism. The goal of this was to find a single set of rate constant values that could be 

used in the forward, reverse, and dissipative processes that would match the timescale 

of experiments of the same processes. The forward process has the fewest unknown rate 

constants and was therefore considered first. The reverse process was subsequently 

analyzed while using the ranges of rate constant values determined in the exploration of 

the forward process. Following this, ranges of rate constant values were used from a 

combined understanding of the analysis of the forward and reverse processes to consider 

the dissipative process. The dissipative process was then optimized to be as close to the 

experimental timescale as possible by varying the remaining rate constants that were not 

important in the forward or reverse process or which had a range of possible values in 

the forward and reverse process. 

In the forward process, only reactions 1-4 and reaction 11 occur. Of these 

reactions, only the rate constant for the dissociation of CSSC monomers from fibers (𝑘௦௣, 

reaction 4) is experimentally unknown. We varied the values of these rate constants in 

our simulations to match the simulation timescale of the three processes with the 

timescale of experiments. In addition to these, we varied the rate constant for reaction 2 

(𝑘ଷ) because we found in our simulations of the forward process that the experimentally 

determined value (𝑘ଷ = 0.288 𝑀ିଵ𝑠ିଵ) did not result in any fiber growth. A series of pairs 

of values of 𝑘ଷ and 𝑘௦௣ were identified for which the timescale of simulations closely 
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matched the timescale of experiments. The timescale comparison was made by 

observing the profile of the count of subunits incorporated into fibers and the number of 

fibers in the simulations. These values plateaued around 1500 s, which matches the 

experiments whose fiber growth periods are largely, though not entirely, complete by 

1500 s. We then used these pairs of values for the reverse process to narrow down the 

values of these rate constants to a single value each that can be held consistent over 

simulations of all three processes. 

 We then considered matching the timescale of the reverse process to experiments 

by using the narrowed scope of values for rate constants determined by optimization of 

the forward process. The reactions that occur in the reverse process are reactions 4-8. 

Of the rate constants corresponding to these reactions, the rate constants that do not 

appear to have been previously measured experimentally are 𝑘௦௣ and 𝑘଺. We determined 

a series of possible values of 𝑘௦௣ for the forward process. We therefore considered values 

of 𝑘଺ for each previously determined value of 𝑘௦௣. In this optimization of the reverse 

process, we noted that an excess amount of 𝐻ଶ𝑂ଶ was used. Therefore, after the 

completion of the forward process, there is remaining 𝐻ଶ𝑂ଶ and CSOH in the solution. 

Reactions 9 and 10 then still need to be considered in the reverse process, though to a 

lesser extent than in the dissipative process. The profiles of the count of subunits 

incorporated into fibers and the count of fibers in time were again compared to 

experiments to determine the time at which the reverse process could be considered 

complete in our simulations. This time was then matched to experiments by varying the 

specified rate constant values. 
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In the dissipative process, all reactions in the chemical mechanism can occur. Of 

these reactions, we have a set of values of 𝑘௦௣, 𝑘ଷ, and 𝑘଺ that, when used in our 

simulations, result in correct timescales of the forward and reverse processes from our 

previous analysis of these processes. The only remaining rate constant to determine is 

𝑘ହ, which corresponds to the deactivation of CSSC monomers in solution by DTT. We 

varied this rate constant for each set of values of the rate constants 𝑘௦௣, 𝑘ଷ, and 𝑘଺, 

looking to match the timescale of simulations to the timescale of experiments. The best 

timing found through this method is one order of magnitude smaller than the timescale of 

experiments for the dissipative process but matches the timescale of experimental 

observations for the forward and reverse processes. The rate constant values determined 

from this analysis are provided in the table above. 

Forward process 

The forward process begins with equal concentrations of CSH and 𝐻ଶ𝑂ଶ. The CSH 

species are quickly deprotonated to 𝐶𝑆ି, Figure E.20(a, gold). These resulting 𝐶𝑆ି 

species then react with 𝐻ଶ𝑂ଶ to produce the alcohol CSOH, Figure E.20(a, gray). The 

CSOH can then react with other 𝐶𝑆ି to produce the subunit for assembly 𝐶𝑆𝑆𝐶௦௢௟ in 

solution. Subunits in solution assemble almost as quickly as they are formed, so only 

nominal amounts of free CSSC in solution are present in solution at any given time. 

Meanwhile, the length and number of fibers in solution grows quickly until there are no 

more available subunits to incorporate, Figure E.20(b-c). The 𝐶𝑆ି required for these 

reactions continue to be produced by deprotonation of CSH because the conjugate base 

𝐶𝑆ି is quickly consumed in subsequent reactions. Following full consumption of all CSH 
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in solution, reactions adding and removing a subunit from the assembly dominates. Non-

zero amounts of CSOH and 𝐻ଶ𝑂ଶ remain in solution at this point in time, Figure E.20a. 

 

 
We can track the forward process not only with species counts (Figure E.20(a)) 

and fiber statistics (Figure E.20(b-c)) but also through the count of occurrences of each 

possible reaction in the chemical mechanism. Initially, CSH is deprotonated (Figure 

E.21(a, black)) in an effort to move toward an equilibrium concentration of CSH and its 

conjugate base 𝐶𝑆ି as defined in the Henderson-Hasselbalch equation. However, the 

produced 𝐶𝑆ି is quickly consumed by reaction with hydrogen peroxide in solution to 

produce CSOH and subsequent reaction of CSOH and 𝐶𝑆ି to form subunits for 

assembly, Figure E.21(b). Re-protonation of 𝐶𝑆ି to CSH does occur (Figure E.21(a, 

blue)), but the count of occurrences of this reaction are less than the count of occurrences 

of the deprotonation reaction because the product of deprotonation is used to make 

subunits in addition to being a reactant in the re-protonation reaction. Both of these 

reactions have a plateau in counts (Figure E.21(a)) when all CSH is turned to 𝐶𝑆ି and 

Figure E.20. (a) Normalized count of assembled subunits 𝐶𝑆𝑆𝐶௙௜௕ (black), fuel 𝐻ଶ𝑂ଶ 
(blue), intermediate formative species CSOH (gray), and deprotonated 𝐶𝑆ି (gold) in 
time reported in Δ𝑡 = 0.1 𝑠 time intervals. (b) Count of fibers in time reported in Δ𝑡 =

0.1 𝑠 time intervals. (c) Mean length of fibers in time reported in Δ𝑡 = 0.1 𝑠 time 
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subsequently used for subunit production. The subunits cannot be decomposed back to 

𝐶𝑆ି in the forward process due to the lack of DTT in solution. Therefore, with excess 

hydrogen peroxide in solution, all of the CSH initially in solution becomes either subunits 

CSSC or CSOH by the end of the forward process. This consumption of available 

CSH/𝐶𝑆ି is also the reason for the plateau in the count of occurrence of subunit-

generating reactions. 

 
Figure E.21. (a) Time profile of count of occurrences of reaction 1 per unit time, both 
forward (black) and reverse (blue) (the deprotonation of CSH and protonation of 𝐶𝑆ି), 
reported in Δ𝑡 = 0.1 𝑠 increments. (b) Time profile of count of occurrences of reactions 2 
(black) and 3 (blue), formation of CSSC in solution, per unit time reported in Δ𝑡 = 0.1 𝑠 
increments. (c) Time profile of fiber births per unit time, reported in Δ𝑡 = 0.1 𝑠 increments. 
(d) Time profile of count of occurrences of reaction 4, forward (black) and reverse (blue) 
(the addition and removal of subunits from fibers) per unit time, reported in Δ𝑡 = 0.1 𝑠 
increments. 
 The other three reactions (fiber birth, addition of CSSC to fiber, and removal of 

CSSC from fiber) that occur in the forward process do not exhibit plateaus in their count 

of occurrences when the forward process is complete at late times in simulations, Figure 

E.21(c-d). This is because the addition and removal of CSSC to/from fibers continues 

after the depletion of CSH/𝐶𝑆ି in solution, Figure E.21(d). Because these fluctuations 

between fibers and solution continue, enough CSSC (2 species in a simulation as the 

simulation is assumed to be well-mixed) can be present in solution at late times to 

continue to make new fibers and grow existing fibers. 

Reverse process 
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Following completion of the forward assembly process, DTT can be added to 

solution to start the reverse (disassembly) process. DTT immediately begins to be 

deprotonated to 𝐷𝑇𝑇ି, Figure E.24a, black). This deprotonated DTT can then scavenge 

any subunits in solution as well as any CSOH and 𝐻ଶ𝑂ଶ remaining in solution via reactions 

6, 7, and 9. This scavenging process forms DTTSC and DTTOH. These species can then 

decompose via reactions 8 and 10, deactivating the contained DTT to 𝐷𝑇𝑇௖௬௖ and 

preventing that resulting molecule of 𝐷𝑇𝑇௖௬௖ from having subsequent reactions. 𝐷𝑇𝑇௖௬௖ in 

solution increases over time as a result, Figure E.22(a, blue). Through this process, the 

DTT in solution decreases quickly while fibers are disassembled, Figure E.22(b-c). The 

amount of 𝐷𝑇𝑇ି in solution plateaus after approximately 2 minutes at a non-zero value. 

At this time, the number of fibers in solutions plateaus at a low value, Figure E.22(b). This 

corresponds to experiments, where all or nearly all of the gel is consumed by the end of 

the reverse process. 

 

 
The speed at which fibers are disassembled is controlled by how quickly subunits 

detach from fibers (through the rate constant 𝑘௦௣) and how quickly 𝐷𝑇𝑇ି can scavenge 

FigureE.22. (a) Normalized count of assembled subunits 𝐶𝑆𝑆𝐶௙௜௕ (black) and 
deactivated scavenging species 𝐷𝑇𝑇௖௬௖ (blue) in time reported in Δ𝑡 = 0.1 𝑠 time 
intervals. (b) Count of fibers in time reported in Δ𝑡 = 0.1 𝑠 time intervals. (c) Mean 
length of fibers in time reported in Δ𝑡 = 0.1 𝑠 time intervals. 
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those subunits in solution (through the rate constant 𝑘଺). Both rate constants must be 

sufficiently large for fibers to disassembled and the reverse process to go forward. Both 

rate constants are determined through the means specified before.  

 
FigureS23. (a) Time series of count of occurrences of CSH deprotonation (black) and 
𝐶𝑆ି protonation (blue) per unit time, reported in Δ𝑡 = 0.1 𝑠 increments. (b) Time series of 
count of occurrences of reaction 2 (black) and 3 (blue) to form CSSC per unit time, 
reported in Δ𝑡 = 0.1 𝑠 increments. (c) Time series of count of occurrences of fiber birth 
(black, zero for all time) and CSSC addition to fibers (blue) per unit time, reported in Δ𝑡 =

0.1 𝑠 increments. (d) Time series of count of occurrences of CSSC removal from fibers 
per unit time, reported in Δ𝑡 = 0.1 𝑠 increments. 

We can also track the count of occurrences of each reaction that is possible in the 

reverse process. Following introduction of DTT into solution, DTT is rapidly deprotonated, 

Figure S24(a, black). At the same time, subunits CSSC are incorporated into fibers and 

unincorporated from fibers, Figure S23(c-d). The 𝐷𝑇𝑇ି resulting from deprotonation of 

DTT in solution can then scavenge excess 𝐻ଶ𝑂ଶ remaining in solution from the forward 

process via reaction 9, CSOH remaining in solution (and, to a lesser extent, CSOH formed 

during the decay of fibers by excess hydrogen peroxide from the forward process) via 

reaction 7, and CSSC in solution via reaction 6 as subunits incorporate and unincorporate 

(reaction 4 forward and reverse) from fibers. Of these, CSSC is scavenged the most and 

hydrogen peroxide the least, Figure S24(b). The scavenging of hydrogen peroxide has a 

slower rate constant than hydrogen peroxide reacting with 𝐶𝑆ି formed in the 

decomposition of fibers. This scavenging reaction therefore occurs the least. This process 
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rapidly decays the fibers. At the same time, a small amount of fiber growth reactions occur 

(Figure S23(c, blue)), though no new fibers are formed, Figure S23(c, black). 

 
FigureS24. (a) Time series of count of occurrences per unit time of DTT deprotonation 
(black) and protonation of 𝐷𝑇𝑇ି (blue), lines overlap, reported in Δ𝑡 = 0.1 𝑠 increments. 
(b) Times series of count of occurrences per unit time of 𝐷𝑇𝑇ି scavenging of hydrogen 
peroxide (black, zero for all time), CSOH (blue), and CSSC in solution (gray), reported in 
Δ𝑡 = 0.1 𝑠 increments. (c) Time series of count of occurrences per unit time of 
decomposition of DTTSC (black) and DTTOH (blue, zero for all time), reported in Δ𝑡 =

0.1 𝑠 increments. 
 
Dissipative process 

In the dissipative process, CSH, DTT, and 𝐻ଶ𝑂ଶ are initially all present in solution. 

Following the initial formation of subunits and fibers, the reactions associated with both 

the forward and reverse process can then proceed simultaneously. This process 

increases the number of fibers in solution and the length of those fibers for an extended 

time (until approx. 3000 s), Figure S25(b-c). During this time, fibers are being created and 

lengthened. While the fiber decay process does occur during this time, the consumption 

of hydrogen peroxide fuels fiber formation and growth. There are fluctuations in the 

number of fibers and the mean length of fibers associated with the simultaneous decay 

process. However, the overall trend we see during this time is fiber birth and growth. 
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After approximately 3000 s, the disassembly process dominates, Figure E.25(a-c). 

This occurs when the 𝐻ଶ𝑂ଶ in solution is largely depleted, Figure E.25(a, blue). However, 

the maximum in the fiber count as well as the maximum in the mean length of fibers occur 

before the hydrogen peroxide is fully consumed as the decreasing concentration of 

hydrogen peroxide at this time decreases the propensity of its reaction with 𝐶𝑆ି, Figure 

E.25(a-b). 

 
Figure E.26. (a) Time series of count of occurrences per unit time of CSH deprotonation 
reported in Δ𝑡 = 0.1 𝑠 time intervals. (b) Time series of count of occurrences per unit time 
of 𝐶𝑆ି protonation (black), CSOH formation (blue), and CSSC formation (gray) reported 
in Δ𝑡 = 0.1 𝑠 time intervals. (c) Time series of count of occurrences per unit time of fiber 
births (black) reported in Δ𝑡 = 0.1 𝑠 time intervals. (d) Time series of count of occurrences 
per unit time of subunit incorporation into fibers reported in Δ𝑡 = 0.1 𝑠 time intervals. 

The full consumption of 𝐻ଶ𝑂ଶ in solution (due to reaction with 𝐶𝑆ି and 𝐷𝑇𝑇ି) 

prevents subunits CSSC to be reformed and reincorporated into fibers. This occurs near 

Figure E.25. (a) Normalized count of assembled subunits 𝐶𝑆𝑆𝐶௙௜௕ (black) and fuel 
𝐻ଶ𝑂ଶ (blue) in time reported in Δ𝑡 = 0.1 𝑠 time intervals. Dashed vertical line indicates 
time of peak amount of CSSC incorporated into fibers. (b) Count of fibers in time 
reported in Δ𝑡 = 0.1 𝑠 time intervals. (c) Mean length of fibers in time reported in Δ𝑡 =

0.1 𝑠
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3000 s in these data, as indicated by the plateau in the occurrence of the reaction for the 

formation of CSSC (Figure E.26(b, gray)), the maximum in the number of subunits 

incorporated into fibers (Figure E.25(a, black)), and the slowing to a plateau of the 

reaction incorporating subunits into fibers (Figure E.26(d)). This essentially stops the 

reassembly process and therefore the dissipative assembly as there is no more fuel to 

dissipate to perpetuate the process. 

 
Figure E.27. (a) Time series of count of occurrences of DTT deprotonation reaction 
reported in Δ𝑡 = 0.1 𝑠 time intervals. (b) Time series of count of occurrences of 
scavenging reactions of CSOH (black, nearly zero) and CSSC (blue) by 𝐷𝑇𝑇ି reported 
in Δ𝑡 = 0.1 𝑠 time intervals. (c) Time series of count of occurrences of decomposition of 
DTTOH (black, nearly zero) and DTTSC (blue) reported in Δ𝑡 = 0.1 𝑠 time intervals. 

Following this time when the hydrogen peroxide fuel in solution is fully consumed, 

fibers are rapidly degraded. The scavenging reactions of 𝐷𝑇𝑇ି and subsequent 

decomposition of the product of scavenging continue until about 5000 s (Figure E.27(b-

c)), by which point all or most of the CSSC, CSOH, and 𝐻ଶ𝑂ଶ in solution are consumed 

(Figure E.25(a)). As an excess amount of DTT is provided in solution, the remaining DTT 

and 𝐷𝑇𝑇ି in solution quickly reach their equilibrium concentrations. As the remaining 

CSSC and CSOH are being degraded, CSH and 𝐶𝑆ି also go to their equilibrium 

concentrations. 

 A phase of short fibers stacking in parallel is observed in experiments for a 

(relatively) extended period of time in the dissipative process, for a brief period of time in 
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the reverse process, and not at all in the forward process. We surmise this is because 

fibers have time to grow to greater lengths and diffuse away from each other without also 

being simultaneously decayed when the process is carried out sequentially. The diffusion 

of fibers away from each other prevents there from being dense pockets of decaying 

fibers, as occurs in the dissipative process. There is then less entropic driving toward 

creating the stacked conformation in the sequential process. This can happen because 

fibers are not being decayed while they are simultaneously being built in the forward 

process. Allowing both of these processes to happen simultaneously (i.e., the dissipative 

process) prevents fibers from growing as long as they otherwise would in the sequential 

process. This decay in the dissipative process is also happening when fibers would 

otherwise be diffusing away from each other with very little decomposition in the 

sequential process. The occurrence of this stacked phase in the reverse process is also 

likely prolonged in the dissipative process due to the general lengthening of the timescale 

on which the dissipative process occurs. This lengthening is a direct result of the building 

and decaying of fibers being carried out simultaneously. 

Cycle 

From our simulations, the defining feature that distinguishes the dissipative 

process from the sequential process is a set of reactions that together constitute a 

“dissipative cycle”. This is a subset of reactions that leads to the repeated growth and 

decay of fibers. These reactions that form the dissipative cycle can be separated into 

those that lead to the growth of fibers and those that lead to the decay of fibers. The fiber 

growth reactions in this cycle are reactions 2 and 3, which together form the subunits for 

assembly CSSC. These reactions occur in all three processes. However, these reactions 
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occur much less frequently in the reverse process than the forward process and only as 

a result of 𝐻ଶ𝑂ଶ and CSOH remaining in solution from the forward process. The fiber 

decay reactions in this cycle are reactions 6 and 8, which involve the scavenging of free 

subunits CSSC by DTT and subsequent decay of the resulting DTTSC. These reactions 

are not possible in the forward process due to the lack of DTT in solution but occur in both 

the reverse and dissipative processes. Further, the decomposition of DTTSC produces 

𝐶𝑆ି, a reactant in both reactions 2 and 3, which form the other half of the cycle.  

 
Figure E.28. (a) 

To quantitatively measure the difference between the dissipative and sequential 
processes, we calculated the number of times the system goes through this cycle. We 
measured this here via the smallest count of reaction occurrences of the four reactions 
identified in the cycle—and only for simulations using our optimized rate constants. In the 
forward process, the system cannot undergo this cycle because half of the reactions 
constituting the cycle lack reactants. In the reverse process, this cycle can occur but only 
due to residual 𝐻ଶ𝑂ଶ and CSOH in the system. A limited number of cycle traversals are 
possible as a result (8,776 on average over 10 simulations). By comparison, the 
dissipative cycle has sufficient reactants to freely traverse this cycle many times (90,317 
on average over 10 simulations). This prolongs the dis/assembly process by allowing both 
subunit production and scavenging to occur simultaneously. This cycle continues to be 
driven by the consumption of chemical fuel: hydrogen peroxide in solution, which is 
necessary to produce subunits.  
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Figure E.29. (a) Sum of occurrences per unit time of reactions 2 and 3 
(forward/production half of cycle) vs time reported in Δ𝑡 = 0.1 𝑠 intervals for the forward 
process. No reactions for the reverse/destruction half of the cycle occur. (b) Sum of 
occurrences per unit time of reactions 2 and 3 (black) and reactions 6 and 8 (blue) vs time 
reported in Δ𝑡 = 0.1 𝑠 intervals for the reverse process. (c) Sum of occurrences per unit 
time of reaction 2 and 3 (black), reactions 6 and 8 (blue), and reactions 2, 3, 6, and 8 
(gray) vs time reported in Δ𝑡 = 0.1 𝑠 intervals for the dissipative process with vertical lines 
marking the time of maximal number of fibers and time of final plateau. 

The production half of this cycle occurs in all three processes but to differing 

amounts, Figure E.29(a-c). The reverse process has about 63% of the reaction 

occurrences of reactions 2 and 3 compared to the forward process, Figure E.29(b). This 

decrease is a result of only residual amounts of hydrogen peroxide and CSOH in solution 

from the forward process. Conversely, the dissipative process goes through 309% the 

occurrences of reactions 2 and 3 that the forward process does, Figure E.29(c). This is 

possible through the regeneration of 𝐶𝑆ି through this cycle allowing new subunits to be 

formed until the hydrogen peroxide fuel is expended. 

 
Figure E.30. (a) Sum of occurrences per unit time of reactions 2 and 3 
(forward/production half of cycle) vs time reported in Δ𝑡 = 0.1 𝑠 intervals for forward 
process (black), reverse process (blue), and dissipative process (gray). (b) Sum of 
occurrences per unit time of reactions 6 and 8 (reverse/destruction half of cycle) vs time 
reported in Δ𝑡 = 0.1 𝑠 intervals for forward process (black, zero for all time), reverse 
process (blue), and dissipative process (gray). (c) Sum of occurrences per unit time of 
reactions 2, 3, 6, and 8 (all of cycle) vs time reported in Δ𝑡 = 0.1 𝑠 intervals for forward 
process (black), reverse process (blue), and dissipative process (gray). 
 The destruction half of this cycle occurs only in the reverse and dissipative 

processes. The reverse process undergoes these reactions and quickly decomposes the 
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entire assembly. However, the dissipative system can regenerate reactants for the 

reproduction of subunits for assembly. As a result, the dissipative process has 309% the 

occurrence of reactions 6 and 8 that the reverse process has, Figure E.30(b-c). 

Varying initial amount of hydrogen peroxide in the dissipative process 

 Given that hydrogen peroxide acts as a fuel for the dissipative cycle that occurs in 

the dissipative process, we hypothesize that the initial concentration of hydrogen peroxide 

will have some effect on the timing and yield of the fibrous material. To analyze this effect, 

we varied the initial concentration of hydrogen peroxide provided for the dissipative 

process with all other initial conditions the same as previously. We then observed several 

important points of time in the simulation data that mark changes in the behavior of the 

dissipative process: the positions in time and value of the maximal amount of CSSC 

incorporated into fibers, the maximal number of fibers, the start of the plateau in the 

number of CSSC incorporated into fibers at long times, the start of the plateau in the 

number of fibers at long times, the time at which the fuel is no longer consumed linearly 

in time, and the time at which the amount of fuel is so small in simulations as to be 

considered depleted. 

 
Figure E.31. (a) Concentration of subunits in fibers [𝐶𝑆𝑆𝐶௙௜௕] (mM) vs time (s) for starting 
concentration of hydrogen peroxide of [𝐻ଶ𝑂ଶ]௜ = 1 𝑚𝑀. (b) Concentration of subunits in 
fibers [𝐶𝑆𝑆𝐶௙௜௕] (mM) vs time (s) for starting concentration of hydrogen peroxide of 
[𝐻ଶ𝑂ଶ]௜ = 50, 100, 150 𝑚𝑀 (lighter color is increased concentration). (c) Concentration of 
subunits in fibers [𝐶𝑆𝑆𝐶௙௜௕] (mM) vs time (s) for starting concentration of hydrogen 
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peroxide of [𝐻ଶ𝑂ଶ]௜ = 240 𝑚𝑀. (d) Maximal concentration of subunits in fibers (mM) vs 
initial concentration of hydrogen peroxide (mM). Vertical lines denote minimal and 
maximal initial concentrations for dissipative process to proceed as previously detailed. 
Horizontal line denotes mean maximal concentration of subunits in fibers. 

When we varied the initial amount of hydrogen peroxide supplied to the system 

between 0.1 mM and 1000 mM, we found that the maximal number of subunits 

incorporated into fibers, the number of fibers, the final plateau value in the amount of 

subunits incorporated into fibers, and the final plateau in the amount of fibers did not vary 

significantly with initial concentrations of hydrogen peroxide between 30 mM and 200 mM, 

Figures. E.31(d), E.31(a-b). Below this range, the amount of fuel provided was insufficient 

to sustain dissipative assembly for a prolonged time. Above this range, the among of fuel 

provided is enough to ensure that the total yield of subunits in fibers is maximal (all 

possible subunits are incorporated into fibers) and sustained. At such high concentrations 

of the fuel, fibers are not decayed to appreciable amounts, and the species profiles and 

fiber statistics resemble those of the forward process. 

 
Figure E.32. (a) Concentration of hydrogen peroxide at the time of the maximal 
concentration of subunits in fibers vs. initial concentration of hydrogen peroxide. (b) 
Concentration of hydrogen peroxide at the time of the maximal concentration of subunits 
in fibers vs. initial concentration of hydrogen peroxide only within range of initial 
concentrations of hydrogen peroxide resulting in normal dissipative process. (c) Final 
concentration of hydrogen peroxide vs. initial concentration of hydrogen peroxide. (d) 
Final concentration of hydrogen peroxide vs. initial concentration of hydrogen peroxide 
only within range of initial concentrations of hydrogen peroxide resulting in normal 
dissipative process. 

We also found that within the range of 30 mM to 200 mM of hydrogen peroxide 

initially provided, the amount of hydrogen peroxide remaining at the time when the 
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number of subunits incorporated into fibers is maximal also does not vary appreciably, 

Figure E.32(c-d). This finding suggests that for a given initial concentration of CSH and 

DTT, there is a threshold concentration of hydrogen peroxide in solution above which the 

process switches from being primarily characterized by fiber formation and growth to 

being primarily characterized by fiber decay and death. 

 
Figure E.33. (a) Time (s) of maximal subunits in fibers vs. initial concentration of hydrogen 
peroxide (mM). (b) Time (s) of maximal number of fibers vs. initial concentration of 
hydrogen peroxide (mM). (c) Time (s) of final plateau in number of subunits in fibers vs. 
initial concentration of hydrogen peroxide (mM). (d) Time (s) of final plateau in number of 
fibers vs. initial concentration of hydrogen peroxide (mM). 

While the counts of species/fibers did not vary in a systematic way with the 

controlled variation in the initial concentration of hydrogen peroxide, the times at which 

these important changes in trends occurred did vary in a systematic fashion, Figure E.33. 

The time of maximal subunits in fibers and the time of maximal count of fibers are almost 

identical, Figure E.33(a-b). Both times vary systematically with the initial concentration of 

hydrogen peroxide in solution approximately via the equation 𝑡 (𝑠) = 130 ∗ exp (0.0212 ∗

[𝐻ଶ𝑂ଶ]௜). The other two pertinent times do not vary with as clean a trend, Figure E.32(c-

d). We conclude from these data that the time to reach the peak number of subunits in 

fibers is a nonlinearly increasing function of the initial concentration of hydrogen peroxide. 

Maintain fiber count by injection of hydrogen peroxide 

 From our simulations, a plausible design principle emerged: because of the 

nonlinear nature of the system, smaller amounts of fuel might be necessary to sustain the 
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fibers compared to the amount of fuel needed to create them initially. To test this 

hypothesis, we added small doses of fuel in the dissipative process to sustain the fiber 

population when the fiber population was nearly extinct. Using the simulation setup 

above, we attempted to maintain a specified count of fibers in the simulation by setting a 

desired threshold count of fibers below which a specified amount of hydrogen peroxide 

would be injected into the system. In these simulations, it was also important to set a limit 

on the frequency with which hydrogen peroxide can be injected into the system. If the 

frequency is too high, there is an abundance of hydrogen peroxide in solution rather than 

doping the system with small quantities of hydrogen peroxide. 

 With this constraint, the system proceeds as normal for the dissipative process 

until fibers begin to collapse, Figure E.34(a). In the time where fiber collapse dominates, 

injection of hydrogen peroxide proceeds when sufficient fibers have decayed to cross the 

threshold value. At this point, hydrogen peroxide is injected into the system. Each time 

hydrogen peroxide is injected, fibers grow for a short period of time before fibers collapse 

down to the threshold again. The system then oscillates between fiber growth just after 

an injection of hydrogen peroxide and fiber collapse following the depletion of that injected 

amount of hydrogen peroxide. These oscillations continue for an extended period of time 

(over 15,000 s). The amount of hydrogen peroxide injected into the system at any one 

time is significantly smaller than the initial amount of hydrogen peroxide in the system, 

Figure E.34(b, red). 
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Figure E.34. (a) Count of subunits in fibers while injecting 500 molecules of hydrogen 
peroxide no more often than every 2,000 s if the number of fibers falls below 50. (b) 
Normalized time profile of count of subunits in fibers (black), hydrogen peroxide (red), 
and deprotonated DTT (blue) recorded in Δ𝑡 = 0.1 𝑠 increments with a threshold of 50 
fibers and injecting 500 molecules of hydrogen peroxide no more often than every 5 s. (c) 
Count of subunits in fibers while injecting 500 molecules of hydrogen peroxide no more 
than every 10 s if the number of fibers falls below 10 (bright red), 50 (dark red), and 100 
(black). (d) Average wavelength of oscillations in subunits in fibers time series at late 
times for a given allowed frequency of injection Δ𝑡 ∈
{0.1 𝑠, 0.5 𝑠, 1 𝑠, 5 𝑠, 10 𝑠, 20 𝑠, 30 𝑠, 40 𝑠, 50 𝑠} for threshold number of fibers 50 and 500 
molecules of hydrogen peroxide added per injection. (e) Average amplitude of oscillations 
in subunits in fibers time series at late times for a given number of molecules to add per 
injection (100, 250, 500, 750, 1000) for threshold number of fibers 50 and an allowed 
frequency of injection of Δ𝑡 = 10 𝑠. 

In this process, the frequency at which injections are allowed, the amount of 

hydrogen peroxide to inject at a time, and the threshold number of fibers below which to 

inject hydrogen peroxide can all be varied. We now explore each of these. 

Frequency of injection. One might expect the frequency of injection to be closely 

related to the wavelength of oscillations. However, the wavelength of these oscillations is 

not the same as the allowed frequency of injection, Figure E.34(d). The period of time for 

a single wave of this oscillation is longer than the allowed frequency of injection of 

hydrogen peroxide. This suggests that the wavelength of these oscillations is indicative 

of the amount of time the system can use a given quantity of hydrogen peroxide to sustain 

fiber growth. The allowed frequency of injection can be small enough that the system 

becomes flooded with fuel. The DTT in the system is then quickly consumed, and the time 

profile for fibers and subunits in fibers resemble the forward process, Figure E.34(c, 

black). On the other hand, the allowed frequency of injection can be large enough that 
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the system uses up the injected amount of fuel in growing fibers before those fibers again 

collapse prior to the next allowed time of injection. 

Amount injected. The amplitude of the oscillations is nearly linearly related to the 

amount of hydrogen peroxide injected, given the same allowed frequency of injection and 

threshold fiber count below which to inject hydrogen peroxide, Figure E.34(e). This is 

because a larger amount of fuel is able to sustain fiber growth for a longer period of time. 

This agrees with observations of varied initial concentrations of hydrogen peroxide. 

Fiber threshold. The midpoint of the oscillations depends upon the threshold 

number of fibers to maintain. The larger the threshold in number of fibers, the higher the 

axis of oscillations, Figure E.34(c). This is because more subunits are required for a larger 

number of fibers to be sustained. 

Efficiency. The amount of hydrogen peroxide injected in the course of this protocol 

is more than an order of magnitude less than the initial amount of hydrogen peroxide in 

solution. However, these small injections can sustain fiber growth significantly longer than 

the dissipative process alone. Measure the efficiency of this protocol, we define two 

measures of efficiency: the number of fibers present per count of hydrogen peroxide and 

the count of subunits in fibers per count of hydrogen peroxide. When we look at the profile 

of these efficiencies in time, they oscillate with significant amplitude at long times—longer 

times than when the normal dissipative process functions, Figure E.34 (a-b). This means 

that the efficiency of the injection process (as measured by either of these two quantities) 

is significantly greater than the efficiency of the initial dissipative assembly process. 
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Figure E.35. (a) Time profile of number of fibers per count of hydrogen peroxide in 
simulations reported in Δ𝑡 = 0.1 𝑠 increments with a threshold for injection of 50 fibers, an 
injection amount of 500 molecules of hydrogen peroxide, and an allowed frequency of 
injection of 5 s. (b) Time profile of count of subunits in fibers per count of hydrogen 
peroxide in simulations reported in Δ𝑡 = 0.1 𝑠 increments with a threshold for injection of 
50 fibers, an injection amount of 500 molecules of hydrogen peroxide, and an allowed 
frequency of injection of 5 s. 

 
Inject hydrogen peroxide at regular intervals 

From the above, we modified the protocol of injection so that rather than injecting 

with some allowed frequency when there are sufficiently few fibers, the hydrogen peroxide 

is injected at some rate defined by a frequency of injection and an amount to inject (i.e., 

the threshold condition is removed). In doing this, we found that the frequency of injection 

does not matter if the equivalent rate is the same (i.e., 100 molecules / 10 s is the same 

rate as 50 molecules / 5 s), Figure E.36(a). A smaller rate of injection in this protocol 

resulted in a longer period of fiber growth, Figure E.36(b). Further, the oscillations in both 

count of subunits in fibers and fiber counts at late times in the previous protocol are not 

present using this simplified injection protocol. 
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Figure E.36. (a) Fiber count over time for equivalent rate of 100 molecules/s injected with 
injection frequency of 1 s (red), 10 s (dark red), and 60 s (black), reported in Δ𝑡 = 0.1 𝑠 
increments. (b) Fiber count over time for an injection frequency of 1 s and an injection 
amount of 100 molecules (red), 1,000 molecules (dark red), and 10,000 molecules 
(black). 
 
Maintain an amount of hydrogen peroxide in a simulation by injection of hydrogen 

peroxide 

 We next attempted to maintain a given amount of hydrogen peroxide fuel in to test 

the hypothesis that having excess fuel allows for prolonged fiber growth. When we do 

this, there are oscillations in the fiber growth for a period of time, Figure E.37. In this time, 

𝐷𝑇𝑇ି is also available in solution to scavenge subunits and deactivate them. Once all of 

the DTT in solution has been deactivated to 𝐷𝑇𝑇௖௬௖, fibers grow until there are no more 

subunits available to add to fibers or create new fibers. There are then small fluctuations 

in the length of fibers and the number of subunits in those fibers. This is due to Reaction 

4, which allows subunits to associate and dissociate from fibers and add to other fibers. 

However, no fiber collapse then occurs because there is no DTT available to facilitate 

this. Therefore, fuel alone is not sufficient to perpetuate fiber growth. 
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Figure E.37. Count of subunits incorporated into fibers in time reported in Δ𝑡 = 0.1 𝑠 time 
increments looking to maintain 100,000 molecules of hydrogen peroxide in solution by 
injecting 100 molecules of hydrogen peroxide. 
 
Diffusion limitation of 𝒌𝟔 

 Using the rate constants optimized for the forward and reverse processes resulted 

in simulation timescales of the dissipative process that were too short when compared to 

experimental timescales, suggesting a mechanism in the dissipative process not present 

in the isolated forward and reverse processes. We hypothesized that the mechanism 

causing this discrepancy was the speed of molecular diffusion when fibers are present in 

solution. To model this effect and match the timescale of experiments in the dissipative 

process, we modified the rate constant or the scavenging of subunits by 𝐷𝑇𝑇ି (𝑘଺), 

decreasing its effective value based on the number of subunits in fibers at each time 

during the simulation. (We also attempted to account for this behavior using modifications 

to this rate constant based on the number of fibers in solution and the mean length of 

fibers in solution, but these did not appreciably change the timescale of the dissipative 

process.) 

 In the data reported for the dissipative process, we modified 𝑘଺ after each reaction 

based on count of 𝐶𝑆𝑆𝐶௙௜௕ in the simulation at that time: 

𝑘଺
ᇱ = 𝑘଺ ቌ1 −

1

ቔ
𝐶𝑆𝐻௜

2
ቕ + 1

× [𝑓𝑖𝑏𝑒𝑟 𝑐𝑜𝑢𝑛𝑡]ቍ 
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Increasing the fiber count decreases the value of 𝑘଺′. This is normalized by the maximal 

amount of CSSC that can be in solution, which is given by the initial count of CSH 

molecules in the simulation integer divided by 2, plus 1 to ensure that the rate constant 

cannot have a value of zero. This formula ensures that the effective value of the rate 

constant is within the range 0 < 𝑘଺
ᇱ ≤ 𝑘଺. 

 Using the above formula to modify 𝑘଺ after every reaction in the simulation, we 

again optimized the dissipative process to best match the timescale of experiments. The 

best matching simulations of the dissipative process to experiments in terms of time that 

did not sacrifice the matching of timescales for the forward and reverse processes 

extended the time of simulations of the dissipative process to 4320 s. This is about 1000 

s longer than without this diffusion-based modification. However, this is still significantly 

shorter than the timescale of experiments (~10 hr). 

Diffusion-limited bimolecular reaction rate constants 

 In the following section, we applied a limitation to the speed at which subunits could 

be scavenged from solution based upon the idea that the fiber content in solution limits 

the diffusion of species and thereby slowing reactions. This slowed the overall timescale 

of the dissipative process. However, the timescale resulting from the previous 

modification was insufficient to match the experimental timescale—the dissipative 

process still finished too quickly in simulations. Due to this, we add the same limitation on 

diffusion to all bimolecular reactions in the mechanism: Reactions 2, 3, 6, 7, and 9.  

In order to modify these reactions in the same way as previously, we need to apply 

the same formula to the rate constants 𝑘ଵ, 𝑘ଷ, 𝑘ସ, 𝑘ହ, and 𝑘଺. Each of these rate constants 

was modified according to the formula (analogous to the previous): 
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𝑘′ = 𝑘 ቌ1 −
1

ቔ
𝐶𝑆𝐻௜

2
ቕ + 1

× [𝑓𝑖𝑏𝑒𝑟 𝑐𝑜𝑢𝑛𝑡]ቍ 

This imposes an additional limitation on the dissipative system. Each bimolecular reaction 

in the mechanism is now limited by the amount of fiber content in the system at a given 

time due to the limitation on diffusion of having solid fibers in the system. 
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Appendix F: Supplementary Information for Chapter 7 

F.1. Supplementary Tables 

Table F.1: Quantitative data for cell wall taken from cryoEM images 
Teixobactin # Images # 

Bacteria 
Cell Wall 
Degradation 
(%)a 

Low 
Density 
Region 
(%)a 

Cell Wall 
Hole(s) 
(%)a 

Cell Wall 
Absent 
(%)a 

0 44 85 19 12 7 0 
4 μg/mL 104 169 69 6 53 10 
1 mg/mL 81 146 100 0 4 96 

Notes: 
a: Cell wall degradation is a percentage of the bacteria present. 
Table F.2: Quantitative data for bacterial fibrils taken from cryoEM images 
Teixobactin # Images Fibrils 

Present (%) 
Fibril 
Diameter 
(nm) 

Fibril 
Diameter 
Standard 
Deviation 
(nm) 

# Fibrils 
Measured a 

0 44 86 10.9 0.8 55 
4 μg/mL 104 94 11.0 0.8 55 
1 mg/mL 81 96 10.9 0.7 55 

Notes: 
a: The number of fibrils measured does not represent the total number of fibrils in the sample. 
 
Table F.3: Quantitative data for teixobactin sheets/cluster fibers 

Teixobact
in 

Bacteri
a 
Presen
t (Y/N) 

# 
Image
s 

Sheet 
Structur
e Count 

(%) 
Images 
with 
Sheet 
Structur
e  

Sheet 
Thickne
ss (nm) 

Sheet 
Thickne
ss 
Standar
d 
Deviatio
n (nm) 

Fiber 
Thickne
ss (nm) 

Fiber 
Standar
d 
Deviatio
n (nm) 

# Fibers 
Measure
d a 

4 
μg/mL 

Y 104 6 6 4.8 0.6 N/A N/A N/A 

1 
mg/mL 

Y 81 128 67 4.5 0.7 7.2 0.7 67 

1 
mg/mL 

N 29 216 100 4.6 0.9 N/A N/A N/A 

Notes: a: The number of fibers measured does not represent the total number of fibers in the 
sample. The fibers were low contrast and overlapped as clusters making it difficult to determine 
the total amount in the sample. 
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F.2. Supplementary Figures 

 

 
Figure F.1: Overview  cryoEM image of B. subtilis showing thick densities around 
bacteria. Some bacteria are contained within thick ice layers making it difficult to see their 
internal structure.  
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Figure F.2: CryoEM images of B. subtilis in PBS buffer and 5% DMSO. Scale bar is 200 
nm. A) Image showing bacterial fibrils, and vesicles. B) Overview of bacterium. C). Thicker 
ice layer around a bacterium makes it harder to see the intracellular features but the cell 
wall is discernable.   
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Figure F.3: Various cryoEM images of B. subtilis showing intact cell walls. Images A-E 
are from the B. subtilis sample without teixobactin. Images F-H are from the 4μg/mL 
teixobactin sample. 
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Figure F.4: Various cryoEM images of B. subtilis showing thinning or fading of the cell 
wall. Images A-E are from the B. subtilis sample without teixobactin. Images F-H are from 
the 4μg/mL teixobactin sample. 
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Figure F.5: Various cryoEM images of B. subtilis showing holes or breaks in the cell wall 
Images A is from the B. subtilis sample without teixobactin. Images B-J are from the 
4μg/mL teixobactin sample. Image K is from the 1 mg/mL teixobactin sample. 
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 Figure F.6: Various cryoEM images of B. subtilis showing the absence of a cell wall. A is 
from the 4μg/mL teixobactin sample. Image B-H is from the 1 mg/mL teixobactin sample. 
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Figure F.7: CryoEM images of B. subtilis treated with formic acid. Scale bar is 200 nm. A-
C) Treated with 1% formic acid. D-F) Treated with 10% formic acid. Biofilms of B. subtilis, 
composed of amyloid fibers, are known to impart a degree of antibiotic resistance.104, 108 
The introduction of formic acid in a solution of TasA has been shown to denature TasA 
fibers. Thus, to understand their origin, B. subtilis was treated with a 1% and 10% solution 
of formic acid and imaged them. No fibers were seen in either sample, providing evidence 
that the fibrils are TasA amyloid fibers. The formic acid has also deformed the remaining 
bacterial cells as they are markedly different from an untreated sample (See Figure 7.1 
in the main text).  
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Figure F.8: Derived count rate from light scattering experiment for teixobactin aggregates 
taken in PBS and 5% DMSO. A) Linear scale. B) Logarithmic scale. Aggregation begins 
around a teixobactin concentration of 200 μg/mL. 
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Figure F.9: CryoEM images of 4 μg/mL of teixobactin. Scale bar is 200 nm. Note the lack 
of assemblies or aggregates. The dark clusters are ice contamination.  
 
 
 
 
 
 
 

 
Figure F.10: CryoEM images of 1 mg/mL teixobactin in PBS buffer and 5% DMSO. Scale 
bar is 200 nm. A) Layer of teixobactin sheets with some sheets oriented perpendicular to 
the imaging plane giving a high contrast appearance. B) Teixobactin sheets with changing 
orientation revealing a larger sheetlike structure. 
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Figure F.11: CryoEM images of 1 mg/mL of teixobactin showing 3D nature of teixobactin 
sheets. Scale bar is 200 nm A) 0° showing what appears as a high-contrast rod. B) At -
41° stage tilt the specimen appears more as a sheet. C) This is seen to a lesser extent at 
35° stage tilt. 
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Figure F.12: CryoEM images of B. subtilis treated with 1 mg/mL teixobactin in PBS buffer 
and 5% DMSO. Scale bar is 200 nm. A) Overview of bacteria in sample. B-D) Images 
showing low-contrast teixobactin clusters, higher-contrast teixobactin sheets and 
bacterial remnants.  
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Figure F.13:Combined Histogram of all measured structures in the 1 mg/mL teixobactin 
bacteria samples. The histogram is normalized, giving the appearance that they all had 
an equal number of measurements. The teixobactin sheets are in blue. The bacterial 
fibrils are in orange. The teixobactin clusters containing rod/fiber-like structures are in 
gray. The histogram highlights the difference in the measured diameters/thickness 
between the three types of structures.  
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Figure F.14: CryoEM images of B. subtilis treated with 4 μg/mL teixobactin in PBS buffer 
and 5% DMSO. Scale bar is 200 nm. A) Overview of bacteria in sample. B-C) Images 
showing bacteria will cell wall damage. 
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Figure F.15: Insets from CryoEM images of possible teixobactin sheets found in the 4 
μg/mL teixobactin bacteria sample. Example A is found near the cell wall whereas B-F 
are all found in the sample grid away from the cell wall. As the structures in B-F are all 
over the carbon layer they could be damage to the grid, however they were not found in 
control experiments without teixobactin. 
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Figure F.16: Chemical structure of teixobactin (provided as a gift from Novobiotic 
Pharmaceuticals). 
 
 
 
 
 
 
 
 

 
Figure F.17: Analytical HPLC trace: gradient elution of 5–100% acetonitrile over 20 min 
on an Aeris PEPTIDE 2.6u XB-C18 column (Phenomonex).  
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Figure F.18: MALDI mass spectrum of teixobactin. 
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Figure F.19: Additional overview cryoEM images of bacteria & teixobactin images from 
different samples than those in main text. Samples are in PBS buffer and have some to 
no DMSO present. Scale bar is 200 nm. 1 mg/mL teixobactin, 5% DMSO (A-B), 4 μg/mL 
teixobactin, 0.2% DMSO (C-D) and no teixobactin, no DMSO (E-F) of B. Subtilis samples. 
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Figure F.20: Additional cryoEM images of bacteria & teixobactin images from different 
samples than those in main text. Samples are in PBS buffer and have some to no DMSO 
present. Scale bar is 200 nm. 1 mg/mL teixobactin, 5% DMSO (A-B), 4 μg/mL teixobactin, 
0.2% DMSO (C-D) and no teixobactin, no DMSO (E-F) of B. Subtilis samples. 
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