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ABSTRACT OF THE DISSERTATION

Macdonald Polynomials and Graded Characters of Generalized Demazure Modules of
so2n[t]

by

Maranda N. Smith

Doctor of Philosophy, Graduate Program in Mathematics
University of California, Riverside, June 2022

Dr. Vyjayanthi Chari, Chairperson

In recent work published by Biswal, Chari, Shereen, and Wand [1] the authors defined a

family of symmetric polynomials indexed by pairs of dominant integral weights, Gν,λ(z, q)

where z = (z1, · · · .zn+1) ∈ Cn+1, and determined that G0,λ(z, q) is the graded character of

a level two Demazure module for sln+1[t]. The aim of this thesis is to construct analogues

of these polynomials for the generalized Demazure modules for so2n[t] as they are presented

by Chari, Davis, and Moruzzi [3]. We do this by constructing modules which interpolate

from the presentation provided in [3] and local Weyl modules. We then create short ex-

act sequences between them to relate their graded characters. This allows us to identify

coefficients in the corresponding graded characters with the coefficients in Gν,λ(z, q).
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Chapter 1

Introduction

For a simple Lie algebra g, the associated current algebra, g ⊗ C[t] = g[t], is a

maximal parabolic subalgebra of the affine lie algebra, ĝ. Therefore it is of interest to study

representations of g[t], as these correspond to representations of ĝ. Note that since we can

grade the complex polynomial ring by degree, g[t] inherits this grading. It is then sensible

to consider graded modules of g[t], and seek their graded character formulae.

Of particular interest are level ℓ Demazure modules, as these are highest weight

modules of g[t]. It was shown in [4][8][10] that a level one Demazure module is isomorphic to

a local Weyl modules, as introduced in [6]. It was also shown in [11][15] that for g[t] which are

simply laced (i.e. types A,D,E) that the graded characters of level one Demazure modules

are precisely Macdonald Polynomials. It was also shown in [1] that the graded characters

of a level 2 Demazure modules is a linear combination of Macdonald Polynomials, but this

only applies to the type A case. It is not clear that this will also be the case for type D.

We look to generalized Demazure modules, which are fusion products of level ℓ
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Demazure modules, introduced in [12]-[14]. These modules have begun appearing recently

in various parts of the literature, and have been connected to graded limits of minimal

affinizations [13][14] and to the graded limits prime modules over ĝ in [2](type A) and

[3](type D). Particularly, we will focus on the family of generalized Demazure modules

presented in [3], which are fusion products of two level 1 modules. In [3], a graded character

for these modules is given in terms of graded characters of level 2 Demazure modules.

Similar work has been done in [9] for types-B,C, indicating a process similar to that of this

thesis can be undertaken for these types as well.

In this thesis, we use methods inspired by [16] and [1] to construct a closed form

for the graded characters of the modules from [3], proving that these graded characters are

sums of Macdonald Polynomials with Z[q] coefficients.

We may also be able to combine this result with the character formula provided

in [3] to find an explicit graded character for the level 2 Demazure modules of type D.
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Chapter 2

Algebras and Modules of Interest

This chapter is designed to introduce the reader to the notation, algebras, and

modules discussed throughout this thesis.

Let C denote the complex numbers and Z the integers in the usual fashion. Take

Z+ to be the nonnegative integers. Also, take [i, j] = {i, i + 1, · · · , j} for i < j ∈ Z. Also,

given two vector spaces, V and W , denote their tensor over C as V ⊗W , and define V to

be Z-graded if V can be written as the direct sum V =
⊕
r∈Z

V [r], where V [r] = {v ∈ V

such that the grade of v = r}. We define a Z+-grading similarly.

In this thesis, we take g to be a simple Lie algebra of type Dn, and we denote the

universal enveloping algebra U(g). The Cartan subalgebra is denoted by h, and we denote

the set of roots of g with respect to h as R. Fixing a basis of R to be our simple roots,

∆ = {αi |i ∈ [1, n]}, and (·, ·) : h∗ × h∗ → C to be the symmetric bilinear form induced by

the killing form of g, we define a set of fundamental weights {ωi ∈ h∗ | (ωi, αj) = δi,j}

with ω0 = ωn+1 = 0 for convenience later.
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In the usual fashion, let Q and Q+ be the Z-span of ∆ and the Z+-span of ∆

respectively. Take the height of a some γ =
n∑

i=1

ciαi to be htr γ =
n∑

i=1

ci, and with that we

label the highest root θ. We define the positive roots to be R+ = R
⋂
Q+. Note that for

type Dn, R
+ is described explicitly as

αi,j =

j∑
k=i

αk, αi,n = (
n−2∑
k=i

αk) + αn, βi,j = αi,n−1 + αj,n, i < j ∈ [1, n− 1]

For convenience later on, we take αj,i = 0 for i < j. We take {x±α , hi : α ∈ R+, i ∈ [1, n]}

to be a Chevalley basis of g, and will denote x±αi,j
= x±i,j for convenience. We take g =

n+ ⊕ h⊕ n− to be the triangular decomposition, where n± = {x±α | α ∈ R+}.

We also take P and P+ to be the Z-span of fundamental weights (integral

weights) and the Z+-span of the fundamental weights (dominant integral weights)

respectively. We define the height of an integral weight λ =
n∑

i=1

ciωi to be htλ =
n∑

i=1

ci, and

define a partial order on P+, µ ≺ λ if and only if λ− µ ∈ Q+. We can extend this partial

order to P+ × P+,

(ν ′, λ′) ≺ (ν, λ) if ν + λ− ν ′ − λ′ ∈ Q+ \ {0} or if ν + λ− ν ′ − λ′ = 0 with ν − ν ′ ∈ P+.

Further, we set P+(1) = {λ ∈ P+ | (λ, αi) ≤ 1; i ∈ [1, n]}, and note that for any weight

λ ∈ P+, there exists a λ0 ∈ P+ and λ1 ∈ P+(1) such that λ = 2λ0 + λ1.

There are a few interesting types of pairs of weights for this simple Lie algebra,

namely those that are compatible and interlacing. A pair (ν, λ) ∈ P+ ×P+ is compatible

if

• λ1 = 0
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• λ1 ̸= 0, ν0 = ωi for i ∈ [0, n], max ν1 < minλ1, and if i ̸= 0, i < min(λ1) − 1 with

ν1(hi) = ν1(hi+1) = 0.

Also a pair (ν1, ν2) ∈ P+(1)× P+(1) is interlacing if ν1 + ν2 ∈ P+(1) and

• νr(hi) = 1 = νr(hj) =⇒ νp(hs) = 1 for some s ∈ [i+ 1, j − 1]

• ν1 + ν2(hn−1 + hn) ̸= 0 =⇒ νr(hn−1 + hn) = 0

for some r ∈ {1, 2}, p ̸= r ∈ {1, 2}. Note that for any ν ∈ P+(1), there exists an interlacing

pair (ζ1,ν , ζ2,ν) such that ν = ζ1,ν + ζ2,ν . Therefore, for any weight λ ∈ P+, λ = 2λ0 + λ1 =

2λ0 + ζ1,λ + ζ2,λ where (ζ1,λ, ζ2,λ) is the interlacing pair corresponding to λ1 ∈ P+(1). This

fact will also be used throughout this thesis.

Now that we have defined dominant integral weights, we can define the finite

irreducible g-modules. For a given λ ∈ P+, the finite dimensional irreducible g-module

of weight λ, V (λ), is generated by an element vλ with the following defining relations:

x+i vλ = 0, hivλ = λ(hi)vλ, (x
−
i )

λ(hi)+1vλ = 0, i ∈ [1, n].

These are very important to our understanding of representations, since any finite dimen-

sional g-module can be decomposed into a direct sum of irreducible modules.

2.1 ĝ, g[t], and their Graded modules

In this section we introduce the extensions of our Lie algebra that we are interested

in. Let t be an indeterminate, C[t] the complex polynomials, and C[t±] be the Laurent

polynomials. First, the affine Lie algebra of g, ĝ, is given by

ĝ = (g⊗ C[t±])⊕ Cc⊕ Cd
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where c is a central element and d is the derivation defined by [d, x⊗ tr] = r(x⊗ tr) for all

x ∈ g and r ∈ Z. The bracket of this algebra is given as

[x⊗ tr, y ⊗ ts] = ([x, y]⊗ tr+s) + tr(xy)c

where [·, ·] is the Lie bracket of g. The Cartan subalgebra of ĝ is given by ĥ = Ch⊕Cc⊕Cd

and we describe n̂+ = (g⊗ tC[t])⊕ n+ and b̂ = n̂+ ⊕ ĥ.

As the algebra quickly becomes too cumbersome to work with practically, we move

to a maximal subalgebra in b̂, the current algebra. The current algebra of g is defined to

be g[t] = g⊗ C[t] with the following Lie bracket,

[x⊗ f(t), y ⊗ g(t)] = [x, y]g ⊗ f(t)g(t).

Note that the current algebra inherits a Z+-grading by degree, namely

g[t] =
⊕
r∈Z+

g⊗ (C[t])[r],

where (C[t])[r] = {f(t) |deg f(t) = r}. This grading also extends to U(g[t]) by assigning

the word (x1 ⊗ tr1)(x2 ⊗ tr2) · · · (xj ⊗ trj ) the grade
∑j

i=1 ri.

As the current algebra is Z+-graded, we can consider Z+-graded modules of g[t].

We say V is a graded g[t]-module if it is Z+-graded as a vector space and g[t] acts on V

in the following way

(g⊗ Ctr)V [s] ⊆ V [r + s].

In this thesis, it becomes necessary to shift the grade of V [r], and to this end, we take τ∗s to

be the grade shift operator so that τ∗s V is the g[t]-module V with each grade space shifted

up uniformly s, but action of g[t] remains the same.
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There are two lemmas that will help us a great deal in Chapter 4. Both can be

found in [8] as Lemma 1.6 and Lemma 2.3 respectively

Lemma 2.1.1 Let V be a g[t]-module with v ∈ V such that

(x−i ⊗ tsi)v = 0

for all i ∈ [1, n] and some si ∈ Z+. Set λ =
∑

i siωi. For all α ∈ R+, we have

(x−α ⊗ tsα)v = 0, sα =
∑
i

si.

Lemma 2.1.2 (Garland’s Formula) Given n ∈ N, r ∈ Z+, and α ∈ R+ then

(x+α ⊗ t)s(x−α ⊗ 1)s+r − (−1)sx−α (r, s) ∈ U(g[t])n+
⊕

U(n−[t]⊕ h[t]+)h[t]+.

Here, h[t]+ denotes the elements of h with positive powers of t, and

x−α (r, s) =
∑

n1+···+nr=s

(x−α ⊗ tn
1
) · · · (x−α ⊗ tn

r
).

2.2 Characters and Graded Characters

To discuss characters, it is important to define weight spaces of a given represen-

tation. Given a g-module V , the λ weight space of V is defined to be

Vλ = {v ∈ V | hiv = λ(hi)v, for all i ∈ [1, n]},

with wtV = {λ ∈ h∗ | Vλ ̸= 0}. For a finite dimensional g-module, we can look at the

weight space decomposition of V ,

V =
⊕
λ∈P+

Vλ.

7



We can take Z[P ] to be the polynomial ring whose indeterminates come for a basis

of elements of the form eλ for λ ∈ P . Then the character of a finite dimensional g-module

V is

chV =
∑
λ∈P

dimVλe
λ ∈ Z[P ].

We can incorporate the notion of grading into our character by splitting each

weight space into its graded components and using an indeterminate q to keep track of the

grade. Doing so gives us the graded character of a Z+-graded finite-dimensional g-module

V ,

chgr V =
∑
r∈Z+

∑
λ∈P

qreλ dimVλ[r] ∈ Z[P ][q].

2.3 Fusion Products

There is a product of graded g[t]-modules that we will need for the proof of our

results, the fusion product. First it is necessary to describe what the associated graded

space of a g[t]-module V , grV . The rth filtration of V ,

F rV =
⊕

s≤r∈Z+

V [s]

,and the graded space associated to V is

grV =
⊕
r∈Z+

F rV/F r−1V

with F−1V being taken to be 0. Note that each F rV/F r−1 is a g-module, and so grV is as

well. We can describe grV as a graded g[t]-module whose acts as follows

(x⊗ tm)v = (x⊗ tm)v
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where v ∈ V and v ∈ F rV/F r−1V for some r ∈ Z+. If V was cyclically generated by an

element v ∈ V , then grV ∼= V as g-modules and grV is generated by v.

The following is a lemma will be useful to us in Chapter 4. It is given as Lemma

4 and proven in [16].

Lemma 2.3.1 Let V be a cyclic g[t]-module generated by v ∈ V . Then for all u ∈ V , x ∈ g,

r ∈ Z+, and a1, · · · , ar ∈ C we have

(x⊗ tr)u = (x⊗ tr)u

where u is the image of u in grV .

We can now define the fusion product. Taking V1, · · · , Vm all to be cyclic g[t]-

modules generated by v1, · · · , vm respectively and a set of distinct parameters z1, · · · , zm in

C, we twist the action of g[t] each Vi by zi. This precisely looks like

(x⊗ tr)vi = (x⊗ (t+ zi)
r)vi.

The new twisted module we will denote as V zi
i , and define our fusion product to be the

associated graded space of

V z1
1 ⊗ V z2

2 ⊗ · · · ⊗ V
zm−1

m−1 ⊗ V zm
m

and we denote it as

V z1
1 ∗ V z2

2 ∗ · · · ∗ V zm−1

m−1 ∗ V zm
m .

In practice, we will often write this fusion product omitting the parameters fro a less cum-

bersome notation. For example the above would be written as V1 ∗ V2 ∗ · · · ∗ Vm−1 ∗ Vm.
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With respect to characters, the fusion product is useful because

dimV1 ∗ V2 ∗ · · · ∗ Vm−1 ∗ Vm =
m∏
i=1

dimVi.

This means we can utilize dimension arguments when working with fusion products, even

though we don’t have defining relations for these products in general.

2.4 Local Weyl, Demazure, and Kirillov-Reshetikin

Modules

In this section we will introduce some modules that are relevant to our results,

namely we will focus on the g[t]-modules. Given a weight λ ∈ P+, the local Weyl module

of weight lambda is denotedWloc(λ) and is generated by wλ subject to the following relations

(x+i ⊗ C[t])wλ = 0, (hi ⊗ tr)wλ = δ0,rλ(hi)wλ, (x−i ⊗ 1)λ(hi)+1wλ = 0

for each i ∈ [1, n] and r ∈ Z. These relations result in wtWloc(λ) ⊂ λ−Q+, dimWloc(λ)λ =

1, and Wloc(0) ∼= C as a g[t]-module.

There are many quotients of a local Weyl module, and here we define the level ℓ

Demazure module, D(ℓ, λ) using Theorem 2 of [8]. This means the for all α ∈ R+ we

add the relations

(x−α ⊗ tsα)wλ = 0, (x−α ⊗ tsα−1)mα+1wλ = 0 if mα < dαℓ

where sα,mα ∈ N are defined to by λ(hα) = dαℓ(sα−1)+mα withmα ∈ [1, ℓ] and dα = 2
(α,α)

is the root length. For simply-laced cases, each root is of the same length, so dα = 1 for all

alpha. In these cases, the relations for D(1, λ) are the result of the relations of Wloc(λ), so
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these modules are isomorphic as proven in [4], [8], [10], and [12]. It was also shown in [2]

that in the type A case, the second relation is a result of the first. This can be generalized

to all simply-laced cases.

The next family of g[t]-modules that we will be introducing are the generalized

Demazure modules as defined in [3]. These modules are very important to the study of

classical limits of quantum affine representations and so were initially introduced by [13]

and [14] as modules for ĝ, but we will only present the construction for g[t]. We take a

sequence of λ1, λ2, · · · , λr ∈ P+ and ℓ1, · · · , ℓr, s1, · · · , sr ∈ N and define the generalized

Demazure module

D(λ1, λ2, · · · , λr) = U(g[t])(wλ1 ⊗ wλ2 ⊗ · · · ⊗ wλr) ⊂
r⊗

i=1

τ∗siD(ℓi, λi).

These representations are largely unstudied, but some work has been done to begin to

understand them. In this thesis, we primarily focus on a particular family of generalized

Demazure modules,

D(ν, λ) = U(g[t])(wν ⊗ wλ) ⊂ D(1, ν)⊗D(1, λ).

Particularly, we are interested in the family [3] provides a presentation for, D(λ0+ζ1,λ, λ0+

ζ2,λ). The presentation that is provided is as a quotient of Wloc(ν + λ) with the added

relation

(x−α ⊗ t(λ0,α)+max((ζ1,λ,α),(ζ2,λ,α))wν+λ = 0.

The last family of g[t]-modules that we will need are the Kirillov-Reshetikin

modules as defined in [5]. The module KR(mωj) is generated by vj,m with the following

relations

(x+i ⊗ t)vj,m = 0, (h⊗ tr)vj,m = δr,0mωj(h)vj,m,

11



(x−i ⊗ 1)mωj(hi)+1vj,m = 0, (x−i ⊗ tωj(hi))vj,m = 0.

By observing the relations, we see that KR(ωj) ∼= Wloc. A result of [10], KR(2ωj) ∼=

D(2, 2ωj). Lastly, we define a fusion product of modules, K∗
i,m identically to [8]. The

module Ki,m is described as follows:

Ki,m
∼=

⊗
j |αi(hj)<0

−αi(hj)−1⊗
k=0

KR((
⌈m(αi(hj))− k

αi(hj)

⌉
)ωj).

Note that for type D, the only value for αi(hj) < 0 is −1, so the above definition simplifies

to

Ki,m
∼=

⊗
j |αi(hj)=−1

KR(mωj).

We define K∗
i,m to be Ki,m but replacing the tensor product with fusion product. This

product will be useful to have defined for Chapter 4.

2.5 Prime Representations

In this section we introduce the family of prime representations of Uq(ĝ). A

representation is said to be prime if it can not be expressed as the tensor of two non-trivial

representations. We take Uq(ĝ) to be the quantized enveloping algebra of ĝ. Let P+
Z to be the

free abelian monoid generated {ωi,qr | 1 ≤ i ≤ n, r ∈ Z}, and let wt : P+ → P+ be defined

as wtπ = wt(
∏n

i=1ωi,πi(q)) =
∑n

i=1(deg πi)ωi. We define P+
Z (1) the same way as [3], as the

subset of P+
Z containing the identity and elements

∏k
i=1ωij ,aj where 1 ≤ i1 < · · · < ik ≤ n

and aj ∈ qZ such that

aj
aj+1

= q±(ij+1−ij+2), k ≥ 2

aj
aj+1

= q±(ij+1−ij+2) =⇒ aj+1

aj+2
= q∓(ij+2−ij+1+2), ∀j ≤ k − 3

12



The last requirement will also apply to j = k− 2 if (ik−1, ik) ̸= (n− 1, n), but if (ik−1, ik) =

(n − 1, n) we require ak = ak−1. For any element π ∈ P+, we can define an irreducible

finite dimensional Uq(ĝ) representation, [π].

Lemma 2.5.1 (from [3]) The module [π] is prime for all π ∈ P+(1).

We can consider these representations for g[t], and by taking a pull-back of this representa-

tion via the map taking (x⊗ tr) → (x⊗ (t− 1)r) ∈ Aut(g[t]), we get a representation [πC].

The following is Theorem 3.3 of [3] which we will need in Chapter 4

Theorem 2.5.1 For π ∈ P+(1), there exsists an isomorphism of g[t]-modules

[πC] ∼= D(ζ1,π, ζ2,π)

where wtπ = ζ1,π + ζ2,π and (ζ1,π, ζ2,π) is an interlacing pair.

We define a height function, ξ : {1, · · · , n} → Z where

ξ(i) = ξ(i+ 1)± 1, ξ(i) = ξ(i+ 2), ξ(n− 1) = ξ(n),

and we define

P+
ξ = {ωi,ai · · ·ωj,aj ∈ P+

Z (1) | ak = qξ(k)±1 if ξ(k) = ξ(k − 1)± 1}.

Therefore if we take ωi,aωj,bω ∈ P+
ξ with i < j < minω, j ̸= n− 2, and are able prove that

[ωi,a]⊗ [ωj,bω]

[ωi,aωj,bω]
⊇ [ωi−1,ξ(i)ωj+1,ξ(j)ω],

then we would have shown that

dim[ωi,a] dim[ωj,bω] ≥ dim[ωi,aωj,bω] + dim[ωi−1,ξ(i)ωj+1,ξ(j)ω]. (2.5.1)
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The proof of this containment is done through argument of q-characters for these quantum

affine modules. Namely, the observation is made that [ωi−1,ξ(i)ωj+1,ξ(j)ω] is an irreducible

quotient of [ωi,a]⊗ [ωj,bω] but not of [ωi,aωj,bω]. The details shall be omitted here.

When j = n, we use j−1 in place of j+1, and if j = n−2 this statement changes

slightly to

[ωi,a]⊗ [ωj,bω]

[ωi,aωj,bω]
⊇ [ωi−1,ξ(i)ωj+1,ξ(j)ωn,ξ(j)ω],

leading to

dim[ωi,a] dim[ωj,bω] ≥ dim[ωi,aωj,bω] + dim[ωi−1,ξ(i)ωj+1,ξ(j)ωn,ξ(j)ω]. (2.5.2)
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Chapter 3

Main Results

In this chapter, we will discuss the main results of this thesis. Our goal is to

construct a graded character for our generalized Demazure modules in terms of level 1 De-

mazure modules. To do this we will be constructing interpolating polynomials and modules.

We will prove that for compatible pairs (ν, λ) there exists short exact sequences between

our modules, and use those sequences to manipulate coefficients of the graded characters

and identify them with coefficients of our polynomials. This work is inspired by the recent

results of [1] for level 2 Demazure modules in type A, and will follow a very similar pattern.

3.1 Macdonald Polynomials and Gν,λ(z, q)

Let z = (z1, · · · , zn+1) and q be indeterminates, for weight λ ∈ P+, and let

Pλ(z, q, 0) be the Macdonald polynomial associated to λ specialized to t = 0. The Macdon-

ald polynomials are orthogonal and so form a basis for the ring of symmetric polynomials in

C[q][z]. Further, it has been proven in [15] for type A and in [11] for the rest of the simply
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laced cases chgrWloc(λ) = chgrD(1, λ) = Pλ(z, q, 0), a fact we will use freely.

Given λ, µ ∈ P+ we define pµλ as in [1]:

pµλ(q) =


q

1
2
(λ+µ1,λ−µ)∏n

j=1

[
(λ− µ, ωj) + (µ0, αj)

(λ− µ, ωj)

]
q

if λ− µ ∈ Q+

0 else

and notice that pλλ(q) = 1, and just as in [1], if λ − µ ∈ Q+ then (λ + µ1, λ − µ) =

(λ−µ, λ−µ)+2(µ−µ0, λ−µ) ∈ 2Z+, meaning that pµλ ∈ Z+[q]. For convenience of future

statements, it will be helpful to extend our definition by setting pµλ = 0 if λ or µ are in

P \ P+.

Next, we will define Gλ(z, q) ∈ C[q][z] recursively as follows:

Gωi(z, q) = Pωi(z, q, 0), i ∈ {0, 1, n− 1, n},

Pλ(z, q, 0) = Gλ(z, q) +
∑

µ≺λ∈P+

pµλ(q)Gµ(z, q).

Since the {Pλ | λ ∈ P+} is a linearly independent set, an induction on λ shows that

{Gλ(z, q) | λ ∈ P+} is as well, and so forms another basis of the symmetric polynomials

in C[q, z]. Hence there exists polynomials aλµ(q) ∈ C[q] with aλλ(q) = 1, and aµλ = 0 if

λ− µ /∈ Q+ such that

Gλ(z, q) =
∑
µ∈P+

aµλ(q)Pµ(z, q, 0) and,

∑
ν∈P

aνλp
µ
ν = δλ,µ =

∑
ν∈P

pνλa
µ
ν

Finally, given a pair of weights ν, λ ∈ P+, we set

Gν,λ(z, q) =
∑
µ∈P+

qλ+ν−µ,νaµ−ν
λ (q)Pµ(z, q, 0)

where aµ−ν
λ = 0 if µ− ν /∈ P+ and note that

Gν,0 = Pν(z, q, 0) and G0,λ(z, q) = Gλ(z, q).
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3.2 Modules M(ν, λ) and their properties

In this section, we define the family of modules M(ν, λ). To do so, recall that

for any λ ∈ P+, there exists λ0 ∈ P+ and an interlacing pair (ζ1,λ, ζ2,λ) such that λ =

2λ0 + ζ1,λ + ζ2,λ. For any ν, λ ∈ P+, define M(ν, λ) be the g[t]-module generated by some

element wν+λ with the following relations:

(x+i ⊗1)wν+λ = 0, (h⊗tr)wν+λ = δ0,r(λ+ν)(h)wν+λ, (x−i ⊗1)(λ+ν)(hi)+1wν+λ = 0, (3.2.1)

(x−α ⊗ t(ν+λ0,α)+max(ζ1,λ,α),(ζ2,λ,α)))wν+λ = 0, (3.2.2)

for all i ∈ [n], h ∈ h and α ∈ R+. Since the defining relations of M(ν, λ) are graded by their

power of t, M(ν, λ) is a Z+-graded g[t]-module, setting the grade of wν+λ to be zero.

The inspiration for this construction comes from [16], and forcesM(ν, 0) ∼=Wloc(ν)

and that M(0, λ) ∼= D(λ0 + ζ1,λ, λ1 + ζ2,λ) as presented in [3]. Further, from [6] it is known

that local Weyl modules are finite-dimensional, and sinceM(ν, λ) is a quotient ofWloc(ν+λ),

M(ν, λ) must also be finite-dimensional.

Notice that upon inspection, these relations give

M(ν + ωi, 2λ0) ∼=g[t] M(ν, 2λ0 + ωi) for i ∈ [1, n]. (3.2.3)

Also note, that because when λ1 = ωn + ωn−1 the pair (ζ1,λ, ζ2,λ) = (ωn + ωn−1, 0), an

inspection of relations also provides

M(ν + ωn + ωn−1, 2λ0) ∼=M(ν, 2λ0 + ωn + ωn−1). (3.2.4)

We make the following observations about M(ν, λ) and their graded characters.
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Lemma 3.2.1 For any ν, λ ∈ P+,

dimHomg(V (µ),M(ν, λ)) ̸= 0 =⇒ ν + λ− µ ∈ Q+.

Moreover,

dimHomg(V (ν + λ),M(ν, λ)) = 1

Proof. Any non-zero element in M(ν, λ) is of the form uwν+λ with u ∈ U(g[t]). Since

M(ν, λ) is a quotient of Wloc(ν +λ) and all words in U(g[t]) can be expressed in increasing

order, we can assume that u ∈ U(n−[t]), and so wtu =
∑
α∈R+

− cαα where cα ∈ N.

If there exists a homomorphism ϕ : V (µ) →M(ν, λ) taking wµ to uwν+λ, then for

any h ∈ h

µ(h)ϕ(wµ) = ϕ(hwµ)

= (h⊗ 1)uwν+λ

= (ν + λ−
∑
α∈R+

cαα)(h)uwν+λ

= (ν + λ−
∑
α∈R+

cαα)(h)ϕ(wµ).

Thus µ = ν + λ−
∑
α∈R+

cαα, forcing ν + λ− µ =
∑
α∈R+

cαα ∈ Q+.

Further, the only weight µ such that ν + λ − µ = 0 is ν + λ itself. Thus

dimHomg(V (ν + λ),M(ν, λ)) ≤ 1. Notice that the map ι : V (ν + λ) → M(ν, λ) which

sends vν+λ → wν+λ, x
±
α → (x±α ⊗ 1), and sends hα → (hα ⊗ 1) is a well defined homomor-

phism by the defining relations of M(ν + λ). Thus the dimHomg(V (ν + λ),M(ν, λ)) = 1.

The above lemma shows that the highest weight spaces of the modules M(ν, λ)

are one dimensional. Thus the set {chgrM(µ, 0) : µ ∈ P+} (resp. the set {chgrM(0, µ) :
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µ ∈ P+}) is linearly independent. We have also shown that the Z[q, q−1]-span of this set

contains chgr V (λ), λ ∈ P+.

And so, chgr V (λ) is a linear combination of chgrM(µ, 0) (resp. chgrM(µ, 0)),

meaning that polynomials gµν,λ (resp. hµν,λ) exist in C[q] such that:

chgrM(ν, λ) =
∑
µ∈P+

gµν,λ(q) chgrM(µ, 0) =
∑
µ∈P+

hµν,λ(q) chgrM(0, µ). (3.2.5)

with gν+λ
ν,λ = 1 = hν+λ

ν,λ and gµν,λ = 0 = hµν,λ if λ + ν − µ /∈ Q+. For future convenience, we

will take gµν,λ = 0 if any of µ, ν, or λ are not dominant integral weights. As the graded

characters are linearly independent, it is implied that for all ν, λ ∈ P+,

δν,µ =
∑

µ′∈P+

gµ
′

0,νh
µ
µ′,0 =

∑
µ′∈P+

hµ
′

ν,0g
µ
0,µ′ . (3.2.6)

3.3 Main Theorem and key Proposition

The following is the primary result with relation to the polynomials Gν,λ(z, q).

Theorem 3.3.1 If (ν, λ) ∈ P+ × P+ is compatible, then Gν,λ is a sum of Macdonald

polynomials Pµ(z, q, 0) such that the coefficients are polynomials with positive coefficients in

Z[q].

Note that because chgrM(ν, 0) = Pν(z, q, 0), (3.2.5) implies that

∑
µ∈P+

hµν,0(q) chgrM(0, µ) = chgrM(ν, 0) = Pν(z, q, 0) =
∑
µ∈P+

pµνGµ(z, q).

Leading us to desire this proposition:

Proposition 3.3.1 For µ, ν, λ ∈ P+ with (ν, λ) a compatible pair,

gµν,λ = q(ν+λ−µ,ν)gµ−ν
0,λ , hµν,0 = pµν .
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We prove this proposition in Chapter 5, and with this result have the following:

Corollary 3.3.1 For λ ∈ P+

chgrM(0, λ) = Gλ(z, q)

.

Taking this corollary, we have that

∑
µ∈P+

gµ0,ν(q)Pµ(z, q, 0) = chgrM(0, ν) = Gν(z, q) =
∑
µ∈P+

aµνPµ(z, q, 0),

which implies that aµλ = gµ0,λ. This directly implies the following, which is the primary

representation theoretic result of this thesis.

Theorem 3.3.2 For a compatible pair (ν, λ) ∈ P+ × P+,

chgrM(ν, λ) = Gν,λ(z, q).

Moreover, we obtain the following isomorphism

M(ν, λ) ∼=M(ν, 0) ∗M(0, λ).

We then build a closed form of gµν,λ and find it is an element of Z[q], so we also

achieve Theorem 3.3.1.

The first step towards proving Proposition 3.3.1, is to find ways to find ways to

manipulate these coefficients. In this thesis we do this by relating the graded characters of

several M(ν, λ)’s using a collection of short exact sequences.

Proposition 3.3.2 Let λ, ν ∈ P+ and λ = 2λ0 + λ1 = 2λ0 + ζ1,λ + ζ2,λ as previously

described.
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i) Let (ν, λ) ∈ P+ × P+ be a compatible pair.

a) If ν(hj) ≥ 2 for some 1 ≤ j ≤ n,then there exists an exact sequence of g[t]–

modules,

0 → τ∗(ν+λ0,αj)−1M(ν − αj , λ)
φ−
−−→M(ν, λ)

φ+

−−→M(ν − 2ωj , λ+ 2ωj) → 0.

b) If ν ∈ P+(1) with max ν < minλ1 = m < n − 1, 0 < p = min(λ1 − ωm), there

exists an exact sequence of g[t]–modules,

0 → τ∗(λ0,αm,p)+1M(ν + ωm−1, λ− αm,p − ωm−1)

φ−
−−→M(ν + ωm, λ− ωm)

φ+

−−→M(ν, λ) → 0

ii) If λ ∈ P+(1) with m < minλ with m /∈ {n − 1, n}, there exists an exact sequence of

g[t]-modules,

0 → τ∗1M(ωm−1, λ+ ωm+1)
φ−
−−→M(ωm, λ+ ωm)

φ+

−−→M(0, λ+ 2ωm) → 0

If m ∈ {n− 1, n}, there exists an exact sequence of g[t]-modules,

0 → τ∗1M(ωn−2, λ)
φ−
−−→M(ωm, λ+ ωm)

φ+

−−→M(0, λ+ 2ωm) → 0

The goal of the rest of this thesis will be proving Proposition 3.3.2 and Proposi-

tion 3.3.1.
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Chapter 4

Proof of Proposition 3.3.2

First, in this chapter we focus on proving that φ+ is a well-defined surjection and

that φ− is well-defined for each sequence in Proposition 3.3.2. For this we will focus on each

sequence separately. Then we shall utilize some dimension arguments to prove injectivity

of all of the φ− maps simultaneously.

4.1 Sequence ia)

Here we focus on proving the right exactness of Proposition 3.3.2 ia).

Lemma 4.1.1 Let (ν, λ) ∈ P+ × P+ be compatible with ν(hj) ≥ 2 for some 1 ≤ j ≤ n.

Then the map

φ+ :M(ν, λ) →M(ν − 2ωj , λ+ 2ωj)

which sends wν+λ to w+
ν+λ is a well-defined surjection. Moreover, ker(φ+) is generated by

(xj ⊗ t(ν+λ0,αj)−1)wν+λ.
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Proof. For φ+ to be well-defined, it must first be shown that w+
ν+λ satisfies the relation

(3.2.2) for M(ν, λ).This translates to showing that

(x−α ⊗ t(ν+λ0,α)+max((ζ1,λ,α),(ζ2,λ,α)))w+
ν+λ = 0 (4.1.1)

Note that for all α ∈ R+, ωj(hα) ≥ 0, so

(ν + λ0 − ωj , α) +max((ζ1,λ, α), (ζ2,λ, α)) ≤ (ν + λ0, α) + max((ζ1,λ, α), (ζ2,λ, α)).

Hence w+
ν+λ satisfies the relation (4.1.1), and so φ+ is proved to be well-defined.

It remains to show that ker(φ+) is generated by (x−j ⊗ t(ν+λ0,αj)−1)wν+λ. Observe

that as φ+ is a well-defined homomorphism,

0 = (x−j ⊗ t(ν+λ0−ωj ,αj)+max(ζ1,λ(hj),ζ2,λ(hj)))w+
ν+λ

= (x−j ⊗ t(ν+λ0,αj)−1)φ(wν+λ)

= φ((x−j ⊗ t(ν+λ0,αj)−1)wν+λ),

and so (x−j ⊗ t(ν+λ0,αj)−1)wν+λ ∈ ker(φ+). Further, for any α such that ωj(hα) ̸= 0,

(x−α ⊗ t(ν+λ0−ωj ,α)+max((ζ1,λ,α),(ζ2,λ,α)))wν+λ ∈ ker(φ+). Also, ωj(hα) ̸= 0 implies that

α =



αi,k 1 ≤ i ≤ j ≤ k ≤ n

βi,k 1 ≤ i ≤ j < k ≤ n− 1

βi,k 1 ≤ i ≤ k ≤ j.

In each case, α = αj + γ1 + γ2 + γ3 where γi ∈ R+
⋃
{0} and commute (for a more detailed

explanation, please see Appendix A.1). Hence

( 3∏
i=1

(x−γi ⊗ t(ν+λ0−ωj ,γi)+max((ζ1,λ,γi),(ζ2,λ,γi)))
)
(x−j ⊗ t(ν+λ0,αj)−1)wν+λ

=(x−α ⊗ t(ν+λ0−ωj ,α)+max(ζ1,λ,α),(ζ2,λ,α))wν+λ.
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Hence all elements of ker(φ+) can be generated from (x−j ⊗ t(ν+λ0,αj)−1)wν+λ.

Lemma 4.1.2 Let (ν, λ) ∈ P+ × P+ be such that ν(hj) ≥ 2 for some 1 ≤ j ≤ n. Then the

map

φ− : τ∗(ν+λ0,αj)−1M(ν − αj , λ) →M(ν, λ)

which sends wν−αj+λ to (x−j ⊗ t(ν+λ0,αj)−1)wν+λ is well defined.

Proof. First it must be shown that (x−j ⊗t(ν+λ0,αj)−1)wν+λ is a highest weight vector. This

can be sufficiently shown by proving that

(x+i ⊗ 1)(x−j ⊗ t(ν+λ0,αj)−1)wν+λ = 0.

for i ∈ [1, n]. For all i ∈ [1, n], there exists a c ∈ C such that

(x+i ⊗ 1)(x−j ⊗ t(ν(hj)+λ0,αj)−1)wν+λ

= δi,jc(hj ⊗ t(ν(hj)+λ0,αj)−1)wν+λ + (x−j ⊗ t(ν+λ0,αj)−1)(x+i ⊗ 1)wν+λ = 0

since wν+λ is highest weight. Thus this map sends highest weight vectors to highest weight

vectors.

Now, it remains to be shown that the relations of M(ν − αj , λ) are satisfied by

this mapping. This means verifying that

(x−α ⊗ t(ν−αj+λ0,α)+max((ζ1,λ,α),(ζ2,λ,α)))(x−j ⊗ t(ν+λ0,αj)−1)wν+λ = 0, (4.1.2)

for all α ∈ R+. To do this we examine the cases: αj(hα) = 0, αj(hα) = −1, αj(hα) = 2,

and αj(hα) = 1.

In the case that αj(hα) = 0, [x−α , x
−
j ] = 0 and

(ν − αj + λ0, α) + max((ζ1,λ, α), (ζ2,λ, α)) = (ν + λ0, α) + max((ζ1,λ, α), (ζ2,λ, α))
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so commutation of the terms kills wν+λ.

When αj(hα) = −1, α+ αj = α′ ∈ R+, and

r = (ν − αj + λ0, α) + max((ζ1,λ, α), (ζ2,λ, α)) = (ν + λ0, α) + max((ζ1,λ, α), (ζ2,λ, α)) + 1.

Therefore

s = (ν + λ0, α
′) + max(ζ1,λ(hα′), ζ2,λ(hα′)) = r + (ν + λ0, αj)− 1)

and so utilizing the properties of the bracket on g[t] and Lemma 2.1.1, commutation of our

terms again kills wν+λ.

In the case that αj(hα) = 2, α = αj , and

(ν − αj + λ0, α) + max((ζ1,λ, α), (ζ2,λ, α)) = (λ0, α).

Since the only n1 + n2 = 2(λ0, αj) − 1 such that ni < (ν + λ0, αj) are n1 = (λ0, αj) and

n2 = (λ0, αj) − 1 or vice versa, Garland’s Lemma 2.1.2 tells us this product of terms kills

wν+λ.

Finally for the case αj(hα) = 1, we have again that [x−α , x
−
j ] = 0, but we also have that

α = αj + γ for some γ ∈ R+ with αj(hγ) = −1. This means that now

s = (ν − αj + λ0, γ) + max(ζ1,λ(hγ), ζ2,λ(hγ)) = (ν + λ0, γ) + max(ζ1,λ(hγ), ζ2,λ(hγ)) + 1

and r = (ν − αj + λ0, α) +max((ζ1,λ, α), (ζ2,λ, α)) = s+ (ν + λ0, αj)− 1. Thus utilizng the

bracket of g[t], and prior cases, we can commute these terms and kill wν+λ.

We include the computation of these commutations in Appendix A.1. With these

completed, we have proven (4.1.2) for all cases, and so φ− is well-defined.

Together these lemmas show Sequence ia) is right-exact.
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4.2 Sequence ib)

Here we focus on proving the right exactness of Proposition 3.3.2 ib).

Lemma 4.2.1 Let (ν, λ) ∈ P+ × P+ with max ν < minλ1 = m < n− 1 and p = minλ1 −

ωm > 0. Then the map

φ+ :M(ν + ωm, λ− ωm) →M(ν, λ)

which sends wν+λ to w+
ν+λ is a well-defined surjection. Moreover, ker(φ+) is generated by

(x−m,p ⊗ t(λ0,αm,p)+1wν+λ.

Proof. As in the prior proof, our first step is to show that w+
ν+λ satisfies (3.2.2) for

M(ν + ωm, λ− ωm). We will assign our interlacing pair such that ζ1,λ(hm) = 1 = ζ2,λ(hp),

and note we want to show

(x−α ⊗ t(ν+ωm+λ0,α)+max((ζ1,λ−ωm,α),(ζ2,λ,α)))w+
ν+λ = 0 (4.2.1)

Note that for all α ∈ R+, ωm(hα) ≥ 0, so

(ν + λ0, α) + max(ζ1,λ, ζ2,λ) ≤ (ν + ωm + λ0, α) + max(ζ1,λ − ωm, α), (ζ2,λ, α)).

Hence w+
ν+λ satisfies (4.2.1), and so φ+ is well-defined.

It remains to show that ker(φ+) is generated by (x−m,p ⊗ t(λ0,αm,p)+1)wν+λ. Since

φ+ is a well-defined homomorphism,

0 =(x−m,p ⊗ tν(hm,p)+
⌈

λ(hm,p)

2

⌉
)wν+λ

=(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ

=(x−m,p ⊗ t(λ0,αm,p)+1)φ+(wν+λ)

=φ+((x−m,p ⊗ t(λ0,αm,p)+1)wν+λ),
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and so (x−m,p⊗t(λ0,αm,p)+1)wν+λ ∈ ker(φ+). For any α such that ωm(hα) ̸= 0 and ωp(hα) ̸= 0,

(x−α ⊗ tν(hα)+
⌈

λ(hα)
2

⌉
)wν+λ ∈ ker(φ+). Also, ωm(hα) ̸= 0 and ωp(hα) ̸= 0 implies that

α =



αi,k 1 ≤ i ≤ m < p ≤ k ≤ n

βi,k 1 ≤ i ≤ m < p < k ≤ n− 1

βi,k 1 ≤ i < m < k ≤ p

βi,k 1 ≤ i < k ≤ m.

In each case, α = αm,p + γ1 + γ2 + γ3 where γi ∈ R+
⋃
{0} and commute (again, for a more

detailed explanation, please see Appendix A.2). Hence

( 3∏
i=1

(x−γi ⊗ t(ν+λ0,γi)+max((ζ1,λ,γi),(ζ2,λ,γi))
)
(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ

=(x−α ⊗ t(ν+λ0,α)+max(ζ1,λ,α),(ζ2,λ,α)))wν+λ.

Hence, ker(φ+) is in fact generated by (x−m,p ⊗ t(λ0,αm,p)+1)wν+λ.

Lemma 4.2.2 Let (ν, λ) ∈ P+ × P+ be such that max ν < minλ1 = m < n − 1 and

p = minλ1 − ωm > 0. Then the map

φ− : τ∗(λ0,αm,p)+1M(ν + ωm−1, λ− αm,p − ωm−1) →M(ν + ωm, λ− ωm)

which sends wν+λ−αm,p to (x−m,p ⊗ t(λ0,αm,p)+1)wν+λ is well-defined.

Proof. We will assign the interlacing pair associated to λ1 so that ζ1,λ(hm) = 1 = ζ2,λ(hp)

as we did in the last proof. First we must show that (x−m,p ⊗ t(λ0,αm,p)+1)wν+λ is a highest

weight vector. Specifically that

(x+i ⊗ 1)(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ = 0
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for i ∈ [1, n]. For all i ∈ [1, n], there exists a c ∈ C such that

(x+i ⊗ 1)(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ

= δ1,αm,p(hi)c(hi ⊗ t(λ0,αm,p)+1)wν+λ + (x−m,p ⊗ t(λ0,αm,p)+1)(x+i ⊗ 1)wν+λ = 0.

Thus this map sends highest weight vectors to highest weight vectors.

It remains to show that the relations ofM(ν+ωm−1, λ−αm,p−ωm−1) are satisfied,

which means showing that

(x−α ⊗ t(ν+ωm−1+λ0,α)+max((ζ1,λ−ωm,α),(ζ2,λ−ωp+ωp+1,α)))(x−m,p⊗ t(λ0,αm,p)+1)wν+λ = 0, (4.2.2)

for all α ∈ R+. To do this we split into cases, just as in the proof of Lemma 4.1.2:

αm,p(hα) = 0, αm,p(hα) = −1, αm,p(hα) = 2, and αm,p(hα) = 1.

In the case that αm,p(hα) = 0, [x−α , x
−
m,p] = 0, and

(ν + ωm−1 + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ − ωp + ωp+1 + δp,n−2ωn, α))

= (ν + ωm + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ, α)),

so commutation kills wν+λ.

When αm,p(hα) = −1, α+ αm,p = α′ ∈ R+ and

r = (ν + ωm−1 + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ − ωp + ωp+1 + δp,n−2ωn, α))

≥ (ν + ωm + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ, α)).

Therefore

s = (ν + ωm−1 + λ0, α
′) + max((ζ1,λ − ωm, α

′), (ζ2,λ − ωp + ωp+1 + δp,n−2ωn, α
′)) + 1

≥ (ν + ωm + λ0, α
′) + max((ζ1,λ − ωm, α

′), (ζ2,λ, α
′)),
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and so utilizing the bracket on g[t] and Lemma 2.1.1, commutation of our terms kills wν+λ.

In the case that αm,p(hα) = 2, α = αm,p, and

(ν + ωm−1 + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ − ωp + ωp++1 + δp,n−2ωn, α)) = (λ0, α).

Since the only n1+n2 = 2(λ0, αm,p)+1 such that ni < (ν+λ0, αm,p) are n1 = (ν+λ0, αm,p)

and n2 = (ν + λ0, αm,p) + 1 or vice versa, Garland’s Lemma 2.1.2 tells us this product of

terms kills wν+λ.

Lastly, if α is such that αm,p(hα) = 1, then either α = αm,p + γ or αm,p = α + γ. If

α = αm,p + γ then αm,p(γ) = −1,

r = (ν + ωm−1 + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ − ωp + ωp+1 + δp,n−2ωn, α))

≥ (ν + ωm + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ−, α))− 1,

and

s = (ν + ωm−1 + λ0, γ) + max((ζ1,λ − ωm, γ), (ζ2,λ − ωp + ωp+1 + δp,n−2ωn, γ))

≥ (ν + ωm + λ0, γ) + max((ζ1,λ − ωm, γ), (ζ2,λ, γ)).

Again by using the g[t] bracket and our prior cases, we can commute our terms to kill wν+λ.

If αm,p = α+ γ then we have

r = (ν + ωm−1 + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ − ωp + ωp+1, α))

= (ν + ωm + λ0, α) + max((ζ1,λ − ωm, α), (ζ2,λ, α))− 1,

and

s = (ν + ωm−1 + λ0, γ) + max((ζ1,λ − ωm, γ), (ζ2,λ − ωp + ωp+1, γ))
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= (ν + ωm + λ0, γ) + max((ζ1,λ − ωm, γ), (ζ2,λ, γ))− 1.

Here using our bracket and Garland’s Lemma 2.1.2, we can again commute our terms and

kill wν+λ.

We include the computations for these commutations in Appendix A.2. We have

now proven (4.2.2), so φ− is well-defined.

Together these lemmas show that Sequence ib) is right-exact.

4.3 Sequence ii)

In this Section we focus on proving the right exactness of Proposition 3.3.2ii).

Lemma 4.3.1 If λ ∈ P+(1) with m < minλ, then the mapping

φ+ :M(ωm, λ+ ωm) →M(0, λ+ 2ωm)

which sends wλ+2ωm to w+
λ+2ωm

is surjective. Further ker(φ+) is generated by

(x−m ⊗ t)wλ+2ωm.

Proof. For sake of notation, we will assume that min ζ1,λ < min ζ2,λ. First it must be

shown that w+
λ+2ωm

satisfies (3.2.2) for M(ωm, λ+ ωm). This means showing

(x−α ⊗ t(ωm,α)+max(ζ1,λ,α),(ζ2,λ+ωm,α))w+
λ+2ωm

= 0. (4.3.1)

Notice that for all α ∈ R+, (ωm, α) ≥ 0, so

(ν + ωm + λ0, α) +max(ζ1,λ, α), (ζ2,λ, α)) ≤ (ν + ωm + λ0, α) +max(ζ1,λ, α), (ζ2,λ + ωm, α))

Hence by (3.2.2) for M(0, λ + 2ωm), (4.3.1) is satisfied by w+
λ+2ωm

. Therefore φ+ is well-

defined.
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It remains to show that ker(φ+) is generated by (x−m ⊗ t)wλ+2ωm . Observe that

since φ+ is well-defined

0 = (x−m ⊗ t(ωm,α))w+
λ+2ωm

= (x−m ⊗ t)φ+(wλ+2ωm)

= φ+((x−m ⊗ t)wλ+2ωm),

so (x−m ⊗ t)wλ+2ωm is in the kernel. Note that for all α such that (ωm, α) ̸= 0,

(x−α ⊗ t(ωm,α)+max(ζ1,λ,α),(ζ2,λ,α)))wλ+2ωm ∈ ker(φ+), and that if (ωm, α) ̸= 0, then

α =



αm

αi,k 1 ≤ i ≤ m ≤ k ≤ n

βi,k 1 ≤ i ≤ m < k ≤ n− 1

βi,k 1 ≤ i < k ≤ m.

Identically to the proof of Lemma 4.1.1, each case is such that α−αm = γ0+ γ1+ γ2 where

γi ∈ R+
⋃
{0} and commute (using the same details Appendix A.1, simply replacing j with

m). Hence

( 2∏
i=0

(x−γi ⊗ t(ωm,γi)+max(ζ1,λ,γi),(ζ2,λ,γi)))
)
(x−m ⊗ t)wλ+2ωm

=(x−α ⊗ t(ωm,α)+max(ζ1,λ,α),(ζ2,λ,α))wλ+2ωm .

Hence ker(φ+) is generated by (x−m ⊗ t)wλ+2ωm as claimed.

Lemma 4.3.2 If λ ∈ P+(1) with m < minλ and m /∈ {n− 1, n}, then the mapping

φ− : τ∗1M(ωm−1, λ+ ωm+1) →M(ωm, λ+ ωm)
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which sends wλ+ωm−1+ωm+1 to (x−m ⊗ t)wλ+2ωm is well-defined.

Proof. Again, for notation, we assume min ζ1,λ < min ζ2,λ. First, we must show that

(x−m ⊗ t)wλ+2ωm is a highest weight vector. This can be sufficiently shown by proving that

(x+i ⊗ 1)(x−m ⊗ t)wν+λ = 0.

for i ∈ [1, n]. For all i ∈ [1, n], there exists a c ∈ C such that

(x+i ⊗ 1)(x−m ⊗ t)wν+λ

= δi,mc(hm ⊗ t)wν+λ + (x−m ⊗ t)(x+i ⊗ 1)wν+λ = 0

since wν+λ is highest weight. Thus this map sends highest weight vectors to highest weight

vectors.

It remains to show that the relation (3.2.2) of M(ωm−1, λ+ωm+1) are satisfied by

(x−m ⊗ t)wλ+2ωm . If λ(hm+1) = 0, this means showing

(x−α ⊗ t(ωm−1,α)+max(ζ1,λ,α)(ζ2,λ+ωm+1,α)))(x−m ⊗ t)wλ+2ωm = 0, (4.3.2)

and if λ(hm+1) = 1, this means showing

(x−α ⊗ t(ωm−1+ωm+1,α)+max((ζ1,λ−ωm+1,α),(ζ2,λ,α)))(x−m ⊗ t)wλ+2ωm = 0. (4.3.3)

To do this, we’ll examine the cases

• ωm(hα) = ωm−1(hα) = ω(hα)

• ωm(hα) = ωm−1(hα) = ωm+1(hα)− 1 or ωm(hα) = ωm+1(hα) = ωm−1(hα)− 1

• ωm(hα)− 1 = ωm−1(hα) = ωm+1(hα) = 0
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• ωm(hα) = ωm−1(hα) = ωm+1(hα) + 1 or ωm(hα) = ωm+1(hα) = ωm−1(hα) + 1

If ωm(hα) = ωm−1(hα) = ω(hα), then

(ωm, α) + max((ζ1,λ, α), (ζ2,λ + ωm, α))

= r =


(ωm−1, α) + max((ζ1,λ, α), (ζ2,λ + ωm+1, α)) λ(hm+1) = 0

(ωm−1 + ωm+1, α) + max((ζ1,λ − ωm+1, α), (ζ2,λ, α)) λ(hm+1) = 1

, and if α+ αm = α′ ∈ R+, then

(ωm,α
′) + max((ζ1,λ, α

′), (ζ2,λ + ωm, α
′)

= s =


(ωm−1, α

′) + max((ζ1,λ, α
′), (ζ2,λ + ωm+1, α

′)) + 1 λ(hn−1) = 0

(ωm−1 + ωm+1, α
′) + max((ζ1,λ − ωm+1, α

′), (ζ2,λ, α
′)) + 1 λ(hn−1) = 1,

Hence (taking xα′ to be 0 if α + αm /∈ R+) we can use the bracket of g[t] allows us to

commute our terms and kill wλ+2ωm .

Next, if ωm(hα) = ωm−1(hα) = ωm+1(hα)− 1 or ωm(hα) = ωm+1(hα) = ωm−1(hα)− 1, then

(ωm, α) + max((ζ1,λ, α), (ζ2,λ + ωm, α))

≤ r =


(ωm−1, α) + max((ζ1,λ, α), (ζ2,λ + ωm+1, α)) λ(hm+1) = 0

(ωm−1 + ωm+1, α) + max((ζ1,λ − ωm+1, α), (ζ2,λ, α)) λ(hm+1) = 1

, and if α+ αm = α′ ∈ R+, then

(ωm,α
′) + max((ζ1,λ, α

′), (ζ2,λ + ωm, α
′)

≤ s =


(ωm−1, α

′) + max((ζ1,λ, α
′), (ζ2,λ + ωm+1, α

′)) + 1 λ(hn−1) = 0

(ωm−1 + ωm+1, α
′) + max((ζ1,λ − ωm+1, α

′), (ζ2,λ, α
′)) + 1 λ(hn−1) = 1,
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so again taking xα′ to be 0 if α + αm /∈ R+, we can use the bracket of g[t] allows us to

commute our terms and kill wλ+2ωm .

When ωm(hα)− 1 = ωm−1(hα) = ωm+1(hα) = 0, then α = αm and

0 = (ωm, α)+max((ζ1,λ, α), (ζ2,λ + ωm, α))− 2

=


(ωm−1, α) + max((ζ1,λ, α), (ζ2,λ + ωm+1, α)) λ(hm+1) = 0

(ωm−1 + ωm+1, α) + max((ζ1,λ, α), (ζ2,λ, α)) λ(hm+1) = 1.

Since the only n1 + n2 = 1 are n1 = 0 and n2 = 1 or vice versa, we can use Garland’s

Lemma 2.1.2 to see that this product kills wλ+2ωm .

Lastly, when ωm(hα) = ωm−1(hα) = ωm+1(hα)+1 or ωm(hα) = ωm+1(hα) = ωm−1(hα)+1,

we have that for some γ ∈ R+, α = αm + γ with

(ωm,α) + max((ζ1,λ, α), (ζ2,λ + ωm, α)

≤ r =


(ωm−1, α) + max((ζ1,λ, α), (ζ2,λ + ωm+1, α)) λ(hn−1) = 0

(ωm−1 + ωm+1, α) + max((ζ1,λ − ωm+1, α), (ζ2,λ, α)) λ(hn−1) = 1,

and

(ωm, γ) + max((ζ1,λ, γ), (ζ2,λ + ωm, γ))

≤ s =


(ωm−1, α) + max((ζ1,λ, γ), (ζ2,λ + ωm+1, γ)) λ(hm+1) = 0

(ωm−1 + ωm+1, γ) + max((ζ1,λ − ωm+1, γ), (ζ2,λ, γ)) λ(hm+1) = 1.

Therefore using the g[t] bracket and our prior cases, we can commute our terms and kill

wλ+2ωm .

As with the prior sections, we inculde the full commutations in Appendix A.3, and

thus (4.3.2) and (4.3.3) are satisfied, and φ− is well-defined.
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Lemma 4.3.3 If λ ∈ P+(1) with m < minλ and m ∈ {n− 1, n}, then the mapping

φ− : τ∗1M(ωn−2, λ) →M(ωm, λ+ ωm)

which sends wλ+ωn−2 to (x−m ⊗ t)wλ+2ωm is well defined.

Proof. For ease of notation, we will take (ζ1,λ, ζ2,λ+ωm) to be the interlacing pair associated

to λ+ ωm. First, we must show that (x−m ⊗ t)wλ+2ωm is a highest weight vector. The proof

is identical to the previous lemma, the mapping sending highest weight vectors to highest

weight vectors.

It remains to show that the relation (3.2.2) of M(ωn−2, λ) are satisfied by (x−m ⊗

t)wλ+2ωm . This means showing that

(x−α ⊗ t(ωn−2,α)+max((ζ1,λ,α),(ζ2,λ,α)))(x−m ⊗ t)wλ+2ωm = 0. (4.3.4)

To do this we examine the cases αm(hα) = 0,−1, 2, and 1.

If αm(hα) = 0, [x−α , x
−
m] = 0, and

r = (ωn−2, α) + max((ζ1,λ, α), (ζ2,λ, α)) = (ωm, α) + max((ζ1,λ, α), (ζ2,λ + ωm, α)),

so we can commute our terms and kill wλ+2ωm .

Next, if αm(hα) = −1, then α+ αm = α′ ∈ R+ and

r = (ωn−2, α) + max((ζ1,λ, α), (ζ2,λ, α)) = (ωm, α) + max((ζ1,λ, α), (ζ2,λ + ωm, α)) + 1,

so

s = (ωn−2, α
′) + max((ζ1,λ, α

′), (ζ2,λ, α
′)) + 1 = (ωm, α

′) + max((ζ1,λ, α
′), (ζ2,λ + ωm, α

′)).

Using the bracket of g[t] and Lemma 2.1.1, the commutation of our terms kills wλ+2ωm .
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If αm(hα) = 2, then α = αm. In this case

r = (ωn−2, α) + max((ζ1,λ, α), (ζ2,λ, α)) = (ωm, α) + max((ζ1,λ, α), (ζ2,λ + ωm, α))− 2,

so by using Garland’s Lemma 2.1.2 we see that this product will kill wλ+2ωm .

Lastly, if αm(hα) = 1, then α = αm + αi,n−2 and

r = (ωn−2, α) + max((ζ1,λ, α), (ζ2,λ, α)) = (ωm, α) + max((ζ1,λ, α), (ζ2,λ + ωm, α))− 1,

with

s = (ωn−2, αi,n−2) + max((ζ1,λ, αi,n−2), (ζ2,λ, αi,n−2))

= (ωm, αi,n−2) + max((ζ1,λ, αi,n−2), (ζ2,λ + ωm, αi,n−2))− 1.

Using the bracket of g[t] and prior cases, we can commute our terms to kill wλ+2ωm .

We provide the full commutations in Appendix A.3 again, and thus (4.3.4) is

satisfied for all α ∈ R and φ− is well-defined.

Together these lemmas prove the Sequences in Proposition 3.3.2ii) are right-exact.

4.4 Dimension Arguments

In this section, we will prove 2 propositions regarding the dimensions of certain

M(ν, λ) in order to prove that the sequences in Proposition 3.3.2 are exact. In order to

prove these two propositions, we will need the following lemma.

Lemma 4.4.1 For λ ∈ P+,

dimM(0, λ) = dimD(2, 2λ0) dimM(0, λ1).
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Proof. Firstly note that if λ1(hn−1+hn) = 1 or if λ = ωi−1+ωi+ δi,n−1ωn, by Proposition

1.10 of [3], M(0, λ) ∼= D(2, λ), and from [7] and a second application of Proposition 1.10

that

M(0, λ) ∼= D(2, 2λ0) ∗D(2, λ1) ∼= D(2, 2λ0) ∗M(0, λ1).

If λ1(hn−1 + hn) ∈ {0, 2} and λ1 ̸= ωi−1 + ωi + δi,n−1ωn, then we must begin by

defining βλ1 . Take p ≤ n − 2 to be maximal such that λ(hp+1) = 1, and 1 ≤ p′ ≤ p to

be maximal such that (ζ1,λ − ζ2,λ)(hp′,p) = 0. Then we set βλ1 = βp′,p+1. By Lemma 1.11

of [3] there exists a µ ∈ P+ such that λ1 − βλ1 − 2µ ∈ P+(1). This in turn means that

λ− βλ1 = 2(λ0 + µ) + (λ1 − βλ1 − 2µ). From this point we will use βλ = βλ1 for notational

ease.

Next we define a sequence of weights recursively, beginning with

λ0 = λ, λ1 = λ0 − βλ0 , · · · , λs = λs−1 − βλs−1 .

We take s to be minimal such that βλs = 0, and we define

rk = (λk0, βλk) + max((ζk1,λ, βλk), (ζk2,λ, βλk))

where (ζk1,λ, ζ
k
2,λ) is the interlacing pair corresponding to λk1. Note that from the above

discussion, there exists a µk ∈ P+ such that λk+1 = 2(λk0 + µk) + (λk1 − βλk − 2µk). We can

therefore describe λk+1 = 2(λ0 +
∑k

i=0 µ
i) + (λ1 − (

∑k
i=0 βλi + 2µi)).

Therefore the graded character formula given in Section 1.15 of [3] translates to

dimM(0, λ) =

s∑
k=0

qrk dimD(2, λk)

=

s∑
k=0

qrk dimD(2, 2(λ0 +

k−1∑
i=0

µi) + (λ1 − (

k−1∑
i=0

βλi + 2µi)))
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Through application of [7] and the formula once again.

dimM(0, λ) =dimD(2, 2λ0)

s∑
k=0

qrk dimD(2, 2(

k−1∑
i=0

µi) + (λ1 − (

k−1∑
i=0

βλi + 2µi)))

=dimD(2, 2λ0) dimM(0, λ1)

Proposition 4.4.1 For all weights satisfying the given conditions:

i) ν1, ν2 ∈ P+ where ν = ν1 + ν2, then dimM(ν, 0) = dimM(ν1, 0) dimM(ν2, 0).

ii) λ, µ ∈ P+, where λ0 − µ ∈ P+, then dimM(0, λ) = dimM(0, λ− 2µ) dimM(0, 2µ)

iii) λ, ν ∈ P+, then dimM(ν, λ) ≥ dimM(ν, 0) dimM(0, λ)

iv) λ ∈ P+(1), m < minλ = p, then dimM(ωm, λ) = dimM(ωm, 0) dimM(0, λ) and

there exists a short exact sequence

0 → τ∗1M(ωm−1, λ− αm,p + ωm − ωm−1) →M(ωm, λ) →M(0, λ+ ωm) → 0

Proof. Firstly, the proof of i) is in [10], however the authors use the notation W (ν) in

place of M(ν, 0). For the proof of ii), note the by Lemma 4.4.1 and [7] for a µ ∈ P+ such

that λ0 − µ ∈ P+

dimM(0, λ) = dimD(2, 2λ0) dimM(0, λ1) = dimD(2, 2µ) dimD(2, 2(λ0 − µ)) dimM(0, λ1)

= dimM(0, 2µ) dimM(0, λ− 2µ)

Next, for iii), we will take z1, z2 to be the parameters of our the fusion product

M(ν, 0) ∗ M(0, λ), and examine the map ψ : M(ν, λ) → M(ν, 0) ∗ M(0, λ) which sends
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wν+λ → wν ∗ wλ. To show that this map is a well-defined surjection we need to show

that wν ∗ wλ satisfies the relations (3.2.1) and (3.2.2) for M(ν, λ). Note that because both

M(ν, 0) and M(0, λ) are quotients of Wloc(ν) and Wloc(λ) respectively, (3.2.1) is clearly

satisfied. To show that (3.2.2) is satisfied, take (ν + λ0, α) + max((ζ1,λ, α), (ζ2,λ, α)) = r,

and note that for any r1 + r2 = r, by Lemma 2.3.1

(x−α ⊗ (t+ z1)
r1(t+ z2)

r2)(wν ⊗ wλ)

=(x−α ⊗ tr)(wν ⊗ wλ) = 0,

since r ≥ (ν, α) and r ≥ (λ0, α) + max((ζ1,λ, α), (ζ2,λ, α)). Hence ψ is a well defined surjec-

tion, and dimM(ν, λ) ≥ dimM(ν, 0) dimM(0, λ).

Lastly, for iv), we will induct on m. Note that for m = 0, dimM(ω0, 0) =

dimM(0, 0) = dimC = 1 so our claim is obvious. For m > 0, it is worth noting that (3.2.3)

gives us that dimM(ωm, 0) = dimM(0, ωm). Specifically for m = 1, Proposition 3.3.2ib)

and Proposition 4.4.1ii) gives us

dimM(ω1, 0) dimM(0, λ) ≤ dimM(0, λ+ ω1) + dimM(0, λ− α1,p + ω1).

Note that because Theorem 2.5.1 and λ ∈ P+(1), M(0, λ) = [λC] and the above becomes

dim[ω1,a] dim[λ] ≥ dim[ω1,a + λ] + dim[ωp+1,ξp + δp,n−2ωn,b + λ′]

where wtλ′ = λ − ωp, which is precisely (2.5.1) and (2.5.2). Assuming our hypothesis

for M < m, we again use Proposition 3.3.2ib), Proposition 4.4.1ii), and our inductive

hypothesis to arrive at

dimM(ωm, 0) dimM(0, λ)

≤dimM(0, λ+ ωm) + dimM(ωm−1, 0) dimM(0, λ− αm,p + ωm − ωm−1),
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which is shown to be an equality by (2.5.1) and (2.5.2). Hence our claim hold for m, and

the induction complete.

Proposition 4.4.2 Let (ν, λ) be a compatible pair.

i) For all (ν, λ), dimM(ν, λ) = dimM(ν, 0) dimM(0, λ)

ii) if ν(hj) = 2, dimM(ν, λ) = dimM(ν − 2ωj , λ+ 2ωj) + dimM(ν − αj , λ)

iii) if ν ∈ P+(1), m = max ν < minλ1 = p,

dimM(ν, λ) = dimM(ν−ωm, λ+ωm)+dimM(ν−ωm+ωm−1, λ−αm,p+ωm−ωm−1)

iv) if λ ∈ P+(1), with m < minλ with m /∈ {n− 1, n},

dimM(ωm, λ+ ωm) =dimM(ωm, 0) dimM(0, λ+ ωm)

=dimM(0, λ+ 2ωm) + dimM(ωm−1, λ+ ωm+1)

v) if λ ∈ P+(1), with m < minλ with m ∈ {n− 1, n},

dimM(ωm, λ+ ωm) =dimM(ωm, 0) dimM(0, λ+ ωm)

=dimM(0, λ+ 2ωm) + dimM(ωn−2, λ)

Proof. We prove i)-iii) by inducting on compatible pairs. Observe this is true for (0, ωi)’s

by (3.2.3). Assume this is true for all (ν ′, λ′) ≺ (ν, λ).

If ν(hj) = 2, Proposition 3.3.2ia), Proposition 4.4.1i)-iii), and our inductive hy-

pothesis achieve

dimM(ν, 0) dimM(0, λ)

≤(dimM(0, 2ωj) + dimM(2ωj − αj , 0)) dimM(ν − 2ωj , 0) dimM(0, λ).
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Note that dimM(2ωj , 0) = dimM(ωj , 0) dimM(ωj , 0) = (dimM(ωj , 0))
2 by (3.2.3) and

Proposition 4.4.1i, dimM(0, 2ωj) = dimD(2, 2ωj) by Proposition 4.4.1, and dimM(2ωj −

αj , 0) =
∏

αj(hk)=−1 dimM(0, ωk) again by (3.2.3) and Proposition 4.4.1i. Observe that here

KR(ωj) ∼=M(ωj , 0), KR(2ωj) ∼=M(0, 2ωj), and dimK∗
j,1 = dimM(2ωj−αj , 0). Therefore

by Theorem 4 of [8],

dimM(2ωj − αj , 0) + dimM(0, 2ωj) = dimM(2ωj , 0).

Hence, using the above along with Proposition 4.4.1i) we have

dimM(ν, 0) dimM(0, λ) ≤dimM(2ωj , 0) dimM(ν − 2ωj , 0) dimM(0, λ)

=dimM(ν, 0) dimM(0, λ).

If ν ∈ P+(1) with max ν = m and λ1 = 0, then using (3.2.3), the inductive

hypothesis, and Proposition 4.4.1i),

dimM(ν, λ) = dimM(ν − ωm, λ+ ωm) = dimM(ν − ωm, 0) dimM(0, λ+ ωm)

= dimM(ν − ωm, 0) dimM(ωm, 0) dimM(0, λ)

= dimM(ν, 0) dimM(0, λ)

If ν ∈ P+(1), such that m = max ν < minλ1 = p, then by Proposition 3.3.2ib),

Proposition 4.4.1, and our inductive hypothesis

dimM(ν, 0) dimM(0, λ)

≤dimM(ν − ωm, λ+ ωm) + dimM(ν − ωm + ωm−1, λ− αm,p + ωm − ωm−1)

=dimM(ν, 0 dimM(0, λ).
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We prove iv) and v) using a downward induction on m. If m = n, λ = 0, so using

(3.2.3), Proposition 3.3.2ii), and Proposition 4.4.2ii) we see

dimM(ωn, 0) dimM(0, ωn) = dimM(2ωn, 0) ≤ dimM(ωn−2, 0) + dimM(0, 2ωn)

= dimM(ωn−2, 0) +
(
dimM(2ωn, 0)− dimM(ωn−2, 0)

)
= dimM(2ωn, 0).

When m = n − 1, λ ∈ {0, ωn}, so using either (3.2.3) or (3.2.4), Proposition 3.3.2ii), and

Proposition 4.4.2ii)

dimM(ωn−1, 0) dimM(0, λ+ ωn−1) = dimM(2ωn−1, λ)

≤dimM(ωn−2, λ) + dimM(0, λ+ 2ωn−1)

= dimM(ωn−2, λ) +
(
dimM(2ωn−1, λ)− dimM(ωn−2, λ)

)
= dimM(2ωn−1, λ).

Now, for our induction, assume our claim holds for M > m and take minλ = p.

We can use Proposition 4.4.1i), Proposition 3.3.2ii), and Proposition 4.4.2i)-iii) to see

dimM(ωm, 0) dimM(0, λ+ ωm)

≤
(
dimM(ωm−1 + ωm+1, λ)− dimM(ωm−1 + ωm, λ− αm+1,p + ωm+1 − ωm)

)
+
(
dimM(2ωm, λ)− dimM(ωm−1 + ωm+1, λ)

)
=dimM(ωm, 0)

(
dimM(ωm, λ)− dimM(ωm−1, λ− αm,p + ωm − ωm−1)

)
=dimM(ωm, 0) dimM(0, λ+ ωm)

since αm+1,p − ωm+1 + ωm = αm,p − ωm + ωm−1. This completes our induction.

Proposition 4.4.2ii)-v) prove exactness of all sequences of Proposition 3.3.2, so we

complete this chapter.
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Chapter 5

Proof of Proposition 3.3.1

In this chapter, we will be creating a closed form of gµν,λ(q) and proving that

hµν,0 = pµν . To do this, we prove some properties of gµν,λ to use in our construction of its

closed form, take note of some recursions of pµν , and then prove some properties of hµν,λ and

their relationship to gµν,λ and show that these produce recursions identical to those of pµν .

5.1 Properties of gµν,λ

Proposition 5.1.1 Assume (ν, λ) ∈ P+ × P+ is a compatible pair, then for b ∈ {g, h}

ia) If ν(hj) ≥ 2 for 1 ≤ j ≤ n then

bµν,λ = bµν−2ωj ,λ+2ωj
+ q(ν+λ0,αj)−1bµν−αj ,λ

ib) If ν ∈ P+(1) with max ν < minλ1 = m < n− 1, 0 < p = minλ1 − ωm, then

bµν+ωm,λ−ωm
= bµν,λ + q(λ0,αm,p)+1bµν+ωm−1,λ−αm,p−ωm−1
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ii) If λ ∈ P+(1) with m < minλ with m /∈ {n− 1, n},

bµωm,λ+ωm
= bµ0,λ+2ωm

+ qbµωm−1,λ+ωm+1
,

and if m ∈ {n− 1, n},

bµωm,λ+ωm
= bµ0,λ+2ωm

+ qbµωn−2,λ

Proof. Given the the exact sequences of Proposition 3.3.2, then these equalities come form

identifying elements and equating their coefficients in the graded character formulas. For

an example of the first item, see Appendix B.1

Lemma 5.1.1 For all compatible pairs (ν, λ) and dominant integral weights µ, gµν,λ =

q(ν+λ−µ,ν)gµ−ν
0,λ .

Proof. This proof will be done by induction on the height of λ1. We will assume throughout

that (ν, λ) is a compatible pair.

First, we examine the base case of htλ = 0. If htλ = 0, then λ = 0 and

gµν,0 = δν,µ = gµ−ν
0,0 .

Thus we assume inductively gµν,λ′ = q(ν+λ′−µ,ν)gµ−ν
0,λ′ for htλ′ < htλ and move to cases of

λ ̸= 0. For brevity, the full computations have been moved to Appendix B.2.

When htλ1 = 0, then λ = 2λ0 and λ(hj) ̸= 0 for some 1 ≤ j ≤ n. Since

(ν + 2ωj , λ − 2ωj) and (ν − αj + 2ωm, λ − 2ωj) are also a compatible pairs with htλ >
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ht(λ− 2ωj), we can use Proposition 5.1.1ia) and the inductive hypothesis to compute

gµν,λ = gµν+2ωj ,λ−2ωj
− q(ν+λ0+ωj)(hj)−1gµν+2ωj−αj ,λ−2ωj

= q(ν+λ−µ,ν)(q(ν+λ−µ,2ωj)g
µ−ν−2ωj

0,λ−2ωj
− q(λ0,αj)+(ν+λ−µ,2ωj−αj)g

µ+αj−ν−2ωj

0,λ−2ωj
)

= q(ν+λ−µ,ν)gµ−ν
0,λ .

Next we explore the case htλ1 = 1. Thus λ1 = ωm for some 1 ≤ m ≤ n and

λ = 2λ0 + ωm. Then by (3.2.3) and the fact that (ν + ωm, 2λ0) is a compatible pair with

htλ > ht(2λ0) out inductive hypothesis provides

gµν,2λ0+ωm
= q(ν+λ−µ,ν+ωm)gµ−ν−ωm

0,2λ0
= q(ν+λ−µ,ν)gµ−ν

0,λ

Then we move to the case of htλ1 ≥ 2. Here, λ1(hm,p) = 2 for 1 ≤ m < p ≤ n.

Note that the case when htλ1 = 2 with m = n − 1 is immediate from (3.2.4) and the

inductive hypothesis. For all other instances, since (ν + ωm, λ − ωm) and (ν + ωm−1, λ −

αm,p − ωm−1) are compatible pairs with htλ > ht(λ− ωm) = ht(λ− αm,p − ωm−1), we can

use Proposition 5.1.1ib) and the inductive hypothesis to compute

gµν,λ = gµν+ωm,λ−ωm
− q(λ0,αm,p)+1gµν+ωm−1,λ−αm,p−ωm−1

= q(ν+λ−µ,ν)(q(ν+λ−µ,ωm)gµ−ν−ωm

0,λ−ωm
− q(λ0,αm,p)+1+(ν+λ−µ−αm,p,ωm−1)g

µ−ν−ωm−1

0,λ−αm,p−ωm−1
)

= q(ν+λ−µ,ν)gµ−ν
0,λ .

Hence our induction is complete.

Once we have this proposition and lemma, we can prove even more properties of

gµν,λ.

Proposition 5.1.2 For λ ∈ P+ with λ = 2λ0 + λ1, m = min(λ1), and p = min(λ− ωm);
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a)
∑

µ∈P q
1
2
(µ,µ)gµ0,λ = 0

b) gµ0,λ ̸= 0 implies (λ− µ, ωs) ≤ (λ, αs) for all 1 ≤ s ≤ m.

c) When λ0 = 0, m < n− 1, p ̸= 0

gµ0,λ = gµ−ωm

0,λ−ωm
− qg

µ−ωm−1

0,λ−αm,p−ωm−1

d) When λ0 = ωj with j + 1 < m

gµ0,λ = g
µ−2ωj

0,λ−2ωj
− qg

µ−2ωj+αj

0,λ−2ωj

Proof. From the proof of Lemma 5.1.1, we know that for compatible pairs (ν, λ) we have

gµ0,λ = q(λ−µ,ωm)gµ−ωm

0,λ−ωm
− (1− δp,0)q

(λ0,αm,p)+1+(λ−µ−αm,p,ωm−1)g
µ−ωm−1

0,λ−αm,p−ωm−1
(5.1.1)

gµ0,λ = q(λ−µ,2ωj)g
µ−2ωj

0,λ−2ωj
− q(λ0,αj)+(λ−µ−αj ,2ωj−αj)g

µ+αj−2ωj

0,λ−2ωj
(5.1.2)

and so we can prove each piece of Proposition 5.1.2 with an induction on htλ. As with our

other proofs, we give the steps of our proof, and list the full computations in Appendix B.3.

For a), if λ = 0, then
∑
µ∈P

q
1
2
(µ,µ)gµ0,0 = 0. We will suppose that

∑
µ∈P

q
1
2
(µ,µ)gµ0,λ = 0

for htλ < M . Taking λ ∈ P+(1) with htλ =M , there exists m = min(λ), so

∑
µ∈P

q
1
2
(µ,µ)gµ0,λ =

∑
µ∈P

q
1
2
(µ,µ)(q(λ−µ,ωm)gµ−ωm

0,λ−ωm

− (1− δp,0)q
(λ0,αm,p)+1+(λ−µ−αm,p,ωm−1)g

µ−ωm−1

0,λ−αm,p−ωm−1
= 0

by (5.1.1) and the inductive hypothesis. Taking λ /∈ P+(1) with htλ = M . Then there
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exists a j such that λ0(hαj ) > 0 the

∑
µ∈P

q
1
2
(µ,µ)gµ0,λ

=
∑
µ∈P

q
1
2
(µ−2ωj ,µ−2ωj)(q(λ,2ωj)g

µ−2ωj

0,λ−2ωj
− q(λ0,αj)+(λ−αj ,2ωj−αj)g

µ+αj−2ωj

0,λ−2ωj
= 0

by (5.1.2) and the inductive hypothesis. Thus for all htλ =M a) holds.

For b) if λ = 0, then gµ0,0 = δ0,µ, so g
µ
0,0 ̸= 0 unless µ = 0, and (0− 0, ωs) = (0, αs).

Assume for htλ < M that gµ0,λ ̸= 0 implies that (λ − µ, ωs) ≤ (λ, αs) for all 1 ≤ s ≤ m.

Taking a λ ∈ P+(1) with htλ = M , then there exists m = minλ and p = min(λ − ωm).

Firstly if p = 0, then (3.2.3) and the inductive hypothesis give

0 ̸= gµ0,λ = q(λ−µ,ωm)gµ−ωm
0,0 and (ωm − µ, ωs) ≤ (0, αs) = 0

for all s ∈ [1,m]. If p ̸= 0, then 5.1.1 and the inductive hypothesis give us that

0 ̸= gµ0,λ = q(λ−µ,ωm)gµ−ωm

0,λ−ωm
− q(λ0,αm,p)+1+(λ−µ−αm,p,ωm−1)g

µ−ωm−1

0,λ−αm,p−ωm−1
, so

(λ− αm,p − ωm−1 − (µ− ωm−1), ωs) ≤ (λ− ωm − (µ− ωm), ωs)

≤ (λ− ωm, αs) ≤ (λ, αs)

for all s ∈ [1,m]. Taking a λ /∈ P+(1), then λ0(hαj ) > 0 for some j ∈ [1, n], and (5.1.2) and

the inductive hypothesis lead to

0 ̸= gµ0,λ = q(λ−µ,2ωj)g
µ−2ωj

0,λ−2ωj
− q(λ0,αj)+(λ−µ−αj ,2ωj−αj)g

µ+αj−2ωj

0,λ−2ωj
, so

(λ− αj − µ, ωs) ≤ (λ− 2ωj − (µ− 2ωj), ωs)

≤ (λ− 2ωj , αs) ≤ (λ, αs)
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for all s ∈ [1,m]. Thus, b) holds for all htλ > M .

For c) take λ0 = 0 and m < n− 1 with p ̸= 0, notice that using b), we have that

(λ−µ, ωm) = (λ−αm,p −µ, ωm−1) = 0, and applying this to (5.1.1) we achieve our desired

result.

Finally for d) take λ0 = ωj with j + 1 < m, using b), we have that (λ − µ, ωj) =

(λ− µ− αj , ωj) = 0, and applying this to (5.1.2) we achieve the desired result.

There is one final lemma we need to construct the closed form of gµν,λ.

Lemma 5.1.2 For m ∈ [1, n] and λ ∈ P+(1) with m < p = minλ we have

gµωm,λ+ωm
= gµ0,λ+2ωm

+ qg
µ−(1−δm,n)ωm−1−δm,nωn−2

0,λ+(1−δm,n−1)ωm+1
= q(λ+2ωm−µ,ωm)gµ−ωm

0,λ+ωm
.

Proof. To prove the first equality, note that from Proposition 5.1.1ii), we have for m /∈

{n− 1, n} gµωm,λ+ωm
= gµ0,λ+2ωm

+ qgµωm−1,λ+ωm+1
. By Lemma 5.1.1, the compatibility of the

pair (ωm−1, λ+ ωm+1), and Proposition 5.1.2b), (λ+ ωm+1 + ωm−1 − µ, ωm−1) = 0 and

gµωm,λ+ωm
= gµ0,λ+2ωm

+ qg
µ−ωm−1

0,λ+ωm+1
.

Similarly, if m ∈ {n − 1, n}, Proposition 5.1.1ii) gives us gµωm,λ+ωm
= gµ0,λ+2ωm

+

qgµωn−2,λ
. Again using Lemma 5.1.1, the fact that the pair (ωn−2, λ) is compatible, and

Proposition 5.1.2b) implying that (λ+ ωn−2 − µ, ωn−2) = 0, we see that

gµωm,λ+ωm
= gµ0,λ+2ωm

+ qg
µ−ωn−2

0,λ .

Hence the first equality holds.

To prove the second equality, we shall employ a downward induction on m. If

m = n, then λ = 0, so

gµ−ωn
0,ωn

= δµ−ωn,ωn , g
µ−ωn−2

0,0 = δµ−ωn−2,0
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therefore the equality holds for m = n if δµ,2ωn = gµ0,λ+2ωn
+ qδµ,ωn−2 . This is precisely the

application of (5.1.2) to λ = 2ωn.

If m = n − 1, then λ ∈ {0, ωn}. If λ = 0, we follow the same steps discuss when

m = n. If λ = ωn, note that using (5.1.2)

gµ0,2ωn−1+ωn
= q(ωn+2ωn−1−µ,2ωn−1)g

µ−2ωn−1

0,ωn
− qg

µ−ωn−2

0,ωn
.

Note that by Proposition 5.1.2b) g
µ−2ωn−1

0,ωn
̸= 0 =⇒ (ωn+2ωn−1−µ, ωn−1) ≤ (ωn, αn−1) =

0, so when we apply Lemma 5.1.1 and (3.2.3) we see that

gµ0,2ωn−1+ωn
= q(ωn+2ωn−1−µ,ωn−1)g

µ−2ωn−1

0,ωn
− qg

µ−ωn−2

0,ωn

= gµ−ωn−1
ωn−1,ωn

− qg
µ−ωn−2

0,ωn
= g

µ−ωn−1

0,ωn+ωn−1
− qg

µ−ωn−2

0,ωn

so our equality holds.

For the next step of this induction, when m < n− 1 and p ̸= n, we apply Propo-

sition 5.1.2c) or inductive hypothesis to gµ−ωm

0,λ+ωm
and g

µ−ωm−1

λ+ωm+1
and have

gµ−ωm

0,λ+ωm
= gµ−2ωm

0,λ − qg
µ−ωm−ωm−1

0,λ−ωp+ωp+1
g
µ−ωm−1

0,λ+ωm+1
= gµ−2ωm+αm

0,λ − qg
µ−ωm−1−ωm

0,λ−ωp+ωp+1
.

Using Proposition 5.1.2b), we have that if g
µ−ωm−1−ωm

0,λ−ωp−ωp+1
̸= then (λ+2ωm−αm,p−µ, ωm) = 0

and if gµ−2ωm

0,λ then (λ+ 2ωm − µ, ωm) = 0. This means what we are attempting to show is

gµ0,λ+2ωm
=q(λ+2ωm−µ,ωm)(gµ−2ωm

0,λ − qg
µ−ωm−ωm−1

0,λ−ωp+ωp+1
)− q(gµ−2ωm+αm

0,λ − qg
µ−ωm−1−ωm

0,λ−ωp+ωp+1
)

=(q(λ+2ωm−µ,ωm)gµ−2ωm

0,λ − qgµ−2ωm+αm

0,λ )− q(q(λ+2ωm−µ,ωm) − q)g
µ−ωm−1−ωm

0,λ−ωp+ωp+1

=gµ−2ωm

0,λ − qgµ−2ωm+αm

0,λ .

When p = n, we get an identical statement using identical steps, with p−1 in place of p+1.

To prove this simplified statement, we split into three cases: p > m + 1, λ = ωm+1, and
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p = m + 1 with min(λ − ωp) = r > 0. Firstly, if p > m + 1, then (2ωm, λ) is a compatible

pair, so our expression is exactly the result of (5.1.2). If λ = ωm+1 then by (3.2.3) in

combination with Proposition 5.1.1ib) to rewrite the desired statement as

gµ−2ωm

0,λ =gµ0,ωm+1+2ωm
+ qgµ−2ωm+αm

0,λ

=(g
µ−ωm+1

2ωm,0 − qg
µ−ωm+1

2ωm−αm,0) + qgµ−2ωm+αm

0,λ ,

which is true if δµ−2ωm,ωm+1 = δµ−ωm+1,2ωm −qδµ−ωm+1,2ωm−αm +qδµ−2ωm+αm,ωm+1 , and this

is clear.

If p = m + 1 and r = min(λ − ωp) > 0, we can use the fact that (ωm+1, λ −

ωm+1), (2ωm, λ−ωm+1), and (2ωm, λ−ωm+1−ωr +ωr+1) are all compatible pairs, (5.1.1),

Lemma 5.1.1, and (5.1.2) establish that,

gµ−2ωm

0,λ =(g
µ−ωm+1

0,λ−ωm+1+2ωm
+ qg

µ−ωm+1

2ωm−αm,λ−ωm+1
)− q(gµ−ωm

0,λ−αm+1,r+ωm
+ gµ−ωm

2ωm−αm,λ−αm+1,r−ωm
)

=(g
µ−ωm+1

0,λ−ωm+1+2ωm
− qgµ−ωm

0,λ−αm+1,r+ωm
) + q(g

µ−2ωm+1−ωm−1

0,λ−ωm+1
− qg

µ−ωm+1−ωm−1−ωm

0,λ−αm+1,r−ωm
)

=gµ0,λ+2ωm
+ qg

µ−ωm+1−ωm−1

0,λ .

Hence, we complete our induction and the second equality is true.

5.2 Closed from of gµν,λ

In this section, we will build a closed form for gµν,λ. Thus far we have a recursive

definition of gµ0,λ using (5.1.1), (5.1.2), beginning with gµ0,0 = δµ,0. To create a closed form,

we need to take ρ =
∑

i∈[1,n]

ωi and note that for η =
∑

i∈[1,n]

ciαi ∈ Q+, we set η∨ =
∑

i∈[1,n]

ciωi.

Observe that when λ ̸= 0 and htλ1 = 0, (5.1.2) leads us to understand

gµ0,2λ0
= q(2λ0−µ,2ωj)g

µ−2ωj

0,2(λ0−ωj)
− q(λ0,αj)+(2λ0−µ−αj ,2ωj−αj)g

µ+αj−2ωj

0,2(λ0−ωj)
.
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So long as λ0 − ωj ̸= 0, allowing sj = (λ0, αj), this iterates to

gµ0,2λ0
=

sj∑
i=0

−1iq
1
2
(2λ0−µ,2λ0−(i+1)αj+(i+2)ωj)

[
sj
i

]
q

g
µ−2sjωj+iαj

0,2(λ0−sjωj)
.

Notice that at this point, all terms are g
µ−2sjωj+η

0,2(λ0−sj)
where η ∈ Z+αj , and g

µ−2sjωj+η

0,2(λ0−sj)
̸= 0

implies (2λ0 − µ − η, ωj) ≤ (2(λ0 − sjωj), αj) = 0. Hence, only one term will be non-zero,

namely for (2λ0 − µ, ωj) = m,

gµ0,2λ0
= −1mq

1
2
(2λ0−µ,2λ0−(m+1)αj+(m+2)ωj)

[
sj
m

]
q

g
µ−2sjωj+mαj

0,2(λ0−sjωj)
.

We can further iterate, utilizing the same process for any k ̸= j such that (λ0 − sjωj , αk) =

sk > 0, until we have exhausted λ0. Note that the only term that remains non-zero by the

end of this process is g
µ−2λ0+(2λ0−µ)
0,0 = 1. Hence we arrive at the equation

gµ0,2λ0
= −1(λ−µ,ρ)q

1
2
(2λ0−µ,µ+(2λ0−µ)∨+ρ)

n∏
i=1

[
(λ0, αi)

(2λ0 − µ, ωi)

]
q

. (5.2.1)

Now we increase the height of λ1. When htλ1 = 1, then λ1(hm) = 1 for some

1 ≤ m ≤ n, so by (3.2.3) gµ0,λ = gµ−λ1

0,2λ0
. Together with (5.2.1), we have a closed form.

Moving to htλ1 ≥ 2 becomes significantly more complicated.

To begin working with these weights, we need to introduce some new sets. We

will define Σs(λ) for λ ∈ P+(1) recursively. Firstly, Σs(λ) = Σ0
s(λ)

⋃
Σ1
s(λ), Σ

0
0(λ) = {λ},

and Σ1
0(λ) = ∅. For our fundamental weights, Σ1

s(ωm) = Σ0
s(ωm) = ∅ for all m ∈ [0, n] and

s > 0. Also, Σ1
s(ωn + ωn−1) = Σ0

s(ωn + ωn−1) = ∅ for all s > 0 For htλ ≥ 2 and s > 0,

where m = minλ and p = min(λ− ωm),

Σ0
s(λ) = {ωm}+Σs(λ− ωm)

If λ(hp+1) = 0, for s > 0,

Σ1
s(λ) = Σ0

s−1(λ− αm,p).
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If λ1(hp+1) = 1, for s > 0,

Σ1
1(λ) = {λ− αm,p}

Σ1
s(λ) = {2ωp+1 +Σ0

s−1(λ− 2ωp+1 − αm,p)}
⋃

{2ωp+1 − αp+1 +Σ0
s−2(λ− 2ωp+1 − αm,p)}

when p ̸= n− 2 or λ(hn + hn−1) ̸= 2, and

Σ1
s(λ) = {2ωn−1 + 2ωn +Σ0

s−1(λ− 2ωn−1 − 2ωn − αm,n−2)}⋃
{2ωn−1 + 2ωn − αn−1 +Σ0

s−2(λ− 2ωn−1 − 2ωn − αm,n−2)}

when p = n− 2 and λ(hn + hn−1) = 2.

We recall that if Σr
s(λ) = ∅ then set addition means {ν}+Σr

s(λ) = ∅. Examples for the type

A weights can be found in [1], but we will also provide a few more for the type D weights in

Appendix B.4. We introduce these sets to provide conditions for µ that force the following

properties:

Lemma 5.2.1 Take λ ∈ P+(1) and µ ∈ Σs(λ) for s ≥ 0. Then

µ(hk) = 0 ∀k < min(λ)− 1; µ(hmin(λ)−1) ≤ 1; and λ− µ ∈
∑

k≥min(λ)−1

Z+αk.

Moreover, Σr
s(λ) and Σr′

s′(λ) are disjoint if (s, r) ̸= (s′, r′).

Proof. We prove the above using an induction on the height of λ, beginning with the

htλ = 0. In this case,

Σs(0) = Σ0
s(0)

⋃
Σ1
s(0) = ∅,

so our statements are vacuously true.
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Observing the case of htλ = 1, λ = ωm for some m ∈ [1, n]. Here

Σ0
s(ωm)

⋃
Σ1
s(ωm) =


ωm s = 0

∅ else.

Here, µ(hk) = 0 for all k < m − 1, λ − µ = 0 =
∑

k≥i 0αk when s = 0, and Σr
s(λ) = ∅

otherwise, so clearly these sets are disjoint.

Examining the case of htλ = 2, λ = ωm + ωp, so

Σ0
s(ωm + ωp)

⋃
Σ1
s(ωm + ωp) =



{ωm + ωp} s = 0

{λ− αm,p} s = 1,m ̸= n− 1

∅ else

In all of the above cases, µ(hk) = 0 for all k < m − 1, µ(hm−1) ≤ 1, λ − µ = δs,1(1 −

δm,n−1)αm,p for µ ∈ Σr
s, and Σr

s(λ) = ∅ expect for (s, r) ∈ {(0, 0), (1, 1)}, which are disjoint.

Therefore all claims of our lemma are satisfied.

For sake of our induction, we shall assume that all claims hold for htλ < M .

Taking htλ =M with min(λ) = m and min(λ− ωm) = p,

Σ0
s(λ)

⋃
Σ1
s(λ) = {ωm +Σs(λ− ωm)}

⋃
Σ1
s(λ).

Depending on λ, Σ1
s(λ) is defined one of three ways as described previously. We will observe

that in all three of these cases, our claims will still hold true.

Beginning with the case when λ(hp+1) = 0,

Σ1
s(λ) = Σ0

s−1(λ− αm, p) = ωm−1 +Σs−1(λ− αm,p − ωm−1), so

Σs(λ) = {ωm +Σs(λ− ωm)}
⋃

{ωm−1 +Σs−1(λ− αm,p − ωm−1)}.
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Hence for all µ ∈ Σs(λ), either µ = ωm+µ′ where µ′ ∈ Σs(λ−ωm) or µ = ωm−1+µ
′′

where µ′′ ∈ Σs−1(λ−αm,p−ωm−1). Note both ht(λ−ωm) and ht(λ−αm,p−ωm−1) are less

than M with m < min(λ− ωm) < min(λ− αm,p − ωm−1), so inductive hypothesis provides

that ωm + µ′ and ωm−1 + µ′′ satisfy all of the claims of our lemma, forcing µ to as well.

Next we examine the case when λ(hp+1) = 1 with p ̸= n− 2, here when s = 1

Σ1
1(λ) = {λ− αm,p}

which makes

Σ1(λ) = {ωm +Σ1(λ− ωm)}
⋃

{λ− αm,p},

so for all µ ∈ Σ1(λ), µ(hk) = 0 for all k < m − 1, µ(hk) ≤ 1, and λ − µ = δr,1αm,p for

µ ∈ Σr
s(λ). When s > 1 however,

Σ1
s(λ) ={2ωp+1 +Σ0

s−1(λ− 2ωp+1 − αm,p)}
⋃

{2ωp+1 − αp+1 +Σ0
s−2(λ− 2ωp+1 − αm,p)}

={2ωp+1 + ωm−1 +Σs−1(λ− 2ωp+1 − αm,p − ωm−1)}⋃
{2ωp+1 − αp+1 + ωm−1 +Σs−2(λ− 2ωp+1 − αm,p − ωm−1)}.

Hence any µ ∈ Σs(λ) is of one of three forms:

µ =



ωm + µ′ µ′ ∈ Σs(λ− ωm)

ωm−1 + 2ωp+1 + µ′ µ′ ∈ Σs−1(λ− 2ωp+1 − αm,p − ωm−1)

ωm−1 + 2ωp+1 − αp+1 + µ′ µ′ ∈ Σs−2(λ− 2ωp+1 − αm,p − ωm−1).

Note that ht(λ − ωm) and ht(λ − 2ωp+1 − αm,p − ωm−1) are both less than M , and m <

min(λ−ωm) < min(λ−2ωp+1−αm,p−ωm−1). Thus the inductive hypothesis provides that

each form of µ satisfies the claims of our lemma.
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Lastly, we examine the case when λ(hp+1) = 1 with p = n− 2. Here when s = 1

Σ1
1(λ) = {λ− αm,n−1}.

This makes

Σ1(λ) = {ωm +Σ1(λ− ωm)}
⋃

{λ− αm,n−1},

so for all µ ∈ Σ1(λ), µ(hk) = 0 for all k < m− 1, µ(hm−1) ≤ 1, and λ− µ = δr,1αm,n−1 for

µ ∈ Σr
1(λ). When s > 1 however,

Σ1
s(λ) ={2ωn−1 + 2ωn +Σ0

s−1(λ− 2ωn−1 − 2ωn − αm,n−1)}⋃
{ωn−2 + 2ωn +Σ0

s−2(λ− 2ωn−1 − 2ωn − αm,n−1)}

={2ωn−1 + 2ωn + ωm−1 +Σs−1(λ− 2ωn−1 − 2ωn − αm,n−1 − ωm−1)}⋃
{ωn−2 + 2ωn + ωm−1 +Σ0

s−2(λ− 2ωn−1 − 2ωn − αm,n−1 − ωm−1)}.

Hence any µ ∈ Σs(λ) is of one of three forms:

µ =



ωm + µ′ µ′ ∈ Σs(λ− ωm)

ωm−1 + 2ωn−1 + 2ωn + µ′ µ′ ∈ Σs−1(λ− 2ωn−1 − 2ωn − αm,n−1 − ωm−1)

ωm−1 + ωn−2 + 2ωn + µ′ µ′ ∈ Σs−2(λ− 2ωn−1 − 2ωn − αm,n−1 − ωm−1).

Note that ht(λ−ωm) and ht(λ− 2ωn−1− 2ωn−αm,n−1−ωm−1) are both less than M , and

m < min(λ−ωm) < min(λ−2ωn−1−2ωn−αm,n−1−ωm−1). Thus the inductive hypothesis

provides that each form of µ satisfies the claims of our lemma.

Having the properties of these sets better understood, we make a few observations.

Firstly, that for htλ1 ≤ 2, gµ0,λ can be rewritten using (5.1.1), and the result is equal to

∑
ν∈Σ0(λ1)

(q(λ−µ−(λ1−ν),ν)gµ−ν
0,2λ0

)−
∑

ν∈Σ1(λ1)

(q(λ0,λ1−ν)+(λ−µ−(λ1−ν),ν)gµ−ν
0,2λ0

).
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Working with our exponent on q,

(λ0, λ1 − ν) + (λ− µ− (λ1 − ν), ν) =
1

2
(λ, λ1) +

1

2
(2λ0 − 2µ+ ν, ν),

and so we arrive at the understanding that

gµ0,λ = q
1
2
(λ,λ1)

∑
s≥0

(−1)s
∑

ν∈Σs(λ1)

q
1
2
(2λ0−2µ+ν,ν)gµ−ν

0,2λ0
(5.2.2)

where the second sum is taken to be 0 if Σs(λ1) = ∅. With (5.2.1), this gives the closed

form.

For htλ1 > 2, we utilize an induction. Assuming that (5.2.2) holds for htλ1 < M ,

we apply (5.1.1) to htλ1 =M :

gµ0,λ = q(λ−µ,ωm)gµ−ωm

0,λ−ωm
− q(λ0,αm,p)+1+(λ−µ−αm,p,ωm−1)g

µ−ωm−1

0,λ−αm,p−ωm−1

Note that ht(λ1−ωm) = ht(λ1−αm,p−ωm−1) =M − 1. Therefore, we apply the inductive

hypothesis to each term and the exponents of our q’s can be simplified in the following

ways:

(λ− µ, ωm) +
1

2
(λ− ωm, λ1 − ωm) +

1

2
(2λ0 − 2µ+ ν, ν)

=
1

2
(λ, λ1) +

1

2
(2λ0 − 2µ+ ν + ωm, ν + ωm)

(λ0, αm,p) + 1 + (λ− µ− αm,p, ωm−1)

+
1

2
(λ− αm,p − ωm−1,λ1 − αm,p − ωm−1) +

1

2
(2λ0 − 2µ+ ν, ν)

=
1

2
(λ, λ1) +

1

2
(2λ0 − 2µ+ ν + ωm−1, ν + ωm−1).
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Hence our equation simplifies to

gµ0,λ =
∑
s≥0

(−1)s(q
1
2
(λλ1)

[ ∑
ν∈Σs(λ1−ωm)

q
1
2
(2λ0−2µ+ν+ωm,ν+ωm)gµ−ν−ωm

0,2λ0

−
∑

ν∈Σs(λ1−αm,p−ωm−1)

q
1
2
(2λ0−2µ+ν+ωm−1,ν+ωm−1)g

µ−ν−ωm−1

0,2λ0

]
.

Using the definitions of our Σr
s(λ) sets, this equation is equivalent to

gµ0,λ = q
1
2
(λ,λ1)

∑
s≥0

(−1)s
∑

ν∈Σs(λ1)

q
1
2
(2λ0−2µ+ν,ν)gµ−ν

0,2λ0
.

This concludes our induction, and we combine (5.2.2) with (5.2.1) to arrive at a closed form

for gµ0,λ.

5.3 Properties of hµν,0 and pµν

In this section, we discuss some recursions of pµν and hµν,0. First we shall refresh

that so long as ν − µ ∈ Q+,

pµν (q) = q
1
2
(ν+µ1,ν−µ)

n∏
j=1

[
(ν − µ, ωj) + (µ0, αj)

(ν − µ, ωj)

]
q

.

We also remind the reader that

[
m

n

]
q

=

[
m− 1

n

]
q

+ qm−n

[
m− 1

n− 1

]
q

. Together these mean

that

if ν(hj) ≥ 2, pµν = q(ωj ,ν−µ)p
µ−ωj

ν−ωj
+ q(ν,αj)−1pµν−αj

, and if µ1(hm) = 0, pµ+ωm
ν+ωm

= q(ωm,ν−µ)pµν .

Our aim is to show that hµν,0 adheres to the same recursions, identifying hµν,0 and

pµν . To do this we must first discuss some properties of hµν,0.
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Lemma 5.3.1 Let ν ∈ P+ and 0 ≤ r ≤ n be the index of the fundamental weight such that

ν − ωr ∈ Q+. Then

hωk
ν,0 = q

1
2
(ν+ωr,ν−ωr)δk,r 0 ≤ k ≤ n.

Proof. We will prove the above lemma inductively, progressing ν upward through the

partial order on P+. Firstly, if ν = ωr for some 0 ≤ r ≤ n, then ωr−ωk ∈ Q+ only if r = k,

so hωk
ν,0 = δk,r.

Let us assume our claim for ωm ≺ ν ′ ≺ ν with ht ν ≥ 2. Recall that δν,ωk
=∑

µ∈P+

gµ0,νh
ωk
µ,0 and from Proposition 5.1.2 a), we see that,

q
1
2
(ν+ωr,ν−ωr) +

∑
µ≺ν

q
1
2
(µ+ωr,µ−ωr)gµ0,ν = 0 = hωk

ν,0 + δk,r
∑
µ≺ν

q
1
2
(ν+ωr,ν−ωr)gµ0,ν

hence hωk
ν,0 = q

1
2
(ν+ωr,ν−ωr)δr,k.

Lemma 5.3.2 If (ν, λ) ∈ P+ are compatible or (ν, λ) = (ωm, λ) with minλ = m, then

hµν,λ =
∑

µ′∈P+

q(λ+ν−µ′,ν)gµ
′−ν

0,λ hµµ′,0.

Proof. Recall (3.2.5) and note that if we use (3.2.5) to substitute for chgrM(µ, 0) and use

Lemma 5.1.1 we have

chgrM(ν, λ) =
∑

µ,µ′∈P+

q(λ+ν−µ′,ν)gµ
′−ν

0,λ hµµ′,0 chgrM(0, µ).

Taking this summation along with the second sum of (3.2.5) we see that

∑
µ∈P+

hµν,λ chgrM(0, µ) =
∑

µ,µ′∈P+

q(λ+ν−µ′,ν)gµ
′−ν

0,λ hµµ′,0 chgrM(0, µ)

so the claim is achieved by identifying the coefficients of chgrM(0, µ) in both sums.

Before stating the next lemma, recall Proposition 5.1.1. It provides us with many

equations for hµν,λ dependant upon the form of a compatible pair (ν, λ).
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Lemma 5.3.3 For (ν, λ) ∈ P+ × P+ which are compatible, 1 ≤ k ≤ n,

hµ+2ωk
ν,λ+2ωk

= q(λ+ν−µ,ωk)hµν,λ,

hence when ν(hj) ≥ 2 for 1 ≤ j ≤ n,

hµν,λ = q(λ+ν−µ,ωj)h
µ−2ωj

ν−2ωj ,λ
+ q(ν+λ0,αj)−1hµν−αj ,λ

.

Proof. We will prove this lemma using an induction on the partial order on compatible

pairs, beginning with the minimal elements (0, ωi).

hµ+2ωk
0,ωi+2ωk

= δµ+2ωk,ωi+2ωk
= δµ,ωi = hµ0,ωi

= q(ωi−µ,ωk)hµ0,ωi
.

Assuming our inductive hypothesis for all (ν ′, λ′) ≺ (ν, λ), we must examine each possible

form of the pair (ν, λ).

Firstly, is ν(hj) ≥ 2, we utilize the first equation of Proposition 5.1.1 and our

inductive hypothesis to see

hµν,λ = hµν−2ωj ,λ+2ωj
+ q(ν+λ0,αj)−1hµν−αj ,λ

= q−(λ+ν−µ,ωk)hµ+2ωk
ν,λ+2ωk

.

In a similar fashion, we will utilize the second equation of Proposition 5.1.1 and

the inductive hypothesis when ν ∈ P+(1), m = max ν < minλ = p. Here

hµν,λ = hµν−ωm,λ+ωm
+ q(λ0,αm,p)+1hµν−ωm+ωm−1,λ−ωp+ωp+1

= q−(λ+ν−µ,ωk)hµ+2ωk
ν,λ+2ωk

.

The second claim of this lemma can be seen by applying the first claim to the first

term in the equation for ν(hj) ≥ 2 like so

hµν,λ = hµν−2ωj ,λ+2ωj
+ q(ν+λ0,αj)−1hµν−αj ,λ

= q(λ+ν−µ,ωj)h
µ−2ωj

ν−2ωj ,λ
+ q(ν+λ0,αj)−1hµν−αj ,λ

.
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Lemma 5.3.4 Take λ = 2λ0+λ1 ∈ P+ and m < minλ1 if λ0 ̸= 0 or m ≤ minλ1 if λ0 = 0.

Then hµωm,λ = 0 for µ ∈ P+ with µ(hm) ∈ 2Z+ + 1 and λ+ ωm ̸= µ.

Proof. In the case that m < minλ1 = p, we can examine the contrapositive of this

statement, namely that if hµωm,λ ̸= 0 then µ(hm) ∈ 2Z+ or λ + ωm = µ. It can be shown

that a stronger statement is true,

hµωm,λ ̸= 0 =⇒ µ(hs) ∈ 2Z+ for all m ≤ s ≤ p, or λ+ ωm = µ

We will prove this statement by inducting on m.

When m = 0, observe that hµ0,λ = δµ,λ, hence when hµ0,λ ̸= 0, λ = µ. Now moving

to 1 ≤ m ≤ n − 2, we assume our statement inductively for all s < m, and we know from

Proposition 5.1.1 that

hµωm,λ = hµ0,ωm+λ + q
1
2
(λ+ωm,αm,p)hµωm−1,λ−ωp+ωp+1

,

so hµωm,λ ̸= 0 implies that either ωm+λ = µ or hµωm−1,λ−ωp+ωp+1
̸= 0. If hµωm−1,λ−ωp+ωp+1

̸= 0,

our inductive hypothesis gives that either λ + ωm − αm,p = µ or µ(hs) ∈ 2Z+ for all

m− 1 ≤ s ≤ p+1. Note that as (λ+ ωm −αm,p)(hm) ∈ 2Z+, we have achieved the desired

result.

We still must consider when m = minλ1 with λ0 = 0. We again work inductively

to prove our lemma, increasing on m. Here we use Proposition 5.1.1 to see that

hµωm,λ = hµ0,λ+ωm
+ qhµωm−1,λ−ωm+ωm+1

,

and so hµωm,λ ̸= 0 implies that λ + ωm = µ or that hµωm−1,λ−ωm+ωm+1
̸= 0. Our induction

shows that if hµωm−1,λ−ωm+ωm+1
̸= 0 then λ− αm + ωm = µ or µ(hs) ∈ 2Z+ for all m− 1 ≤

s ≤ m+ 1. Note that (λ− αm + ωm)(hm) = 0, so our statement and lemma are proven.
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5.4 Identifying hµν,0 and pµν

In this section we will prove that for all ν, µ ∈ P+, hµν,0 = pµν by comparing the

recursive properties discussed in the last section. Firstly, note that if ν − µ /∈ Q+, then

hµν,0 = 0 = pµν by definition. From this point, ν − µ ∈ Q+ and we will induct on the

htr(ν − µ).

If htr(ν − µ) = 0, then ν = µ, so by definition hµν,0 = 1 = pµν . For sake of our

induction, we assume that our statement holds for all htr(ν − µ) < N .

To examine the case when htr(ν − µ) = N , we will induct on ht(µ). Note that if

ht(µ) ≤ 1, Lemma 5.3.1 states that hµν,0 = q
1
2
(ν+µ,ν−µ)δµ,ωr = pµν . We assume our statement

holds for 1 ≤ htµ ≤ s− 1, and examine htµ = s. Here our proof splits into different cases

based on the form of ν.

First, if ν(hj) ≥ 2 for some j, then we utilize Lemma 5.3.3 and both induction

assumptions to see that

hµν,0 = q(ν−µ,ωj)h
µ−2ωj

ν−2ωj ,0
+ q(ν,αj)−1hµν−αj ,0

= q(ν−µ,ωj)p
µ−2ωj

ν−2ωj
+ q(ν,αj)−1pµν−αj

= pµν .

Next, if ν ∈ P+(1), we takem = min ν and examine the parity of µ(hm). If µ(hm) ∈ 2Z++1,

then by Lemma 5.3.4 and Lemma 5.3.2, we can re-index to the sum,

0 = hµωm,ν−ωm
=

∑
µ′≤ν−ωm

q(ν−µ′−ωm,ωm)gµ
′

0,ν−ωm
hµµ′+ωm,0.

When µ′ ≺ ν − ωm, htr(µ
′ + ωm − µ) < htr(ν − µ), so our inductive hypothesis implies

hµµ′+ωm,0 = q(ωm,µ′−µ+ωm)hµ−ωm

µ′,0 . Thus we can rewrite the prior sum and utilize (3.2.6) on

the pair (ν − ωm, µ− ωm) to see that 0 = δν−ωm,µ−ωm =
∑

µ′∈P+ g
µ′

0,ν−ωm
hµ−ωm

µ′,0 , so

q(ν−µ,ωm)
∑

µ′∈P+

gµ
′

0,ν−ωm
hµ−ωm

µ′,0 = hµν,0 + q(ν−µ,ωm)
∑

µ′≺ν−ωm

gµ
′

0,ν−ωm
hµ−ωm

µ′,0 .

61



Thus

hµν,0 = q(ν−µ,ωm)hµ−ωm
ν−ωm,0 = q(ν−µ,ωm)pµ−ωm

ν−ωm
= pµν .

Lastly, we consider if µ(hm) ∈ 2Z+. Since we know that (ν + ωm)(hm) = 2, we can

utilize our work in that case. Namely we see hµ+ωm
ν+ωm,0 = pµ+ωm

ν+ωm
= q(ν−µ,ωm)pµν . Also, since

µ+ ωm(hm) ∈ 2Z+ + 1, we can follow the same steps as the prior case to arrive at

q(ν−µ,ωm)hµν,0 = hµ+ωm
ν+ωm,0 = q(ν−µ,ωm)pµν

Hence our inductions conclude, and hµν,0 = pµν .
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Appendix A

Sequence Computations

A.1 Proposition 3.3.2ia)

For Lemma 4.1.1, we need to show that α = αj +γ1+γ2+γ3 where γi ∈ R+
⋃
{0}

and commute for all α ∈ R+ of the form:

α =



αj

αi,k 1 ≤ i ≤ j ≤ k ≤ n

βi,k 1 ≤ i ≤ j < k ≤ n− 1

βi,k 1 ≤ i ≤ k ≤ j.

If α = αj , γi = 0 and we are done. For the other cases:

• If α = αi,k, then α−αj = αi,j−1+αj+1,k if j ̸= n−2 or k ̸= n. In the case of j = n−2

and k = n, then this is instead α− αn−2 = αi,n−3 + αn.

• If α = βi,k where 1 ≤ i ≤ j < k ≤ n− 1 and k ̸= j + 1, then α− αj = αi,j−1 + βj+1,k.

When k = j + 1, α− αj = αi,j−1 + βj+1,j+2 + αj+1 instead.
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• If α = βi,k where 1 ≤ i ≤ j = k and j ̸= n − 1, then α − αj = βi,j+1 ∈ R+. In the

case j = n− 1, α− αj = αi,n ∈ R+.

• Lastly, if α = βi,k where 1 ≤ i < k < j and j ̸= n− 1, then α− αj = βi,j+1 + αk,j−1.

When j = n− 1, then α− αj = αi,n−2 + αk,n.

In all of the above cases, we see that [x−γi , x
−
γ′
i
] = 0, and so the elements commute with each

other.

For Lemma 4.1.2, we need the show (4.1.2) is satisfied by (x−j ⊗ t(ν+λ0,αj)−1)wν+λ.

We include computations for each case of α ∈ R+ here for the reader’s convenience. For

αj(hα) = 0, the commutation behaves as follows:

(x−α ⊗ t(ν−αj+λ0,α)+max(ζ1,λ,α),(ζ2,λ,α)))(x−j ⊗ t(ν+λ0,αj)−1)wν+λ =

(x−j ⊗ t(ν+λ0,αj)−1)(x−α ⊗ t(ν+λ0,α)+max(ζ1,λ,α),(ζ2,λ,α)))wν+λ = 0.

For αj(hα) = −1, the commutation behaves like this for some c ∈ C:

(x−α ⊗ tr)(x−j ⊗ t(ν+λ0,αj)−1)wν+λ

= c(x−α′ ⊗ ts)wν+λ+

(x−j ⊗ t(ν(hj)+
⌈

λ(hj)

2

⌉
−1)(x−α ⊗ tr)wν+λ = 0.

For αj(hα) = 2, using Garland’s Lemma 2.1.2 we see that

(x−j ⊗t
(λ0,α))(x−j ⊗ t(ν+λ0,αj)−1)wν+λ

=
1

2

∑
n1+n2=2(λ0,α)−1

(x−j ⊗ tn1)(xj ⊗ tn2)wν+λ

=
1

2
x−j (2, 2(λ0, α)− 1)wν+λ = 0.
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For αj(hα) = 1, the commutation behaves like this for some c ∈ C:

c(x−α ⊗ tr)(x−j ⊗ t(λ0,αj)−1)wν+λ

= (x−j ⊗ t(λ0,αj))(x−γ ⊗ ts)(x−j ⊗ t(λ0,αj)−1)wν+λ

− (x−γ ⊗ ts)(x−j ⊗ t(λ0,αj))(x−j ⊗ t(λ0,αj)−1)wν+λ = 0.

A.2 Proposition 3.3.2ib)

For Lemma 4.2.1, we need to show that α = αm,p+γ1+γ2+γ3 where γi ∈ R+
⋃
{0}

and commute for all α ∈ R+ of the form:

α =



αi,k 1 ≤ i ≤ m < p ≤ k ≤ n

βi,k 1 ≤ i ≤ m < p < k ≤ n− 1

βi,k 1 ≤ i < m < k ≤ p

βi,k 1 ≤ i < k ≤ m.

Similar to the previous sequence, if α = αm,p, then γi = 0 and we are done. For the rest of

the cases:

• If α = αi,k with i ≤ m < p ≤ k, p ̸= n− 2 or k ̸= n then α− αm,p = αi,m−1 + αp+1,k.

When p = n− 2 and k = n, the above is instead α− αm,n−2 = αi,m−1 + αn.

• If α = βi,k with 1 ≤ i ≤ m < p < k ≤ n − 1 with k ̸= p + 1, then α − αm,p =

αi,m−1 + βp+1,k. When k = p+ 1, α− αm,p = αi,m−1 + βp+1,p+2 + αp+1.

• If α = βi,k with 1 ≤ i < m ≤ k ≤ p ̸= n − 1, then α − αm,p = αi,m−1 + βk,p+1. If

α = βi,n−1 and p = n− 1, then α− αm,n−1 = αi,m−1 + αn.
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• Lastly, if α = βi,k with 1 ≤ i < k ≤ m and p ̸= n, then α− αm,p = αi,m−1 + αk,n−2 +

βp+1,n−1. When p = n, this changes slightly to α− αm,n = αi,m−1 + αk,n−1.

In all of these cases, we see that [x−γi , x
−
γ′
i
] = 0, and so the elements commute with each

other.

For Lemma 4.2.2, we need the show (4.2.2) is satisfied by (x−m,p ⊗ t(λ0,αj)+1)wν+λ.

We include computations for each case of α ∈ R+ here for the reader’s convenience. For

αm,p(hα) = 0, the commutation behaves as follows:

(x−α ⊗ t(ν+ωm+λ0,α)+max((ζ1,λ−ωm,α),(ζ2,λ,α)))(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ =

(x−m,p ⊗ t(λ0,αm,p)+1)(x−α ⊗ t(ν+ωm+λ0,α)+max((ζ1,λ−ωm,α),(ζ2,λ,α)))wν+λ = 0.

For αm,p(hα) = −1, the commutation behaves like this for some c ∈ C:

(x−α ⊗ tr)(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ =

c(x−α+αm,p
⊗ ts)wν+λ + (x−m,p ⊗ t(λ0,αm,p)+1)(x−α ⊗ tr)wν+λ = 0.

For αm,p(hα) = 2, using Garland’s Lemma 2.1.2 we see that

(x−m,p⊗t(λ0,α))(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ

=
1

2

∑
n1+n2=2(λ0,α)+1

(x−m,p ⊗ tn1)(x−m,p ⊗ tn2)wν+λ

=
1

2
x−m,p(2, 2(λ0, α) + 1)wν+λ = 0.

For αm,p(hα) = 1 with α = αm,p + γ, the commutation behaves like this for some c ∈ C:

c(x−α ⊗ tr)(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ

= (x−m,p ⊗ t(λ0,αm,p))(x−γ ⊗ ts)(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ

− (x−γ ⊗ ts)(x−m,p ⊗ t(λ0,αm,p))(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ = 0.
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For αm,p(hα) = 1 with αm,p = α+ γ, the commutation behaves like this for some c ∈ C:

(x−α ⊗ tr)(x−m,p⊗t(λ0,αm,p)+1)wν+λ

=
1

2
((x−α ⊗ tr)(x−m,p ⊗ t(λ0,αm,p)+1)wν+λ + (x−m,p ⊗ t(λ0,αm,p)+1)(x−α ⊗ tr)wν+λ)

=
1

2
((x−α ⊗ tr)2(x−γ ⊗ ts+1)wν+λ + (x−γ ⊗ ts+1)(x−α ⊗ tr)2wν+λ) = 0.

A.3 Proposition 3.3.2ii)

For Lemma 4.3.2 and Lemma 4.3.4 we need the show (4.3.2), (4.3.3), and (4.3.4)

are satisfied by (x−m ⊗ t)wν+λ. We include computations for each case of α ∈ R+ here for

the reader’s convenience.

First, if m /∈ {n − 1, n} the cases are as follows: If ωm(hα) = ωm−1(hα) = ω(hα),

there exists a c ∈ C so that we commute as follows

(x−α ⊗ tr)(x−m ⊗ t)wλ+2ωm =

c(x−α′ ⊗ ts)wλ+2ωm + (x−m ⊗ t)(x−α ⊗ tr)wλ+2ωm = 0.

If ωm(hα) = ωm−1(hα) = ωm+1(hα) − 1 or ωm(hα) = ωm+1(hα) = ωm−1(hα) − 1, the

commutation behaves like this for some c ∈ C

(x−α ⊗ tr)(x−m ⊗ t)wλ+2ωm

=c(x−α′ ⊗ ts)wλ+2ωm + (x−m ⊗ t)(x−α ⊗ tr)wλ+2ωm = 0.

If ωm(hα)− 1 = ωm−1(hα) = ωm+1(hα) = 0, using Garland’s Lemma 2.1.2 we see that

(x−m ⊗ 1)(x−m ⊗ t)wλ+2ωm =
1

2

∑
n1+n2=1

(xm ⊗ tn1)(x−m ⊗ tn2)wλ+2ωm

=
1

2
x−m(2, 1)wλ+2ωm = 0.
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If ωm(hα) = ωm−1(hα) = ωm+1(hα) + 1 or ωm(hα) = ωm+1(hα) = ωm−1(hα) + 1, the

commutation behaves like this for some c ∈ C

c(x−α ⊗ tr)(x−m ⊗ t)wλ+2ωm

=(x−m ⊗ 1)(x−γ ⊗ ts)(x−m ⊗ t)wλ+2ωm − (x−γ ⊗ ts)(x−m ⊗ 1)(x−m ⊗ t)wλ+2ωm = 0.

If m ∈ {n − 1, n} the cases are as follows: For αm(hα) = 0, the commutation

behaves as follows:

(x−α ⊗ tr)(x−m ⊗ t)wλ+2ωm = (x−m ⊗ t)(x−α ⊗ tr)wν+λ = 0.

For αm(hα) = −1, the commutation behaves like this for some c ∈ C:

(x−α ⊗ tr)(x−m ⊗ t)wλ+2ωm

=c(x−α′ ⊗ ts)wλ+2ωm + (x−m ⊗ t)(x−α ⊗ tr)wλ+2ωm = 0.

For αm(hα) = 2, using Garland’s Lemma 2.1.2 we see that

(x−m ⊗ tr)(x−m ⊗ t)wλ+2ωm0 =
1

2

∑
n1+n2=2r+1

(x−m ⊗ tn1)(x−m ⊗ tn2)wλ+2ωm

=
1

2
x−m(2, r + 1)wλ+2ωm = 0.

For αj(hα) = 1, the commutation behaves like this for some c ∈ C:

(x−α ⊗ tr)(x−m ⊗ t)wλ+2ωm

= (x−m ⊗ 1)(x−i,n−2 ⊗ ts)(x−m ⊗ t)wλ+2ωm − (x−i,n−2 ⊗ ts)(x−m ⊗ 1)(x−m ⊗ t)wλ+2ωm = 0.
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Appendix B

Polynomial Computations

B.1 Proposition 5.1.1

An example of ν(hj) ≥ 2 for j ∈ [1, n], bµν,λ = bµν−2ωj ,λ+2ωj
+ q(ν+λ0,αj)−1bµν−αj ,λ

:

From Proposition 3.3.2 ia), M(ν, λ) ∼=g[t] M(ν − 2ωj , λ + 2ωj) ⊕ τ∗(ν+λ0,αj)−1M(ν − αj , λ).

Therefore chgrM(ν, λ) = chgrM(ν − 2ωj , λ + 2ωj) + q(ν+λ0,αj)−1 chgrM(ν − αj , λ), and

since chgrM(ν, λ) =
∑
gµν,λM(µ, 0) =

∑
hµν,λM(0, µ), we can identify the coefficients of

M(µ, 0)(resp. M(0, µ)) on either side of this equality. Doing so, we see that

bµν,λ = bµν−2ωj ,λ+2ωj
+ q(ν+λ0,αj)−1bµν−αj ,λ

where b ∈ {g, h}. The proof of the other three equalities is identical.

B.2 Lemma 5.1.1

For Proposition 5.1.1 we need to show that gµν,λ = q(ν+λ−µ,ν)gµ−ν
0,λ for compatible

pairs (ν, λ), and we are doing this by inducting on the height of λ1. We include the full
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computations here for the reader.

When htλ1 = 0, we can use Proposition 5.1.1ia) and the inductive hypothesis to

see

gµν,λ = gµν+2ωj ,λ−2ωj
− q(ν+λ0+ωj)(hj)−1gµν+2ωj−αj ,λ−2ωj

= q(ν+λ−µ,ν+2ωj)g
µ−ν−2ωj

0,λ−2ωj
− q(ν+λ0,αj)+(ν+λ−µ−αj ,ν+2ωj−αj)g

µ+αj−ν−2ωj

0,λ−2ωj

= q(ν+λ−µ,ν)(q(ν+λ−µ,2ωj)g
µ−ν−2ωj

0,λ−2ωj
− q(λ0,αj)+(ν+λ−µ,2ωj−αj)g

µ+αj−ν−2ωj

0,λ−2ωj
)

= q(ν+λ−µ,ν)(gµ−ν
2ωj ,λ−2ωj

− q(λ0,αj)gµ−ν
2ωj−αj ,λ−2ωj

)

= q(ν+λ−µ,ν)(gµ−ν
2ωj ,λ−2ωj

− q(2ωj+λ0,αj)−1gµ−ν
2ωj−αj ,λ−2ωj

)

= q(ν+λ−µ,ν)gµ−ν
0,λ .

When htλ1 = 1, then λ = 2λ0 + ωm for some m ∈ [1, n], so by (3.2.3) M(ν, 2λ0 +

ωm) ∼=M(ν + ωm, 2λ0), (ν + ωm, 2λ0) is a compatible pair, and htλ > ht(2λ0) so

gµν,2λ0+ωm
= gµν+ωm,2λ0

= q(ν+λ−µ,ν+ωm)gµ−ν−ωm

0,2λ0
= q(ν+λ−µ,ν)gµ−ν

ωm,2λ0
= q(ν+λ−µ,ν)gµ−ν

0,λ

using the inductive hypothesis.

When htλ1 = 2, then λ1(hm,p) = 2 for 1 ≤ m < p ≤ n. The case when htλ1 = 2

with m = n − 1 is immediate from (3.2.4) and the inductive hypothesis, so we show the

computation for the other instances. In these instances, (ν+ωm, λ−ωm) and (ν+ωm−1, λ−

αm,p − ωm−1) are compatible pairs with htλ > ht(λ − ωm) = ht(λ − αm,p − ωm−1), so we
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can use Proposition 5.1.1ib) and the inductive hypothesis to see that

gµν,λ = gµν+ωm,λ−ωm
− q(λ0,αm,p)+1gµν+ωm−1,λ−αm,p−ωm−1

= q(ν+λ−µ,ν+ωm)gµ−ν−ωm

0,λ−ωm
− q(λ0,αm,p)+1+(ν+λ−µ−αm,p,ν+ωm−1)g

µ−ν−ωm−1

0,λ−αm,p−ωm−1

= q(ν+λ−µ,ν)(q(ν+λ−µ,ωm)gµ−ν−ωm

0,λ−ωm
− q(λ0,αm,p)+1+(ν+λ−µ−αm,p,ωm−1)g

µ−ν−ωm−1

0,λ−αm,p−ωm−1
)

= q(ν+λ−µ,ν)(gµ−ν
ωm,λ−ωm

− q(λ0,αm,p)+1gµ−ν
ωm−1,λ−αm,p−ωm−1

)

= q(ν+λ−µ,ν)gµ−ν
0,λ .

B.3 Proposition 5.1.2

We need to compute the steps of our induction for each piece of Proposition 5.1.2.

For part a), we suppose that
∑
µ∈P

q
1
2
(µ,µ)gµ0,λ = 0 for htλ < M . Taking λ ∈ P+(1) with

htλ =M ,

∑
µ∈P

q
1
2
(µ,µ)gµ0,λ =

∑
µ∈P

q
1
2
(µ,µ)(q(λ−µ,ωm)gµ−ωm

0,λ−ωm

− (1− δp,0)q
(λ0,αm,p)+1+(λ−µ−αm,p,ωm−1)g

µ−ωm−1

0,λ−αm,p−ωm−1

=
∑
µ∈P

q
1
2
(µ−ωm,µ−ωm)+(λ,ωm)gµ−ωm

0,λ−ωm

− (1− δp,0)q
1
2
(µ−ωm−1,µ−ωm−1)+(λ0,αm,p)+1+(λ−αm,p,ωm−1)g

µ−ωm−1

0,λ−αm,p−ωm−1
= 0

by (5.1.1) and the inductive hypothesis. Taking λ /∈ P+(1) with htλ =M ,

∑
µ∈P

q
1
2
(µ,µ)gµ0,λ =

∑
µ∈P

q
1
2
(µ,µ)(q(λ−µ,2ωj)g

µ−2ωj

0,λ−2ωj
− q(λ0,αj)+(λ−µ−αj ,2ωj−αj)g

µ+αj−2ωj

0,λ−2ωj
)

=
∑
µ∈P

q
1
2
(µ−2ωj ,µ−2ωj)(q(λ,2ωj)g

µ−2ωj

0,λ−2ωj
− q(λ0,αj)+(λ−αj ,2ωj−αj)g

µ+αj−2ωj

0,λ−2ωj
= 0

by (5.1.2) and the inductive hypothesis.
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For part c) we are attempting to simplify (5.1.1), so we make note that by using

part b),

gµ−ωm

0,λ−ωm
̸= 0 =⇒ (λ− µ, ωm) ≤ (λ− ωm, αm) = 0,

g
µ−ωm−1

0,λ−αm,p−ωm−1
̸= 0 =⇒ (λ− αm,p − µ, ωm−1) ≤ (λ− αm,p − ωm−1, αm−1) = 0.

, and so (5.1.1) simplifies to

gµ0,λ = q(λ−µ,ωm)gµ−ωm

0,λ−ωm
− q1+(λ−µ−αm,p,ωm−1)g

µ−ωm−1

0,λ−αm,p−ωm−1

=gµ−ωm

0,λ−ωm
− qg

µ−ωm−1

0,λ−αm,p−ωm−1
.

Similarly for part d) we are attempting to simplify (5.1.2), so we make note that

by using b),

g
µ−2ωj

0,λ−2ωj
̸= 0 =⇒ (λ− µ, ωj) ≤ (λ− 2ωj , αj) = 0,

g
µ+αj−2ωj

0,λ−2ωj
̸= 0 =⇒ (λ− µ− αj , ωj) ≤ (λ− 2ωj , αj) = 0.

we have that (λ− µ, ωj) = (λ− µ− αj , ωj) = 0

B.4 Examples of Σr
s(λ) for type-D weights

Here we provide a few type-D examples of our sets Σr
s(λ). Take λ = ωn−1 + ωn,

then

Σr
s(ωn−1 + ωn) =


{ωn−1 + ωn} ; r = 0, s = 0

∅ ; else.
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If λ = ωm + ωn−1 + ωn, then

Σ0
s(ωm + ωn−1 + ωn) = {ωm + ωn−1 + ωn} ; s = 0

Σ1
s(ωm + ωn−1 + ωn) =



{ωm−1 + 2ωn} ; s = 1

{ωm−1 + ωn−2} ; s = 2

∅ ; else

If λ = ωm + ωp + ωn−1 + ωn, then

Σ0
s(ωm + ωp + ωn−1 + ωn) =



{ωm + ωp + ωn−1 + ωn} ; s = 0

{ωm + ωp−1 + 2ωn} ; s = 1

{ωm + ωp−1 + ωn−2} ; s = 2

∅ ; else

Σ1
s(ωm + ωp + ωn−1 + ωn) =



{ωm−1 + ωp+1 + ωn−1 + ωn} ; s = 1, p ̸= n− 2

{ωm−1 + 2ωn−1 + 2ωn} ; s = 1, p = n− 2

{ωm−1 + ωp + 2ωn} ; s = 2

{ωm−1 + ωp + ωn−2} ; s = 3, p ̸= n− 2

∅ ; else
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Lastly, if λ = ωm + ωp + ωℓ + ωn−1 + ωn, then

Σ0
s(ωm + ωp + ωℓ + ωn−1 + ωn)

=



{ωm + ωp + ωℓ + ωn−1 + ωn} ; s = 0

{ωm + ωp + ωℓ−1 + 2ωn, ωm + ωp−1 + ωℓ+1 + ωn−1 + ωn} ; s = 1, ℓ ̸= n− 2

{ωm + ωp + ωℓ−1 + 2ωn, ωm + ωp−1 + 2ωn−1 + 2ωn} ; s = 1, ℓ = n− 2

{ωm + ωp + ωℓ−1 + ωn−2, ωm + ωp−1 + ωℓ + 2ωn} ; s = 2

{ωm + ωp−1 + ωℓ + ωn−2} ; s = 3, ℓ ̸= n− 2

∅ ; else

Σ1
s(ωm + ωp + ωℓ + ωn−1 + ωn)

=



{ωm−1 + ωp+1 + ωℓ + ωn−1 + ωn} ; s = 1

{ωm−1 + ωp+1 + ωℓ−1 + 2ωn, ; s = 2, ℓ ̸= p+ 1, ℓ ̸= n− 2

ωm−1 + ωp + ωℓ+1 + ωn−1 + ωn}

{ωm−1 + ωp+1 + ωℓ−1 + 2ωn, ; s = 2, ℓ ̸= p+ 1, ℓ = n− 2

ωm−1 + ωp + 2ωn−1 + 2ωn}

{ωm−1 + 2ωp+1 − αp+1 + ωn−1 + ωn} ; s = 2, ℓ = p+ 1

{ωm−1 + ωp+1 + ωℓ−1 + ωn−2, ωm−1 + ωp + ωℓ + 2ωn} ; s = 3

{ωm−1 + ωp + ωℓ + ωn−2} ; s = 4, ℓ ̸= p+ 1, ℓ ̸= n− 2

∅ ; else
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