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ABSTRACT OF THE DISSERTATION

Essays in Housing and Immigration Economics

by

Elior David Cohen

Doctor of Philosophy in Economics

University of California, Los Angeles, 2021

Professor Moshe Buchinsky, Co-Chair

Professor Dora Costa, Co-Chair

This dissertation contains four essays in housing and immigration economics. The first two

chapters are essays on homelessness and homeless housing, and the last two chapters are

essays on immigration policy and its impact on the receiving country.

In the first chapter I estimate the causal effect of housing assistance for individuals expe-

riencing homelessness on recidivism to homelessness and economic and social outcomes such

as crime, employment, and health. Using a random case worker assignment design and a

novel dataset constructed by linking administrative records from multiple public agencies in

Los Angeles County, I estimate that housing assistance for single adults experiencing home-

lessness reduces future recidivism to homelessness by 20 percentage points over an 18-month

period, compared to a baseline mean of 40 percent. The decline is driven by housing pro-

grams that provide long-term housing solutions and by individuals with physical disabilities

and/or severe mental illness. Moreover, my findings suggest that housing assistance reduces

crime, increases employment, and improves health, while not increasing reliance on social

benefits. A simple cost-benefit analysis implies that up to 80 percent of housing costs are
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offset by these potential benefits in the first 18 months alone. Taken together, these findings

demonstrate that welltargeted housing assistance for the homeless with a focus on long-term

housing solutions can be rehabilitative for a large segment of the homeless population.

In the second chapter, I investigate the effect of housing sites that serve the homeless

population on community-level outcomes such as street homelessness, crime, and property

values. I construct a comprehensive data that geocodes the locations of all designated home-

less housing sites in Los Angeles County. Using spatial and time variation in homeless

housing sites, I estimate the exposure of a community to designated homeless housing sites

over time and use changes in this exposure to recover the causal relationship. I find that

communities that had an increase in homeless housing in their boundaries and vicinity expe-

rience a sizable decline in homeless encampments, overall crime, and homeless-related crimes,

and that housing values in these communities had increased.

In the third chapter (written with Ran Abramitzky, Philipp Ager, Leah Platt Boustan,

and Casper Worm Hansen), we study the implications of an immigration policy in the

1920s, where the United States substantially reduced immigrant entry by imposing country-

specific quotas. We compare local labor markets differentially exposed to the quotas due to

variation in the national-origin mix of their immigrant population. US-born workers in more

exposed areas did not benefit from the immigrant losses and even experienced occupational

downgrading. Instead, local economies substituted toward other sources of labor and capital.

In urban areas, immigrants were replaced with internal migrants and immigrants from quota-

free countries. By contrast, farmers shifted toward capital-intensive agriculture and the

immigrant-intensive mining industry contracted, highlighting the unintended consequences

of the border closure.

Finally, In the fourth chapter I study the impact of skilled immigration on innovation

in the receiving country, measured by patenting rates. The setting of the study is the first-

half of the 20th century in the US, a period characterized by mass migration from Europe

to the US and rapid technological progress. Exploiting national immigration policy changes
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together with historical settlement patterns of immigrants’ across US counties, I estimate the

effect of skilled immigration on local patenting rates. I find that counties that received more

skilled immigrants had no impact on total patenting rates, but that this null effect masks

a positive effect on the growing electrical and chemical fields and a negative effect on the

traditional mechanical and textiles fields. Furthermore, I find that most of the effect is due

to skilled immigration from Non-English Speaking Countries and from Countries with long

patenting traditions. I offer a mechanism by which skilled immigrants act as “Transmitters

of Knowledge,” that is, they impact innovation primarily by introducing new knowledge that

did not exist in their destination prior to their arrival.
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CHAPTER 1

Housing the Homeless:

The Effect of Housing Assistance on Recidivism to

Homelessness, Economic, and Social Outcomes

1.1 Introduction

Homelessness is an extreme outcome of poverty that is growing rapidly in US cities. There

are approximately 550,000 individuals who are homeless on a given night, and more than

1.4 million Americans who use some homeless services at least once a year.1 Homelessness is

associated with multiple adverse outcomes (e.g., increased mortality and morbidity, increased

involvement in criminal activity, and reduced probability of finding housing and employment)

which impose a heavy administrative and financial burden on public agencies and local

governments, with some estimates showing that the average cost of direct public services

alone is $83,000 per homeless person per year (Flaming et al., 2015).2

The Housing First approach to homelessness has been the popular treatment approach

for homelessness in recent years, with funding for housing assistance programs serving indi-

viduals experiencing homelessness more than doubled in the past decade, reaching more than

$18 billion nationally in 2019 (USICH, 2020; Johnson and Levin, 2018).3 Yet, there is only

1Annual Homeless Assessment Reports to Congress, 2017-2019.

2See Culhane et al. (2002) and Khadduri et al. (2010) for more information on the costs of homelessness.

3There are two contested approaches regarding the role of housing assistance as a treatment policy for
homelessness. One approach, called Housing First, is that housing assistance stabilizes a person’s life and
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scant evidence about its effectiveness in preventing recidivism to homelessness and improving

welfare due to lack of comprehensive longitudinal data on individuals experiencing homeless-

ness, non-random selection of participants into housing assistance programs, and challenges

in conducting randomized controlled trials (Evans et al., 2019; National Academies of Sci-

ences et al., 2018; O’Flaherty, 2019). Moreover, while little is known about recidivism to

homelessness and housing assistance receipt, recent studies show that a significant share of

housing assistance recipients return to homelessness while or after receiving housing assis-

tance (Cusack and Montgomery, 2017; Levitt et al., 2013).

This paper studies the effect of housing assistance on recidivism to homelessness and

other economic and social outcomes such as crime, employment, and health. I construct a

novel and comprehensive panel dataset which allows me to compare outcomes of individuals

experiencing homelessness who receive housing assistance to those who do not. I do that by

linking administrative records across multiple public service agencies in Los Angeles County,

which has the nation’s second largest homeless population, including the homeless response

system, health services, and the sheriff’s department, among others. I then use these links

to create a panel dataset at the case-month level containing public service histories of all

single individuals experiencing homelessness in Los Angeles County who sought assistance

between 2016 and 2017. This comprises data on homeless services received, including housing

assistance, and a series of economic and social outcomes, including involvement in criminal

activity, employment, and health care utilization.

I address potential non-random assignments into housing assistance programs using a

random case-worker assignment design (“Judge Fixed Effects”) to construct an instrumen-

tal variable for housing assistance receipt. A naive comparison of individuals who receive

housing assistance versus those who do not could lead to biased conclusions that result from

selection into housing assistance treatment based on observed and unobserved characteristics

serves as a platform for rehabilitation (Burt et al., 2017). In contrast, the Treatment First approach holds
that individuals experiencing homelessness would not be able to maintain housing without first addressing
the problems that caused them to be homeless (Katz, 1990; Husock, 2003).

2



of clients’ and service providers’ heterogeneity. I overcome this potential selection problem by

exploiting a quasi-experiment where individuals are randomly assigned different probabilities

of housing assistance receipt based on their case worker assignment. This quasi-experiment

is the result of as-good-as-random assignment of clients’ cases to case workers combined

with considerable variation between case workers in their propensity to place individuals in

housing programs, even after conditioning on service site, time, and case characteristics.

My paper provides four main results. First, I find that housing assistance discourages

recidivism to homelessness, which I measure as future returns to the homeless support sys-

tem. Using my instrument of case worker housing placement propensity, I estimate that

housing assistance lowers the probability of returning to the homeless support system within

18 months by 20 percentage points compared to a baseline mean of 40 percent. Importantly,

these results are not driven only by the ability of clients to remain housed while actively re-

ceiving assistance. I find considerable decreases in recidivism probabilities even after housing

assistance has ended for a large portion of clients.

Second, the reduction in recidivism to homelessness is larger for individuals who are more

likely to receive housing assistance based on their observed characteristics. That is, the es-

timated reduction in recidivism to homelessness among individuals who are more likely to

receive housing assistance because of the acuity of their situation (because they have been

homeless for a long time or they suffer from substantial disabilities, for instance) is estimated

to be two to four times larger compared to the estimated reduction in recidivism to home-

lessness among low-acuity individuals. These heterogeneous effects suggest that (i) providing

direct housing assistance to the most vulnerable individuals is highly beneficial, while alter-

native types of assistance (for example, direct cash assistance) can be more beneficial for

low-acuity individuals and (ii) there is room for better targeting of housing program types

and services among low-acuity individuals.

Third, I find that the effect of housing assistance on recidivism to homelessness is larger in

programs that provide long-term housing solutions and when clients receive assistance for a
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longer duration. In particular, I find that the estimated reduction in recidivism to homeless-

ness is driven by individuals in permanent housing programs (who also have longer duration),

while the estimated impact among individuals in temporary housing programs (e.g., emer-

gency shelters) is not different from receiving no housing assistance at all. Consistent with

these findings, my analysis suggests that the reduction in recidivism to homelessness is driven

almost exclusively by intensive margin responses, that is, by individuals receiving housing

assistance for a longer duration (i.e., enrolling in a 6-month housing assistance program

versus spending a week in an emergency shelter), while the extensive margin response (i.e.,

receiving an emergency shelter placement for a couple of nights versus none at all) is small

and insignificant.

Fourth, I explore the impact of housing assistance on additional economic and social

outcomes. My findings suggest that housing assistance improves health, reduces crime, and

increases employment. Specifically, I estimate that housing assistance lowers the number of

emergency department visits within 18 months by 80 percent compared to baseline mean,

reduces the number of jail days within 18 months by 130 percent and the probability of

committing a crime by 80 percent compared to baseline mean, and increases the probability

of reporting employment by 24 percentage points within 18 months. Moreover, I find no

significant relationship between housing assistance and receipt of various types of social

benefits, ruling out potential increases in public spending that result from housing assistance.

My findings have important implications for policy debates over eligibility, duration and

targeting of housing assistance types to individuals experiencing homelessness. One impor-

tant policy question is whether the positive effects from housing are cost-effective. Back-of-

the-envelope calculations presented at the end of the paper suggest that up to 80 percent

of housing costs are offset by direct savings to public agencies within the first 18 months

alone, which I compute as savings from reduced use of homeless and other public services

and from increased employment. The overall benefits from housing assistance are likely to

be larger due to indirect benefits from potential reduction in street homelessness and its
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associated burden on public agencies, health and law enforcement in particular, and the

fact that the benefits are expected to grow over time as individuals spend more time off the

streets. Consistent with that, I find although the cost of permanent housing programs is on

average more than double that of temporary housing programs, the majority of cost savings

arises from them, supporting a policy which increases eligibility and resources of housing

assistance programs aimed at finding long-term housing solutions.

This paper advances the literature on homelessness in two dimensions. First, my study

is the first to apply the random assignment of screener design (“Judge Fixed Effects”) to

study the causal effect of housing assistance for individuals experiencing homelessness.4 Re-

cent literature reviews by Evans et al. (2019), O’Flaherty (2019), and Kertesz and Johnson

(2017) show that while there is an extensive literature on homelessness, few papers have

been able to come up with credible causal estimates of the effect of housing assistance on

subsequent homelessness and additional outcomes of interest. This fact is driven in partic-

ular because of the numerous limitations of conducting randomized control trials (e.g., high

costs, treatment assignment spillovers, attrition) and having access to high quality data on

a large population of individuals experiencing homelessness. Second, I focus on single adults

experiencing homelessness, an understudied yet important population, that represents more

than two thirds of the homeless population. Much of the existing literature focuses on fam-

ilies who experience homelessness or on specific subgroups within the homeless population.

For example, Evans et al. (2019) study the effect of housing vouchers for homeless veter-

ans; Aubry et al. (2016) study the effect of Housing First programs in Canada on homeless

individuals with serious mental illness; and Gubits et al. (2016) evaluate the effects of the

Family Options study on family outcomes. The existing literature has tended not to provide

general estimates for the single adult population as a whole group, despite the fact that they

4The number of studies that use the random screener design to identify a causal relationship has grown
rapidly in recent years, and has been used in the context of incarceration (Aizer and Doyle, 2015; Bhuller
et al., 2020; Kling, 2006), disability insurance (Autor et al., 2019; Dahl et al., 2014; Maestas et al., 2013),
foster case (Bald et al., 2019; Doyle, 2007; Doyle, 2008); bankruptcy protection (Dobbie and Song, 2015);
and foreclosures (Diamond et al., 2020).
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represent a big proportion of the homeless population.

This paper also relates to the growing literature on the effect of housing assistance on

family and individual outcomes by focusing on a population group that has not received

attention in the past due to data limitations. This literature has mainly focused on specific

populations such as people who apply for housing vouchers, like in the Moving to Opportunity

studies (Chetty et al., 2016), or who are forced to move after public housing demolitions,

like Jacob (2004) and Chyn (2018). However, there are no studies in this literature that

examine the impact of housing assistance for individuals experiencing homelessness, who

are presumably those who need it the most, and potentially have the largest benefits from

receiving housing assistance. Other studies, like van Dijk (2019), study broader populations

of low-income families. However, these studies cannot usually identify homeless participants

due to the lack of available data on participants. Finally, a few studies have examined the

effect of housing evictions on homelessness, finding that they cause a large and persistent

increase in risk of homelessness (Collinson and Reed, 2019; Fetzer et al., 2019).

1.2 Background

Three features of the homeless response system in Los Angeles county make it an ideal setting

to study homelessness. Los Angeles County has a large and growing homeless population,

low availability of housing assistance for the homeless, and a universal record-keeping system

that records all initial intakes and housing assistance provided by homeless service agencies.

Housing assistance for the homeless in this setting is defined as a continuum of housing

programs (ranging from basic emergency shelters to intensive supportive housing) that vary

in duration, non-housing services provided, and ability to provide a permanent housing

solution.
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1.2.1 Homelessness in Los Angeles County

Los Angeles County has a large and growing number of individuals experiencing homeless-

ness. Figure A.1 graphs Los Angeles County’s homeless rate over time. As of 2019, Los

Angeles County has the nation’s second largest homeless population, with approximately

60,000 individuals experiencing homelessness on a given night, with 45,000 of them living

in places not meant for human habitation (The U.S. Department of Housing and Urban

Development, 2019). The county’s homeless rates reached these unprecedented levels after

experiencing rapid growth over the past decade. Specifically, the county’s homeless rate in-

creased from 360 to 608 homeless individuals per 100,000 residents between 2010 and 2019,

a 70 percent increase.

The demand for housing assistance to serve individuals experiencing homelessness is far

greater than the supply of available housing in Los Angeles County. As of 2019, there was a

total of 45,116 beds in 764 housing assistance programs that served the homeless or previously

homeless population.5 This number is roughly half of what is needed to address the county’s

needs (LAHSA, 2017). In addition, individuals currently being served are expected to occupy

their units for a long period of time, implying considerably low vacancy rates. Specifically,

the vacancy rate for these beds and units was 8 percent in 2019 (The U.S. Department of

Housing and Urban Development, 2019).

1.2.2 Housing Assistance for the Homeless in Los Angeles County

Housing assistance for the homeless in Los Angeles County varies along three major dimen-

sions: duration, availability and type of non-housing services, and the ability to provide

a permanent housing solution.6 Based on these dimensions, housing programs that serve

the homeless population in Los Angeles County can be broadly categorized into two types:

5Annual Homeless Assessment Report to Congress, 2019.

6A more detailed description of these programs is available in Appendix A.2.
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temporary and permanent. Temporary housing programs, commonly known as emergency

shelters, provide short-term housing assistance, and are meant to provide crisis housing for

clients while they seek permanent housing solutions. Permanent housing programs provide

medium- or long-term housing assistance with the intention of locating a permanent housing

solution that can be used by clients after program participation and housing subsidy are

completed.

Housing assistance programs also differ in the availability and amount of non-housing

services they provide to their clients. Some of the most common non-housing services in-

clude case management, basic hygiene services (e.g., meals and showers, basic health care),

substance abuse treatments, mental health treatments, life skills courses, and employment

readiness workshops, among others. Permanent housing programs tend to provide more

health care services, while temporary housing programs mostly offer basic hygiene services.

However, there is a large degree of customization and hence variation in the amount or types

of non-housing services provided, even among housing programs within the same category.

These differences between programs are based both on clients’ needs and providers’ treatment

philosophy. Moreover, many service providers in the county also offer separate non-housing

assistance programs that are meant to complement housing assistance programs.

The third important difference between housing assistance programs is their ability to

provide long-term housing solutions for clients. Permanent housing programs are based on

the Housing First strategy for addressing homelessness. This strategy is based on quickly

finding long-term housing solutions in order to minimize the trauma caused by homelessness

and to better serve additional problems an individual experiencing homelessness is facing

(Burt et al., 2017). These programs locate housing units for clients which they are supposed

to occupy even after the housing subsidy period has ended. On the contrary, temporary

housing programs are based on a continuum model for homelessness that emphasizes ad-

dressing clients’ problems and getting them ready for housing prior to finding permanent

housing.
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1.2.3 Los Angeles County’s Homeless Coordinated Entry System

The Los Angeles Continuum of Care (CoC), headed by the Los Angeles Homeless Services

Authority (LAHSA), is the regional planning body that coordinates housing and services

for homeless families and individuals in Los Angeles County. It includes hundreds of service

providers who provide a variety of services, ranging from meals and hygiene services, health

care, transportation, legal assistance, general case management, and temporary or permanent

housing services, among others. Historically, the homeless response system of Los Angeles

County was highly decentralized, with its service providers operating independently from

one another and having little or no communication with one another.

In 2014, Los Angeles County’s homeless service providers adopted and set up the Coor-

dinated Entry System (CES) in response to the county’s growing homeless crisis. The CES

is a countywide system that brings together all service providers in order to quickly connect

individuals to the most appropriate treatment for them. This system was designed to facili-

tate coordination and resource management for the multiple service providers that comprise

the county’s crisis response system by combining their information into one system.

The most important feature of the CES for the purposes of this study is the standard-

ization and recording of all clients’ intakes across all service providers. Beginning in 2016,

as part of the adoption of the CES, all homeless individuals seeking assistance go through

the same process when applying for assistance. Single adults experiencing homelessness who

are seeking assistance can connect with the county’s homeless service providers in one of

three ways. First, clients can arrive independently to service providers through a “walk-

in” option. Second, clients can be referred to service providers via other public agencies

(e.g., health clinics, hospitals, social welfare programs). Third, many service providers op-

erate street outreach teams that scan the streets of the county in order to assist unsheltered

homeless individuals.

After clients have engaged with service providers, they are assigned to case workers
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who assess their acuity level and needs using a standardized assessment tool known as the

VI-SPDAT (Vulnerability Index - Service Prioritization Decision Assistance Tool).7 Their

information is entered into the CES to determine their acuity and needs and to provide them

with the appropriate care as quickly as possible.8 After the assessment stage is completed,

case workers work with their clients to build an action plan. As part of this plan, clients can

receive a variety of different housing and non-housing services from various service providers

across the county, according to their needs and availability.

Two features of the Los Angeles County homeless system are important for my analysis.

First, when a client engages with a service provider in the system, they are assessed by

the first available case worker, so conditional on service provider and time, the assignment

to a case worker is as-good-as-random.9 Second, case workers differ in their propensity to

place individuals in housing assistance programs. In my baseline specification, I measure the

propensity of a case worker to place a client in a housing assistance program based on the

share of cases that ended up receiving housing assistance among the other cases they have

handled. When using this measure, I always condition on fully interacted service site by

month of assessment fixed effects to account for the fact that randomization occurs within

the pool of available case workers. This controls for any differences over time and/or across

7The standardized VI-SPDAT assessment for single adults experiencing homelessness in
Los Angeles County can be accessed through: https://www.lahsa.org/documents?id=

1306-form-1306-ces-survey-for-individuals-survey-packet.pdf.

8In practice, the CES is still being developed and is not yet fully operational. To date, it serves as a
system which prioritizes clients only for Permanent Supportive Housing (PSH) programs. LAHSA plans to
expand the system in the future to encompass other services as well. It is important to emphasize that the
standardized assessment tool serves as one of several tools the case worker has when deciding what types
of services (if any) to provide the client, and does not determine whether the client is eligible for housing
assistance. In my context, what matters is that all homeless single adults seeking assistance are required to
enter the CES, which allows me to capture the universe of this population in Los Angeles County.

9The random assignment of clients to case workers has been confirmed in multiple interviews I conducted
with service providers and with representatives from the Los Angeles Homeless Services Authority (LAHSA).
They have emphasized that this assignment is based on availability of case workers alone. This is true for all
types of initial engagement of clients with providers (walk-ins, referrals, and outreach). I provide empirical
evidence that assignments are as-good-as-random in Section 4.3.
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service providers in the availability of resources and the placement rates of case workers.10

1.3 Data and Descriptive Statistics

I create a case-level panel dataset containing information on homeless services received,

housing assistance, and additional economic and social outcomes for the universe of cases for

single individuals experiencing homelessness in Los Angeles County. I then limit my data

such that only cases that were as-good-as-randomly assigned to a case worker are considered.

I verify that these cases are representative of the overall sample of cases. I then present the

distribution of housing assistance treatments in my sample and show that housing assistance

is positively correlated with recidivism to homelessness, bearing out the potential selection

into housing assistance treatments concerns that motivated my quasi-experimental research

design.

1.3.1 Data Sources

I link data recording intakes of single individuals experiencing homelessness with homeless

service providers to data sets containing administrative records from multiple public agencies

in Los Angeles County.11 I then use these linked records to construct a panel dataset contain-

ing information on homeless services received, housing assistance, and additional economic

and social outcomes, such as crime, employment, and health.12

My main dataset consists of administrative records for individual intakes conducted by

homeless service providers throughout Los Angeles County from 2016 to 2018. This data set,

10In Section 5.4, I show robustness of the results to alternative measures of the case worker housing
placement rate.

11Table A.3 provides a summary of the various data sources used in this study, the information contained
in them, and the time period they cover.

12Appendix B provides detailed information on how the various data sources were cleaned and prepared
for analysis.
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commonly known as the VI-SPDAT (Vulnerability Index - Service Prioritization Decision

Assistance Tool), is a pre-screening tool that guides case workers when assessing the acuity

level and needs of a particular individual. Each record includes a unique individual identifier,

intake date, assessment details, and demographic characteristics (e.g., age, race, gender,

disabilities, and veteran status). Additionally, each record provides information on the case

worker conducting the intake process, including their name, organizational affiliation, and

the location where the intake was conducted.

The second data source I use, called the Homeless Management Information System

(HMIS), includes information on all homeless services provided (both housing and non-

housing services) by homeless service providers in the Los Angeles CoC from January 2010

to June 2019. Additionally, it includes information on the type of service and/or housing

program, and the enrollment and exit date (if relevant). For a sub-sample of the records in

the HMIS, I observe information on reported income, employment, and social benefits.

The third data source I use, called the Enterprise Linkages Project (ELP), includes

information across a spectrum of publicly funded health, mental health, social and corrections

services in Los Angeles County, as well as the costs associated with those services and

utilization. The ELP started in 2007 with the goal of providing comprehensive information

on the multi-system service utilization patterns of persons participating in social welfare

programs. It integrates records from the Departments of Health Services (DHS), Mental

Health (DMH), Public Health (DPH), Public and Social Services (DPSS), as well as the

Probation and Sheriff Departments.

I link the intake data to the HMIS and ELP data using the unique individual identifiers

recorded in them to construct homeless and public service histories of all homeless cases.

I use the HMIS data to define my main measure of housing assistance treatment, which is

an indicator for whether an individual was enrolled at least once in a housing assistance

program within the first 18-months after intake.13 I use the ELP data to construct economic

13In practice, approximately 60 percent (90 percent) of housing assistance program enrollments occur
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and social outcomes for the cases in my data. These include, among others, emergency

department admissions, mental health services received, and jail bookings and days.14

1.3.2 Construction of Instrument and Estimation Samples

I construct two samples of homeless cases to implement the case-worker random assignment

design. The instrument sample contains all intakes handled by case workers. I construct it

for the purpose of measuring a case worker’s share of cases handled that ended up receiving

housing assistance, which serves as the instrument for housing assistance receipt. I then

impose restrictions on the instrument sample to create the estimation sample which contains

all intakes that were as-good-as-randomly assigned to case workers.

I impose several sample restrictions on the intakes data to construct my instrument sam-

ple. First, I focus my attention on intakes conducted in 2016-2017, to be able to follow all

cases for a period of up to 18 months after intake. Next, I restrict my attention to individuals

age 25-65, since individuals who are not in this age group are not considered single adults

(under 25 years old) or might have different needs compared to seniors (individuals older

than 65 years old). Next, I remove individuals with missing information on case worker,

organizational affiliation, or intake location. Following that, I remove duplicates or assess-

ments for the same individual that were conducted on the same day by different case workers.

Finally, I remove veteran cases from my sample since homeless veterans are redirected to the

United States Veterans Administration Homeless System for further treatment, and hence

their case worker assignment is not relevant to whether they receive housing assistance.15

I impose two additional restrictions to set up the estimation sample. These restrictions

within the first six-month (year) after intake, and my results are robust to using different time horizons to
define treatment.

14Each agency has somewhat different time periods coverage, affecting my sample sizes when considering
different outcomes. See Appendix B for more details.

15This fact was also verified in multiple interviews with service providers and representatives from the Los
Angeles Homeless Services Authority (LAHSA).
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ensure that I consider cases that are as-good-as-randomly assigned to case workers and

that the instrument I use in my research design, case workers’ housing placement rate, is

informative of case workers’ propensity to place individuals in housing programs. Specifically,

I restrict my attention to service sites that had at least two case workers working in each

month and case workers who handled at least 15 cases in 2016-2017.16 Appendix B.3 describes

the steps above in more detail, and Table A.2.4 shows how the various restrictions affect the

number of cases, clients, case workers and service sites in my sample.

1.3.3 Descriptive Statistics

I first verify that the observed characteristics of cases in my estimation sample are repre-

sentative of the overall sample of cases. I then investigate the typical patterns of housing

assistance and recidivism to homelessness of the individuals in my data. I find that individ-

uals who receive housing assistance are more likely to return to homelessness in the future

compared to individuals who do not, consistent with potential negative selection into housing

assistance.

The cases in the estimation sample generally have similar characteristics to those of the

overall sample of non-veteran cases. Table A.2.5 documents the key characteristics of the

sample of cases I use in my estimation sample (column 1), non-veteran cases that were han-

dled by case workers in 2016-2017 (column 2), and the cases that were excluded from the

estimation sample but are included in the instrument sample (column 3). The typical case

in my estimation sample represents an individual with an average age of 45 years old, less

likely to be a woman (34 percent of overall sample), more likely to be black (51 percent of

overall sample), followed by Hispanic and white, with 23 and 20 percent of the overall sample,

respectively. Moreover, 72 percent of cases represent individuals who experienced homeless-

16In Section 1.5.4, I show that my results are robust when excluding case workers with a relatively small
number of cases. I chose the threshold of 15 cases in order to increase sample size and given that case workers
handle 25 cases on average at any point in time, with the average duration of a case more than one year,
which makes 15 cases a reasonable number in this setting.
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ness in the past. Additionally, 61 percent of cases report chronic homelessness (defined as

having a long history of homelessness and a physical disability or serious mental illness), and

only 35 percent have used homeless services in the year before assessment. Additionally, the

average acuity score, which is the result of the standardized assessment conducted by case

workers during intake and indicates the level of needs an individual requires, is 7.3 (out of

17), with a score above 8 indicating high acuity. Finally, as can be seen in the last panel of

Table A.2.5, only 10 to 35 percent of cases have reported using homeless or public services

in the past year.

Figure 1.1 shows the distribution of treatments received for homeless cases in my data. I

consider a treatment as enrollment in any housing or non-housing program that occurred in

the 18-month period after intake.17 For simplicity, I show the most intensive service received

by the individual. Among the 39,119 non-veteran assessments conducted in 2016-2017,

approximately 65 percent of cases received some form of assistance, with about fifty percent

of cases receiving housing assistance. In particular, among the cases that received housing

assistance, 60 percent received only temporary housing assistance, and the other 40 percent

received some type of permanent housing assistance. Less than 5 percent of all cases received

permanent supportive housing, the most intensive housing assistance treatment available.

Figure 1.2 documents the typical recidivism to homelessness patterns for individuals in

the instrument sample. For the purpose of my analysis, I define recidivism to homelessness

as an enrollment in a street outreach program, implying the individual is currently residing

in a place not meant for human habitation, or a new intake process, indicating that the

17I define treatment in that way for two reasons. First, waiting times for housing programs are usually
very long, implying that the time passed from intake to housing placement can be long as well. Second, I
do not observe whether a housing placement is linked directly to the case worker handling the individual
during intake, and I take the relaxed assumption that any observed housing placement post-intake is due
to case worker involvement to some extent. I have tried limiting the treatment time window to 1-month,
3-months, 6-months, and 12-months after intake, and my results do not materially change. I do not count
multiple treatments, but my analysis accounts for the number of days the client received housing assistance
and the type of housing program (temporary or permanent) in which the client enrolled in Section 5.3.
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Figure 1.1: CES Process and Best Treatment Distribution.

Note: The following chart displays homeless case outcomes by best treatment received. The sample consists of all intakes
conducted in 2016-2017 for single adults experiencing homelessness by the homeless service providers in Los Angeles County.

Treatments received are not mutually exclusive and best treatment received is presented for simplicity. The green and red
colored boxes represent the treated non-treated cases in my estimation sample, respectively.

individual has returned to seek assistance from the homeless response system.18 The figure

plots the probability an individual returns to the homeless support system at least one time

per month in each of the 36-months surrounding the assessment date.19 There are separate

lines for cases that received any housing assistance in the 18 months following assessment

and those that did not.

18This measure of recidivism depends to some extent on the behaviors of the homeless individual. One
potential story that could lead to an over-estimate is if people who are housed and subsequently return to
homelessness feel reluctant to go back to seek assistance because they became discouraged after not receiving
the assistance they desired in previous cases. However, in Section 6, I show that individuals who receive
housing assistance see improvements in other outcomes such as crime, employment, and health, making this
story unlikely to be the case. Alternatively, a person who is denied housing could be more likely to frequently
return to seek assistance because they are hoping to get assistance that they did not receive yet. I discuss
this possibility in Section 5.1 and show that there is no increase in the probability of housing assistance
receipt conditional on returning to the homeless system. Additionally, in Figure A.2.3, I examine alternative
definitions of interactions with the homeless response system. All of them are consistent with my main
outcome variable.

19Month 0 values are capped at 0.15 for visual purposes since all individuals have a 100 percent probability
of returning to the homeless support system in this month by definition.
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Figure 1.2: Recidivism into Homelessness Before and After Month of Intake.

Note: Instrument sample consisting of 39,119 non-veteran single adult intakes in 2016-2017. Cases are categorized in two
groups, those receiving housing assistance within 18 months from intake date, as shown in solid black, or those not receiving

housing assistance within this period, as shown in the dashed grey line. Recidivism into homelessness is defined as enrolling in
a street outreach program or being assessed by a case worker at least once in each month. Month 0 outcome is capped at 0.15

for visual purposes (both groups have a probability of 1 in this month by definition).

Figure 1.2 is consistent with the idea that there is potential negative selection into housing

assistance treatment. It shows that individuals who receive housing assistance are more likely

to interact with the homeless support system prior to their assessment. It reveals that both

type of individuals start with a low probability of interacting with the homeless support

system (approximately 1 percent), and that these probabilities increase and diverge as the

intake date approaches, reaching 13 percent for individuals receiving housing assistance and

10 percent for individuals who did not receive housing assistance in the month prior to intake.

The most striking feature of Figure 1.2, however, is that individuals who receive housing

assistance are more likely to return to homelessness in the post-assessment period compared
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to those who do not, although this gap becomes smaller over time.20 The probability of

returning to the homeless support system decreases over time for both groups, starting from

a high of 12.6 percent and 4.5 percent for individuals receiving housing assistance and those

who do not, respectively, to a low of 2.7 percent and 1.7 percent for these two groups after

18 months, respectively.21 Overall, 47 percent of individuals who receive housing assistance

would return to the homeless support system within 18 months from intake, compared to

only 23 percent among individuals who do not receive housing assistance.

Figure 1.2 and Figure A.2.3 motivate my research design. They suggest that using

an OLS or an event-study design to estimate the effect of housing assistance on future

returns to the homeless support system can lead to biased conclusions, because the group

of individuals who receive housing assistance is not comparable to the group of individuals

who do not in their pre-intake trends. Moreover, the figures suggest that housing assistance

does not prevent recidivism to homelessness. These patterns in the data motivate me to

use an instrumental variable research design to address unobserved selection to treatment,

which I implement using the random assignment of cases to case workers quasi-experimental

approach to identify the causal effect of housing assistance on recidivism to homelessness.

1.4 Research Design

I exploit the fact that assignment of homeless cases to case workers is as-good-as-random

and that case workers differ in their propensity to place clients in housing programs to

generate exogenous variation in the probability of receiving housing assistance. I leverage

20In Figure A.2.3, I also show that individuals who receive housing assistance are less likely to report
finding a housing solution and are more likely to report going back to the streets or to temporary housing.

21There are two main reasons for why recidivism rates are higher in months following intake. First, case
outcomes are measured relative to intake date, not relative to housing assistance receipt date, creating a time
gap when individuals are not housed and might return to seek assistance. Second, individuals can return
to the homeless support system even after receiving housing assistance if they fail to comply with eligibility
conditions of housing assistance and leave before assistance has ended, or if their housing assistance has
ended and they are back on the streets or seeking more assistance from the system.
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this variation using a leniency (”judge fixed effects”) design, which identifies the causal effect

of housing assistance on recidivism to homelessness and a large set of economic and social

outcomes.

I validate my research design by performing multiple tests for the four required assump-

tions of the instrumental variable model (exogeneity, relevance, monotonicity, and exclusion)

and show that my instrument is consistent with them all. I also document that the average

complier is representative of the average case in my sample, although slightly less likely to

have physical disabilities or serious mental illness, or to experience chronic homelessness.

1.4.1 IV Model

I model the relationship between housing assistance and outcomes using an instrumental

variable design. My first stage uses the case worker share of housing placements in other

cases as an instrument for housing assistance receipt in the current case. Specifically, a

case worker with a high housing placement rate is more likely to get the client into housing

regardless of their situation.

I am interested in the causal effect of housing assistance on subsequent homelessness and

a wide array of economic and social outcomes. This can be captured by the regression model:

Yit = βtHi +X
′

iθt + δsm + νit (1.1)

where βt is the parameter of interest, Hi is an indicator variable equal to 1 if individual i

received any type of housing assistance in the 18-month period after assessment, δsm is a set

of fully interacted service site by month of assessment fixed effects, the level at which random

assignment to case workers happens, Xi is a vector of individual-level covariates, and Yit is

the dependent variable of interest measured at month t after individual i’s assessment (e.g.,

cumulative number of returns to the homeless support system 18 months after assessment).

As shown in Figure 1.2, the treated versus non-treated groups are not comparable, which
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raises concerns about selection bias in the OLS estimation of βt. My research design ad-

dresses this concern by exploiting the quasi-random assignment of cases to case workers

(conditional on service site and month of assessment) and the fact that some case workers

are systematically more likely to place individuals in housing programs. Taken together, this

leads to quasi-random variation in the probability an individual will receive housing assis-

tance depending on which case worker they are assigned to. I use this exogenous variation

in Hi to draw inference about the causal effect of housing assistance for the homeless.

My main analysis is based on 2SLS estimation of βt with Equation (1) as the second

stage equation and a first stage equation specified as:

Hi = γZj(i) + ρsm +X
′

iψ + εi (1.2)

where the scalar variable Zj(i) denotes the housing placement rate of case worker j as-

signed to individual i’s case. Under the assumption of instrument exogeneity and monotonic-

ity, the 2SLS estimand can be interpreted as a positive weighted average of the causal effect

of housing assistance among the subgroup of individuals who could have received a different

housing assistance treatment had their case been assigned to a different case worker.

One might be worried about exactly how to measure the case worker housing placement

rate Zj(i) and perform statistical inference. For my main specification, I measure Zj(i) as

the leave-out mean housing assistance rate which omits case i, that is, the average housing

assistance rate in other cases the case worker has handled. In Section 5.4, I show robustness

to alternative measures of Zj(i), including a veterans-included placement rate and a split

sample approach. I also verify the conclusions do not change if I exclude case workers with

relatively few cases, change the level of fixed effects, or change the definition of treatment.

In most of my analysis, I perform 2SLS estimation of equations (1) and (2) using the entire

sample of all individuals in quasi-randomly assigned cases. However, due to data limitations,

and in order to interpret the results and inform policy, I estimate the effect of housing
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assistance for different subsamples and explore the heterogeneous effects of housing assistance

along a variety of dimensions. When exploring outcomes using my administrative records,

I can only use early assessments since the end date of many of these records covers less

than 18 months after assessment.22 Additionally, I explore heterogeneous treatment effects

by estimating the 2SLS model separately by subgroups. Finally, I explore heterogeneity in

effects according to unobservables by estimating the marginal treatment effects and use them

to learn about the average treatment effect, the average treatment effect on the treated and

the average treatment effect on the untreated.

1.4.2 First Stage

Case worker’s housing placement rate in other cases handled is a strong predictor of housing

assistance receipt in the current case, satisfying the relevance (first stage) assumption of

the IV model. Specifically, being assigned to a case worker with a 10-percentage point

higher housing placement rate increases the probability of housing assistance receipt by 6.4

percentage points.

Figure 1.3 shows the identifying variation in my data by providing a graphical representa-

tion of the first stage. The histogram in the background of the figure shows the distribution

of my instrument (controlling for fully interacted service site by month of assessment fixed

effects and individual-level covariates). The mean of the instrument is 0.51 with a standard

deviation of 0.09. The histogram reveals a large variation in a case worker’s tendency to

place individuals in housing programs. For example, a case worker at the 90th percentile

places about 61 percent of cases in housing programs compared to approximately 41 percent

for a case worker at the 10th percentile.

Figure 1.3 also plots the probability that clients receive housing assistance as a function

of whether they are assigned to a case worker with a high or low housing placement rate.

22Table A.3 provides a summary of the various data sources used in this study, the information contained
in them, and the time period they cover.
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Figure 1.3: First Stage Graph of Housing Assistance Receipt on Case Worker Housing Place-
ment Rate.

Note: Estimation sample consisting of 26,752 assessments processed in 2016-2017. Probability of housing assistance receipt is
plotted on the right y-axis against leave-out mean case worker housing placement rate of the assigned case worker shown

along the x-axis. The plotted values are mean-standardized residuals from regressions on site x assessment month fixed effects
and all variables listed in Table 1.2. The solid line shows a local linear regression of housing assistance receipt on case worker

housing placement rate. Dashed lines show 95% confidence intervals. The histogram shows the density of case worker
placement rates along the left y-axis (top and bottom 2% excluded).

The graph is a flexible analog to the first stage equation in Equation (1.2), plotting estimates

from a local linear regression. The likelihood of receiving housing assistance is monotonically

increasing in the case worker housing placement rate instrument and is close to linear.

Table 1.1 reports first stage estimates where I regress a dummy for whether an individual

received housing assistance in the current case on the case worker housing placement rate

instrument. In column 4, I include fully interacted service site by month of assessment

fixed effects and a large set of case-level characteristics. The estimate is highly significant,

suggesting that being assigned to a case worker with a 10-percentage point higher overall
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housing placement rate increases the probability of receiving housing assistance by roughly

6.4 percentage points, compared to a baseline mean of 54 percent.

Table 1.1: First Stage Estimates of Housing Assistance on Case Worker Placement Rate.

(1) (2) (3) (4)

Controls: Site X Month
FEs

Add
Demographics

Add Acuity
Measures

Add History of
Interaction with
Public Agencies

Dependent Variable: Pr(Received Housing Assistance)

Case Worker Housing Placement Rate 0.661*** 0.652*** 0.652*** 0.644***
(0.0381) (0.0380) (0.0382) (0.0377)

F-statistic (Instrument) 300.13 294.89 291.38 292.22

Dependent Mean 0.545 0.545 0.545 0.545
Number of Assessments 26,752 26,752 26,752 26,752

Note: Columns 1-4 show first stage estimates of different specifications on the estimation sample of assessments conducted in
2016-2017. Column 1 includes site x month of assessment fixed effects. Column 2 adds the individual demographics listed in
Table 1.2. Column 3 adds acuity measures described in Table 1.2. Column 4 adds lagged outcomes variables described in Table
1.2. Standard errors are two-way clustered at the case worker and client level. *p¡0.1, **p¡0.05, ***p¡0.01.

I found no statistically significant relationship between observable case worker charac-

teristics and their housing placement rates. First, I did not find any statistically significant

difference in placement rates based on the case worker’s gender or ethnicity. Following that,

I examined whether tenure or experience might be connected to different placement rates.

Figure A.2.4 shows that there is no systematic relationship between case worker housing

placement rate and the number of assessments the case worker conducted or a proxy for the

case worker’s tenure, respectively.

I continued my investigation regarding the variation in case workers’ housing placement

propensities by conducting multiple interviews with homeless service providers in Los Angeles

County. All of them emphasized that several case worker unobserved personality traits and

skills might be important determinants of housing placement rates. First and foremost,

case workers are required to build trust and motivate their clients. This task is challenging

because many clients do not trust public institutions and have given up hope that their

situation can be improved. Moreover, case workers serve as their clients’ point of contact
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and advocates, assisting them in applying to programs and services, following up on their

situation, and intervening if there are any problems or modifications to their case plan. The

second important characteristic of case workers is their ability to find the relevant services

and funding that the client could get in the shortest time possible. This skill requires

extensive knowledge of the homeless support system and good networking skills with other

service providers and landlords, which could get their clients to the ”front of the line” for

services that are in short supply, especially housing.23

Bearing in mind that there could be many reasons for why some case workers are more

likely to place clients in housing programs compared to others, as long as case workers’

assignment to clients is random, these underlying reasons should not matter for the causal

interpretation of my analysis.

1.4.3 Instrument Validity

For my instrument to be valid and interpreted as a local average treatment effect, it needs

to satisfy the exogeneity, exclusion restriction, and monotonicity assumptions, in addition

to the relevance (first stage) assumption. I perform multiple tests for the four assumptions

required for the instrument to be valid. My proposed instrument passes them all.

Instrument Exogeneity.

Table 1.2 presents evidence that case worker assignment is as-good-as-random. Columns 1-2

show results from a regression of any housing assistance receipt in the 18 months following

assessment on a variety of individual level covariates measured before assessment. It reveals

that demographics, homeless history, and past receipt of housing assistance are highly predic-

tive of whether a client will receive housing assistance in their current case. In columns 3-4,

23For example, if a client is eligible for a permanent housing unit but there are no available units, case
workers can use their knowledge and skills to find alternative solutions, such as emergency shelter placement,
until a permanent housing unit can be found.
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I examine whether my measure of the case worker housing placement rate can be predicted

by this same set of covariates. This is equivalent to the type of test that would be done to

verify random assignment in a randomized controlled trial. I find no statistically significant

relationship at the 5 percent level between the case worker’s placement rate and the various

individual level covariates, either individually or jointly. Moreover, the magnitude of the

estimates is an order of magnitude smaller compared to their size in Columns 1-2.24

Table 1.2: Testing for Random Assignment of Homeless Cases to Case Workers.

Dependent Variables: Explanatory Variables:

Pr(Received Housing Assistance) Case Worker Housing Placement Rate Mean Standard Deviation
(1) (2) (3) (4) (5) (6)

Coefficient Estimate Standard Error Coefficient Estimate Standard Error

Demographics:
Age 0.000507* (0.000273) 0.000 (0.000) 45.12 (11.23)
Female 0.0166** (0.00654) 0.00246 (0.00212) 0.342 (0.474)
Black 0.142*** (0.0159) 0.00735* (0.00401) 0.509 (0.500)
Hispanic 0.102*** (0.0161) 0.00638 (0.00417) 0.231 (0.421)
White 0.0949*** (0.0163) 0.00501 (0.00445) 0.195 (0.396)

Acuity Assessment:
Acuity Score (0-17) 0.00116 (0.00149) -0.00110 (0.000893) 7.267 (3.710)
Homeless History -0.0275*** (0.00937) -0.00212 (0.00262) 0.717 (0.450)
Chronic Homeless -0.000266 (0.00968) 0.000 (0.00240) 0.613 (0.487)
Physical Disability -0.00404 (0.00657) 0.00170 (0.00210) 0.697 (0.459)
Serious Mental Illness -0.000262 (0.00789) 0.000480 (0.00251) 0.576 (0.494)
Self Care Problems -0.0131 (0.00805) -0.00603 (0.00440) 0.291 (0.454)
Used Crisis Service in Past 6 Months -0.0170 (0.0162) 0.00421 (0.00481) 0.0425 (0.202)

Health, Criminal, Housing History (Past 12 Months):
Any Department of Health Services (DHS) Treatment 0.0102 (0.00848) 0.00135 (0.00160) 0.172 (0.378)
Any Department of Mental Health (DMH) Treatment -0.000210 (0.0103) -0.000301 (0.00179) 0.116 (0.321)
Any Substance Abuse Treatment -0.00106 (0.0108) 0.00322 (0.00206) 0.0846 (0.278)
Involvement with Law Enforcement Agencies -0.0132 (0.00916) -0.00106 (0.00188) 0.137 (0.343)
Received Emergency Cash Assistance 0.00306 (0.00864) 0.000453 (0.00176) 0.192 (0.394)
Any Interaction with Homeless System 0.0194 (0.0118) 0.000653 (0.00267) 0.351 (0.477)
Any Housing Assistance Recieved 0.0676*** (0.0148) 0.00433 (0.00336) 0.282 (0.450)

F-statistic for joint significance test 9.174 1.117
p-value 0.000 0.329

Number of Cases 26,752 26,752

Note: Columns 1-4 show estimates for estimation sample of individuals assessed in 2016-2017. Columns 5-6 show descriptive
statistics of cases in the estimation sample. All estimations include controls for site x month of assessment FEs. Reported
F-statistic refers to a joint test of the null hypothesis for all variables. The omitted category for race is missing/multiple/other
race. Standard errors are two-way clustered at the case worker and client level. *p¡0.1, **p¡0.05, ***p¡0.01.

As a second test for instrument exogeneity, columns 1-4 of Table 1.1 explore what happens

if a large set of control variables are added to the first stage regression. If case workers are

randomly assigned, pre-determined variables should not significantly change the estimates,

as they should be uncorrelated with the instrument. As expected, the coefficient does not

24The indicator variable for black is the only statistically significant coefficient at the 10 percent significance
level. However, the size of this coefficient is 20 times smaller than the size of the same coefficient when housing
assistance receipt is used as the dependent variable, implying that the economic significance of this variable
on case worker housing placement rate is practically zero.
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change appreciably when demographics, case characteristics, and lagged dependent variables

capturing an individual’s prior involvement with the homeless support system and other

public agencies are included.

Exclusion Restriction.

Interpreting the IV estimates as measuring the causal effect of housing assistance requires

an exclusion restriction. That is, the housing placement rate of the case worker should affect

the individual’s outcomes only through the housing assistance channel, and not directly in

any other way. The key challenge here is that case workers’ decisions are multidimensional,

with the case worker influencing receipt of both housing and non-housing services. I present

empirical evidence that the exclusion restriction holds (see Section 5.4). In particular, I will

show that my estimates do not change appreciably when I augment my baseline model to ei-

ther control for case worker placement rates in non-housing services or include an instrument

for receipt of non-housing services.

Monotonicity.

If the causal effect of housing assistance is constant across individuals, then the instrument

only needs to satisfy the exogeneity and the exclusion assumptions. With heterogeneous

effects, however, monotonicity must also be assumed. In my setting, the monotonicity as-

sumption requires that individuals who were assigned to a case worker with a low housing

placement rate and received housing assistance would also receive housing assistance if they

were assigned to a case worker with a high housing placement rate. This assumption ensures

that the 2SLS estimand can be given a local average treatment effect interpretation, i.e.

it is an average causal effect among the subgroup of individuals who could have received a

different housing assistance treatment had their case been assigned to a different case worker.

One testable implication of the monotonicity assumption is that the first stage estimates
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should be non-negative for any subsample. For this test, I estimate the first stage on various

subsamples, using the same instrument as before. Results are reported in column 1 of Table

A.3.1. In panel A, I construct a composite index of the characteristics included in Table

1.2, namely predicted probability of receiving housing assistance, using the coefficients from

an OLS regression of the probability of receiving housing assistance on these variables. I

then estimate separate first stage estimates for the four quartiles of predicted probability of

housing assistance receipt. Panel B breaks the data into three case characteristics, based

on their acuity scores (low, medium, and high). Panels C, D, E and F split the sample

by homeless history, mental health history, emergency health services history and crime

history. Panels G, H, I and J split the sample by age, gender, race, and ethnicity. For all

these subsamples, the first stage estimates are positive and statistically different from zero,

consistent with the monotonicity assumption.

A second implication of monotonicity is that case workers should have a high housing

placement rate for a specific case (e.g., history of mental health) if they have a high housing

placement rate in other case types (e.g., no history of mental health). To test this implication,

I break the data into the same subsamples as I did for the first test but redefine the instrument

for each subsample to be the case worker’s housing placement rate for cases outside of the

subsample. For example, for the history of mental health subsample, I use a case worker’s

housing placement rate constructed from all cases except history of mental health cases.

Column 2 of Table A.3.1 lists the first stage estimates using this ”reverse-sample instrument”

which excludes own-type cases. The first stage estimates are all positive and statistically

different from zero, suggesting that case workers who have a high housing placement rate for

one type of cases also have a high housing placement rate for other types of cases.

1.4.4 Characteristics of Compliers

The compliers in my sample are defined as those individuals who would receive a different

housing assistance treatment if they were assigned to a different case worker. They constitute
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about 27 percent of all cases in my sample.25 While the average complier in the sample is

generally representative of the average case, they are less likely to have interacted with the

homeless system in the past compared to the always- and never-takers in the sample.

I examine the characteristics of the compliers in my sample relative to the always- and

never-takers of treatment. I define always-takers as those who would receive housing as-

sistance even when assigned to the case worker with the lowest housing placement rate.

Never-takers are defined as those who do not receive housing assistance even when assigned

to the case worker with the highest housing placement rate.26 Compliers are those whose

housing assistance receipt is affected by the random assignment to case workers in my sample.

Table 1.3 shows summary statistics for the three groups within my estimation sample.

The share of compliers in my estimation sample is 27%, the share of always-takers is 26%,

and the share of never-takers is 47%. Compliers appear to have similar characteristics to the

representative case in the estimation sample, although they are slightly less likely to suffer

from disabilities or to interact with the homeless system in the past. In particular, compliers

are less likely to have a disability (physical and/or mental), and to be chronic homeless (57%

compared to 61% in full sample). Moreover, compliers are less likely to use homeless services

(27% compared to 35% in the estimation sample) or to have received housing assistance in

the year prior to intake (23% compared to 28% in the estimation sample).

Always-takers and never-takers have higher overall acuity and are more likely to be

chronically homeless, have a serious disability, be involved in criminal activity, and use

25I follow ? in calculating the share of compliers. I begin by regressing case worker housing placement
rate (the instrument) on service site x month of assessment fixed effects and all individual controls. Using
the residuals from this regression, I define the highest (lowest) housing placement propensity case workers
as those in the top (bottom) 2.5 percentile of the residuals’ distribution. I then run the first-stage regression
on the entire sample (i.e., regressing housing assistance receipt on case worker placement rate), and then
compute the share of compliers as the product of the first-stage coefficient of the instrument and the difference
between the high and low residual case worker housing placement rate.

26Since case worker housing placement rate is a continuous variable, I define the 2.5 percentile and the
97.5 percentile of the case worker housing placement distribution as the threshold of the strictest and most
lenient case worker, respectively.
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Table 1.3: Summary Statistics by Complier Type.

Estimation Sample Compliers (27%) Always Takers
(26%)

Never Takers
(47%)

(1) (2) (3) (4)

Demographics:
Age Above Median (47) 0.50 0.52 0.49 0.57

(0.01) (0.02) (0.03) (0.05)
Female 0.34 0.32 0.44 0.37

(0.01) (0.02) (0.03) (0.04)
Black 0.51 0.52 0.56 0.37

(0.01) (0.03) (0.03) (0.04)
Hispanic 0.23 0.19 0.18 0.26

(0.01) (0.03) (0.03) (0.04)
White 0.20 0.20 0.21 0.22

(0.01) (0.02) (0.02) (0.04)

Acuity Assessment:
Homeless History 0.72 0.71 0.78 0.86

(0.01) (0.02) (0.03) (0.04)
Chronic Homeless 0.61 0.57 0.68 0.82

(0.01) (0.02) (0.03) (0.04)
Physical Disability 0.70 0.64 0.71 0.91

(0.01) (0.02) (0.03) (0.02)
Mental Disability 0.58 0.51 0.65 0.79

(0.01) (0.02) (0.03) (0.04)
Self Care Problems 0.29 0.20 0.32 0.34

(0.01) (0.03) (0.04) (0.04)

Past Health, Criminal, Housing History:
Any DHS Treatment in Past 12 Months 0.17 0.17 0.14 0.14

(0.003) (0.02) (0.02) (0.03)
Any DMH Treatment in Past 12 Months 0.12 0.10 0.09 0.14

(0.002) (0.02) (0.02) (0.03)
Any Substance Abuse Treatment in Past 12 Months 0.08 0.08 0.09 0.07

(0.002) (0.02) (0.02) (0.02)
Involvement with Law Enforcement Agencies in Past 12 Months 0.14 0.13 0.14 0.18

(0.002) (0.02) (0.02) (0.04)
Received Emergency Cash Assistance in Past 12 Months 0.19 0.16 0.18 0.18

(0.002) (0.02) (0.02) (0.03)
Any Interaction with Homeless Support System in Past 12 Months 0.35 0.27 0.42 0.45

(0.01) (0.02) (0.03) (0.05)
Any Housing Assistance Recieved in Past 12 Months 0.28 0.23 0.34 0.27

(0.01) (0.02) (0.03) (0.04)

Note: The table shows summary statistics for compliers, always takers, and never takers of housing assistance within my
estimation sample. Standard errors are computed using 100 clustered bootstrap replications.

homeless services in the year prior to intake. Interestingly, never-takers are considerably less

likely to be black (37% compared to 51% in the estimation sample), while always-takers are

considerably more likely to be females (44% compared to 34% in the estimation sample).

Overall, the complier analysis of cases suggests that compliers are slightly more likely

to be individuals experiencing homelessness who have not been receiving services from the

homeless system in the past, and therefore might be more able to take advantage of hous-

ing assistance programs, compared to individuals with higher acuity or a long history of

homelessness who interact with the homeless system more frequently.
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1.5 Main Outcome: Recidivism to Homelessness

I provide evidence that housing assistance prevents and reduces recidivism to homelessness,

with a strong impact detected both while and after being enrolled in a housing assistance

program. I investigate and conclude that the positive correlation I observe between hous-

ing assistance and recidivism to homelessness is a result of non-random assignment into

treatment based on unobservables.

Following that, I proceed to document heterogeneous effects by individual and program

characteristics. First, I show that individuals with physical disabilities and/or severe mental

illness see larger reductions in recidivism rates. Second, I find that the effect of housing

assistance on recidivism is driven by placements in permanent housing programs and that

the effect of housing assistance on recidivism increases in magnitude as the duration of

housing assistance receipt increases.

1.5.1 Main Results

Housing assistance significantly discourages future returns to the homeless support system.

There is a large post-treatment effect, indicating that the effect is not driven solely by the

ability to maintain housing while actively receiving assistance. Furthermore, the difference

between OLS and IV estimates is driven by selection into treatment based on unobserved

characteristics that increase the likelihood of recidivism to homelessness.

Return to Homeless System Probabilities.

Figure 1.4 graphically presents IV estimates of the effect of housing assistance receipt on the

probability of returning to the homeless support system.27 The graph presents a series of

27It is important to emphasize that I do not observe whether a client is homeless at any given point in
time, only whether the client has returned to the homeless system. My recidivism measure addresses this
measurement issue by including new enrollments in street outreach programs in addition to new intakes.
Since street outreach workers actively seek homeless individuals on the streets, implying that the recidivism
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cumulative monthly estimates from 1 month to 18 months after assessment. For example, the

estimate at month 6 uses the probability an individual has returned to seek services from the

homeless support system at least once by 6 months after assessment as the dependent variable

in the second stage of the IV model. All of the IV estimates are negative and statistically

significant. As expected, the coefficients increase in magnitude over time, since there is

more time to return to the homeless support system as time after assessment increases. The

estimates suggest that at around 18 months after assessment there is a large and statistically

significant reduction of over 20 percentage points in recidivism for those receiving housing

assistance.

Comparison to OLS.

In Table 1.4, I present OLS estimates of Equation (1.1) with and without a rich set of

controls. The first specification regresses whether an individual has returned to the homeless

support system on whether the individual received housing assistance, but includes no other

control variables. The OLS estimates are all positive and significant; for example, individuals

receiving housing assistance are 24 percentage points more likely to return at least once over

the next 18 months. In the next specification I add all of the individual-level controls and

the fully interacted set of service site by month of assessment fixed effects. These controls

affect the estimates only slightly.

The divergence between the OLS estimates and the IV estimates is stark. The OLS

estimates are always positive, while the IV estimates are negative and large. One possible

explanation for this difference is that the average causal effect for compliers differ in sign

compared to the mean impact for the entire population. To explore this possibility, I follow

Bhuller et al. (2020) and characterize compliers by their observable characteristics. I begin

measure includes both individuals who actively return to the homeless system and individuals who were
tracked by the homeless system. However, some individuals may refuse to get services or may not be located
by street outreach workers, but may still return to homelessness. My analysis implicitly assumes that case
worker assignment is not correlated with these possibilities.
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Figure 1.4: The Effect of Housing Assistance on Returning to the Homeless Support System.

Note: Estimation sample consisting of 26,752 assessments processed in 2016-2017. Returns to the homeless support system
include a new enrollment in a street outreach program or a new intake. Dashed lines show 90% confidence intervals.

by splitting my sample into eight mutually exclusive subgroups based on acuity score (above

and below median) and the predicted probability of receiving housing assistance (see Table

A.3.2). The predicted probability of receiving housing assistance is a composite index of all of

the observable characteristics, while acuity score is a potentially key source of heterogeneity

in effects. Next, I estimate the first stage equation (1.2) separately for each subsample and

calculate the proportion of compliers by subgroup. I then reweight the estimation sample

so that the proportion of compliers in a given subgroup matches the share of the estimation

sample for the subgroup. The third row of Table 1.4 presents OLS estimates based on

this reweighted sample. The results suggest that the differences between the IV and OLS

estimates cannot be explained by heterogeneous effects, at least due to case-level observables.
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Table 1.4: The Effect of Housing Assistance on Recidivism to Homelessness.

Dependent Variable: Pr(Ever Returned to Homeless System) Number of
Returns

Time Period: Months 1-9 after
Assessment

Months 10-18
after Assessment

Months 1-18
after Assessment

Months 1-18
after Assessment

(1) (2) (3) (4)

OLS: Housing Assistance 0.228*** 0.0867*** 0.243*** 0.524***
No Controls (0.0124) (0.00902) (0.0150) (0.0322)

OLS: Housing Assistance 0.245*** 0.106*** 0.270*** 0.563***
All Controls (0.0120) (0.00892) (0.0130) (0.0383)

OLS: Housing Assistance 0.248*** 0.106*** 0.274*** 0.566***
Complier Re-weighted (0.0122) (0.00895) (0.0132) (0.0388)

RF: Housing Placement Rate -0.108*** -0.131*** -0.133*** -0.361***
All Controls (0.0325) (0.0266) (0.0336) (0.0712)

2SLS: Housing Assistance -0.168*** -0.204*** -0.206*** -0.560***
All Controls (0.0543) (0.0441) (0.0564) (0.125)

Dependent Mean 0.28 0.18 0.36 0.64
Complier Mean if No Housing Assistance 0.35 0.18 0.38 0.72
Number of Assessments 26,752 26,752 26,752 26,752

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.

Given that, the only remaining explanation is that the OLS estimates suffer from selection

bias due to correlated unobservables. If this is the case, I can conclude that the positive rates

of recidivism among homeless individuals receiving housing assistance is due to selection, and

not a consequence of housing assistance receipt in itself.

Treatment versus post-treatment effect.

The recidivism effect in Figure 1.4 can be decomposed into two components, the ability

to maintain housing while actively receiving housing assistance and the ability to maintain

housing after housing assistance has ended.28

In Table A.3.3, I present quarter-by-quarter estimates for returns to the homeless support

28Individuals may return to homelessness while actively receiving housing assistance, as they can fail to
comply with eligibility requirements of housing programs or have difficulties in adjusting to being housed.
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system in a particular quarter. In Table 1.4, I group the first and last 9 months together

for increased precision. Both tables reveal sizable reductions in recidivism to homelessness,

across all periods considered, consistent with a reduction in recidivism to homelessness that

is not driven solely by the effect of maintaining housing while actively receiving housing

assistance.

In panel (a) of Figure 1.5, I plot a series of IV estimates for the probability of receiving

housing assistance, 1 to 18 months after assessment. Additionally, I plot the share of individ-

uals actively receiving housing assistance in a given month among the individuals receiving

housing assistance in the 18-month period after intake. The figure is similar to a survival

function, in that if all treated individuals started receiving housing assistance in month 1,

the estimates would map out 1 minus the probability of exiting housing programs.29 As

expected, the probability of receiving housing assistance for those who received housing as-

sistance within 18 months after assessment starts out high. This probability falls over time,

and becomes somewhat flat around 10 months with about 20 percent of treated individuals

enrolled in a housing program.

The main takeaway from panel (a) of Figure 1.5 is that the effect of housing assistance on

recidivism that is driven by maintaining housing while actively receiving housing assistance

goes down over time as fewer and fewer treated individuals receive housing assistance. Using

this insight, I now graph the probability of ever returning to the homeless support system

between months 10 and 18 in panel (b) of Figure 1.5. By ignoring returns that happened in

the first 9 months after assessment, I am estimating housing assistance effects that are less

likely to be attributed to the ability to maintain housing while actively receiving housing

assistance. I find that the effect is statistically significant and increases in magnitude as time

from assessment increases, such that there is a 20-percentage reduction in returning at least

29It is not exactly a survival function because not all individuals receiving housing assistance begin receiving
it in month 1 due to waiting times for an open space.

34



Figure 1.5: Post-Treatment Effect of Housing Assistance on Returning to Homeless Support
System.

(a) IV Estimates: Pr(Receiving Housing Assistance -
Month t)
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Note: Estimation sample consisting of 26,752 assessments processed in 2016-2017. In panel (a), any active enrollment in a
housing program is considered. Grey bars show the share of individuals enrolled in a housing program in month t after intake.
In panel (b), returns to the homeless support system include a new enrollment in a street outreach program or a new intake.

Dashed lines show 90% confidence intervals.

once to the system between months 10 and 18 after assessment.30

One concern regarding whether the suggested post-treatment effect is real is the possi-

bility is that prior receipt of housing assistance impacts the probability of receiving housing

assistance in the future if the case is assigned to another case worker upon completion of the

first housing program or if the individual returns to seek assistance from the homeless sup-

port system in the hope of getting additional housing assistance. To explore this possibility,

in Table A.3.4, I examine whether case worker housing placement rate in the current case

affects housing assistance receipt for new cases of the same individual. I first estimate how

housing assistance in the current case affects the probability of receiving housing assistance

in another case in the future. I find a positive and insignificant effect of 1.3 percentage

points. The insignificant effect on future housing assistance helps interpret the mechanisms

behind my main estimates. In particular, they suggest that a mechanical effect from receiv-

30I cannot rule out completely the possibility that the effect I find is driven by those 20 percent of
individuals who are still housed even 18 months after assessment.
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ing housing assistance in future cases does not explain the large and persistent reduction in

recidivism.

Number of returns to homeless support system.

A comparison of Figure 1.4 and panel (b) in Figure 1.5 suggests that housing assistance not

only prevents an individual from returning to the homeless support system (the extensive

margin), but it also prevents individuals from returning multiple times to seek support from

the homeless support system (the intensive margin). To further explore the intensive margin

response, panel (a) of Figure 1.6 plots IV estimates for the cumulative number of returns to

the homeless support system in the months after assessment. The estimated effects become

more negative over time. After 18 months, the estimated effect of housing assistance is

around .56 fewer returns, compared to a baseline mean of .72 returns.

Potential returns to the homeless system.

The IV estimates represent the average causal effects for compliers who could have received a

different housing assistance treatment had their case been assigned to a different case worker.

To better understand this LATE, I follow Imbens and Rubin (1997), Dahl et al. (2014) and

Bhuller et al. (2020) in decomposing the IV estimates into the average potential outcomes

if the compliers would have received housing assistance and if they would not have received

housing assistance. The top line in panel (b) of Figure 1.6 is the number of potential returns

to the homeless support system if the compliers would not have received housing assistance.

The line trends upward in a close to linear fashion, with approximately 0.6 returns on average

after 18 months. In sharp contrast, the compliers would have returned fewer times to the

homeless support system if they would have received housing assistance; by month 18, they

would only have returned less than 0.2 times to the homeless support system.

Panel (c) of Figure 1.6 plots the distribution functions for cumulative potential returns
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Figure 1.6: The Effect of Housing Assistance on Number of Returns to the Homeless System.
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to the homeless support system as of 18 months after assessment for compliers if they would

have received housing assistance in this time period and if they would not have received

housing assistance. The difference between the two CDFs when the number of returns is

one is around 10 percentage points, which is approximately half the size of the IV estimate

graphed in Figure 1.4 at 18 months. Comparing the CDFs farther to the right (i.e., for a

larger number of returns) makes clear that housing assistance is not simply preventing low-

risk individuals from returning to homelessness. To see this, suppose that housing assistance
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caused individuals who would have returned once to not return at all, but that high-risk

individuals (those who would return more than once to the homeless support system) were

unaffected. In this case, the two lines in panel (c) would lie on top of each other starting

at 2 returns. But, in fact, the two lines diverge at one return and lie on top of each other

only after 8 returns. For example, approximately 15 percent of compliers would return to

the homeless support system more than 2 times if they did not receive housing assistance,

whereas only slightly more than 5 percent of compliers would have this many returns if

they received housing assistance. Taken together, the results suggest that housing assistance

must be preventing some individuals from returning many times to seek assistance from

the homeless support system and stopping some individuals from returning to the homeless

support system altogether.31

1.5.2 Heterogeneous Effects: Individual Characteristics

I document heterogeneous effects of housing assistance receipt on recidivism to homelessness

by individual characteristics. I begin by showing that the estimated effect for individuals

experiencing homelessness for the first time is similar to the estimated effect for the overall

sample of cases. I then show that individuals with higher acuity, i.e., with physical disabilities

and/or severe mental illness, see larger reductions in recidivism rates compared to individuals

without these disabilities.

First Time Homeless.

It is possible that first-time homeless are much more likely to benefit from housing assistance

compared to individuals who have been homeless for a long time, since the former group is

31From the graph, one cannot infer whether an individual with 3 returns reduces their returns to 0 versus
whether an individual with 3 returns reduces their returns to 1 while the individual with 1 return reduces
their returns to 0. But the shapes of the CDFs do imply that high-risk individuals (in terms of risk of
returning to the homeless support system) must reduce their number of returns.

38



more likely to have the required skills to maintain housing. To explore this possibility, I

limit the sample to first time homeless, defined as individuals who have not been previously

assessed by a case worker and have not received services from the homeless support system

in the past. Table A.3.5 reports results analogous to Table 1.4 for this subsample. The

18-months cumulative estimates in column 3 are smaller for first time users of the system,

with the estimated reduction in the probability of recidivism lower by 5 percentage points

compared to the main recidivism result.

Looking at first time users is useful not only for exploring heterogeneous effects, but also

for ease of interpretation. In my estimation sample, individuals can appear more than once

if they have multiple intakes over time. These individuals can be in the housing assistance

group in one case and the no-housing assistance group in another. With first-time users of

the homeless support system, each individual appears only once in the sample. The cost

of looking only at an individual’s first interaction with the homeless support system is that

the sample drops by 44 percent, from 26,752 to 15,146. Given the results are qualitatively

similar but with less precision for the smaller sample, I focus on results using the more

comprehensive dataset which contains all cases with random assignment.

Heterogeneous effects by observed case characteristics.

Table A.3.6 presents OLS and 2SLS estimates stratified by observable individual character-

istics. Differences in IV results are suggestive of differential impacts of housing assistance

on the propensity to return in the future to the homeless support system.

My first result implies that individuals who are more likely to receive housing assistance

based on their observed characteristics seem to benefit more from it. In panel A, I split

the sample by the predicted probability of receiving housing assistance.32 I split the sam-

32I compute the predicted probability of housing assistance receipt using a probit model where the depen-
dent variable is whether an individual received housing assistance or not on all individual-level characteristics
and fixed effects I include in my baseline specification.
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ple by being above or below the median of this composite index based on all observables.

The OLS estimates suggest that individuals below median propensity of receiving housing

assistance are similarly likely to return to the homeless support system compared to those

with above median propensity of receiving housing assistance. However, the 2SLS estimates

show a different picture, with a reduction of 22 percentage points in recidivism probability

for individuals with above median propensity for receiving housing assistance, compared to a

reduction of 17 percentage points in recidivism probability for individuals with below median

propensity for receiving housing assistance.

Consistent with the findings in panel A, I find that the effect of housing assistance on

recidivism into homelessness is larger in magnitude for those who have higher acuity score,

have a physical or mental disability, and are older. In particular, I find that individuals who

belong to one or more of these groups (i.e., high-acuity individuals) have approximately twice

as large an effect in terms of the reduction in probability of returning to the homeless support

system. These characteristics are highly predictive of whether an individual receives housing

assistance, suggesting that individuals who are generally prioritized for housing assistance

are more likely to benefit from it.

Marginal Treatment Effects.

I follow Bhuller et al. (2020) and explore heterogeneity by examining marginal treatment

effects (MTEs) to explore whether unobserved case characteristics play an important role in

the effect of housing assistance receipt on recidivism to homelessness. I model the observed

outcome as Y = H×Y (1) + (1−H)×Y (0), where H is an indicator for treatment (housing

assistance receipt) and Y (1) and Y (0) are the associated potential outcomes which are a

linear function of both observable (X) and unobservable factors. The choice of treatment

by a case worker is given by H = 1[ν(X,Z) − U ], where ν is an unknown function, U is

an unobserved continuous random variable, and Z is the case worker housing placement

rate. One can normalize the distribution of U |X = x to be uniformly distributed over [0, 1]
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for every value of X. Under this normalization, ν(X,Z) is equal to the propensity score

p(X,Z) ≡ P [H = 1|X = x, Z = z].

The MTE is defined as E[Y (1) − Y (0)|U = u,X = x]. The dependence of the MTE

on U for a fixed X reflects unobserved heterogeneity in treatment effects, as indexed by a

case worker’s latent propensity to place individuals in housing programs (where U captures

unobserved characteristics of the client which influence the case worker). The choice equa-

tion implies that, given X, clients with lower values of U are more likely to receive housing

assistance regardless of their realization of Z. Following Bhuller et al. (2020), I assume sepa-

rability between observed and unobserved heterogeneity in treatment effects. Together with

the assumption of an exogenous instrument that satisfies monotonicity, this restriction on the

potential outcomes is sufficient to allow point identification of MTE over the unconditional

support of the propensity score p(X,Z).

Panel (a) in Figure 1.7 graphs the propensity score distributions to the treated and

untreated samples. The dashed red lines indicate the upper and the lower points of the

propensity score with common support (after trimming 1% of the sample with overlap in

the distributions of propensity scores). Panel (b) of Figure 1.7 plots MTE estimates by the

unobserved resistance to treatment (i.e., the latent variable U) based on a local instrumental

variables approach using a global cubic polynomial specification. The MTE estimates are

most negative for those with a low unobserved resistance to treatment. This implies that

housing assistance reduces recidivism the most for clients whose unobservables would make

them more likely to receive housing assistance regardless of the case worker housing place-

ment rate. On the other hand, those whose unobservables would make them less likely to

receive housing assistance experience an increase in recidivism due to treatment, noting that

the estimates are noisy.

Table A.3.7 uses the MTE estimates to construct rescaled estimates of the average treat-

ment effect on the treated (ATT), the average treatment effect (ATE), and the average

treatment effect on the untreated (ATUT). These weighted averages are obtained by inte-
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Figure 1.7: The Effect of Housing Assistance on Recidivism – Marginal Treatment Effects.
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local instrumental variables (IV) approach using a global cubic polynomial specification for the 1% trimmed sample with
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grating the MTE over the propensity score for the relevant sample. The ATT estimates

reveal the recidivism effects of housing assistance are similar to the LATE estimates I find

in my IV estimation in Table 1.4, and the ATE are larger in magnitude, since the ATUT

estimates, while still negative, are smaller in magnitude and statistically insignificant. These

results suggest that unobserved characteristics reveal that those individuals with the highest

likelihood of receiving housing assistance are the ones with the largest response in terms of

reduced probability of returning to the homeless support system. However, as the MTEs

suggest, the effect of housing assistance is negative for most individuals, suggesting that

while there might be variation in treatment effects based on unobserved characteristics,

housing assistance does reduce recidivism into the homeless support system for the majority

of individuals.
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1.5.3 Heterogeneous Effects: Program Characteristics

I document heterogeneous effects of housing assistance receipt on recidivism to homelessness

by program characteristics. I find that the effect of housing assistance on recidivism is driven

solely by placements in permanent housing programs. Consistent with this finding, I show

that the effect of housing assistance on recidivism increases in magnitude with the duration of

housing assistance, and that this result is driven by intensive margin responses (e.g., moving

from a 6-days temporary housing program to a 6-months permanent housing program).

Permanent versus Temporary Housing.

As a reminder, there are two main types of housing assistance programs for individuals

experiencing homelessness in Los Angeles County: permanent and temporary. As described

in Section 2.2 and in Appendix A, permanent housing programs connect individuals to

permanent housing which they are expected to keep after housing assistance has ended, while

temporary housing programs provide temporary shelter for individuals until they can solve

their homelessness problem or until space in a permanent housing program becomes available.

Whether an individual receives temporary or permanent housing assistance depends on the

acuity of their situation and the availability of beds/units.

Case workers are able to influence the type of housing assistance an individual receives,

and indeed some case workers place more individuals in permanent housing programs com-

pared to others. I examine whether my case worker housing placement rate is also capturing

differences in the quality of housing placements, where I consider permanent housing assis-

tance to be of higher quality compared to temporary housing assistance. To explore this

possibility, I run a multinomial regression with three outcomes (received permanent housing

assistance, did not receive permanent housing assistance but received temporary housing as-

sistance, did not receive housing assistance), and I find that being assigned to a case worker

with a higher housing placement rate increases the probability of receiving permanent hous-
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ing assistance.33 In addition, in Table A.3.8, I run first-stage-like regressions where I regress

permanent (temporary) housing receipt on case worker housing placement rate, and find

that the first-stage coefficients are positive and statistically significant. However, I cannot

reject the hypothesis that they are equal.

To explore whether individuals receiving temporary versus permanent housing assistance

experience different outcomes, I construct two instruments for temporary and permanent

housing assistance receipt in a similar fashion to my original instrument. Specifically, I con-

struct two housing placement rates for each case worker, one for permanent housing place-

ments and the other for temporary housing placements. The sum of these two instruments

gives the original housing placement rate instrument.34

In Table 1.5, I re-estimate my main IV specification, but with the two separate en-

dogenous variables and instruments described above. I find that individuals who received

permanent housing assistance treatment are 31 percentage points less likely to return to

the homeless support system within 18 months compared to individuals who received no

housing assistance, while individuals who received temporary housing assistance treatment

are only 2.3 percentage points less likely to return to the homeless support system within

18 months compared to individuals who did not receive housing assistance, and that this

effect is statistically insignificant. This result suggests that programs that help connect an

individual to permanent housing, essentially exiting them from homelessness by securing a

long-term housing solution, are more effective in preventing future returns to the homeless

support system. However, these programs are more costly, and I address the question of

whether they are cost effective in Section 7.

33In a multinomial logit regression, case worker housing placement rate has an average marginal effect of
.317 (s.e. .028) for permanent housing assistance versus .192 (s.e. .038) for temporary housing assistance,
with no housing assistance being the omitted category.

34Table A.3.9 presents the corresponding balancing tests for these instruments.
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Table 1.5: IV Model with Three Treatment Options: ‘Permanent Housing’, ‘Temporary
Housing’, and ‘No Housing Treatment’.

First Stages Reduced Form IV

(1) (2) (3) (4)

Outcome: Outcome: Months 1-18 after Assessment Months 1-18 after Assessment
Pr(Permanent

Housing Placement)
Pr(Temporary

Housing Placement)
Pr(Returned to

Homeless System)
Pr(Returned to

Homeless System)
A. Baseline Specification
Instrument: Outcome:
Housing Placement Rate 0.644*** -0.133*** Housing Assistance -0.206***

(0.0377) (0.0336) (0.0564)

F-stat (Instrument) 292.22
Dependent Mean 0.5449 0.3623 0.3623

B. Multiple Treatments Specification
Instruments: Outcomes:
Permanent Housing Placement Rate 0.697*** -0.0338 -0.217*** Permanent Housing -0.313***

(0.0382) (0.0313) (0.0370) (0.0547)

Temporary Housing Placement Rate 0.0119 0.605*** -0.0178 Temporary Housing -0.0232
(0.0244) (0.0595) (0.0380) (0.0643)

SW F-stat (Instrument) 423.13 113.43
Dependent Mean 0.1931 0.3518 0.3623 0.3623

Number of Assessments 26,752 26,752 26,752 26,752

Note: All specifications include service site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors
are two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.

Duration of Housing Assistance

It is possible that case workers with a higher propensity to place individuals in housing

programs are also more likely to place their clients in programs with a longer duration. If this

is the case, my baseline estimates capture a linear combination of the extensive margin effect

of receiving housing and the intensive margin effect of housing assistance duration. As shown

in Figure A.3.1, the median duration of housing assistance is about 100 days in my sample,

with roughly 85% of housing assistance duration being less than one year. Empirically, there

is significant variation in duration of housing assistance across case workers, even when

holding housing placement rates fixed. This is consistent with the hypothesis that case

workers’ influence is mostly through connecting individuals to housing programs and only

slightly influence the duration of assistance.

I explore various models which use duration of housing assistance. To provide context,

panel (a) of Figure A.3.2 graphs housing assistance duration in days (including zeros) as a

function of my case worker housing placement rate. Panel (b) illustrates how duration of

housing assistance is affected by my instrument. It plots estimates of the probability that
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the duration of housing assistance will exceed a given number of days (including zeros) as

a function of the case worker housing placement rate instrument, and reveals that a case

worker’s placement rate effect on the number of days is larger for shorter duration spells and

decreases as duration of housing assistance increases.

A complementary analysis is to replace the endogenous variable of housing assistance

receipt with duration of housing assistance, but still use my case worker housing placement

rate as the instrument. As shown by Angrist and Imbens (1995), 2SLS applied to an IV

model with variable treatment intensity (such as duration of housing assistance in days)

captures a weighted average of causal responses to a unit change in treatment, for those

whose treatment status is affected by the instrument. The weight attached to the jth unit

of treatment is proportional to the number of people who, because of the instrument, change

their treatment from less than j to j or more. In my setting, this means that defining the

endogenous regressor as duration of housing assistance in days permits identification of a

weighted average of the effect of another day of housing assistance. Thus, this parameter

captures a convex combination of the extensive margin effect of receiving housing assistance

and the intensive margin effect of longer duration. When estimating this model with days of

housing assistance as the endogenous regressor, the results are consistent with those using

the binary housing assistance measure. The effect of increasing the duration of housing

assistance by 250 days (the average housing assistance duration implied by the instrument

for individuals receiving housing assistance), yields estimates which are similar in size to my

estimates based on the binary endogenous variable of housing assistance (see Table A.3.10).

Finally, I consider models which include both housing assistance receipt and duration

simultaneously. My first exploration is what happens if I control for a case worker’s housing

assistance duration rate, defined as the average duration of housing assistance in other cases

the case worker has handled. In Table A.3.11, Panel C, when I add in controls for housing

assistance duration rate, the first stage estimate is slightly reduced but the IV estimates

are reduced by about half and are no longer statistically significant. This result is due to
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the high correlation between the case worker housing placement rate and the case worker

housing assistance duration rate. In Table A.3.12, I treat both housing assistance receipt and

duration as endogenous variables and use the case worker housing placement and housing

assistance duration rates as the two instruments. I find that all of the effect on recidivism

can be attributed to the duration of housing assistance received (intensive margin) and that

there is no effect on recidivism for the extensive margin, suggesting that longer housing

assistance spells are driving reductions in recidivism into homelessness, consistent with my

result that the effect of housing assistance on recidivism is driven by permanent housing

programs.

1.5.4 Robustness

Specification Checks.

Table A.3.13 examines the sensitivity of my results to alternative minimum case worker

assessments required for inclusion in my estimation sample. Column 1 presents my baseline

results, which include any cases whose case worker handled at least 15 cases in 2016-2017.

In the next four specifications, I instead require case workers to handle at least 10, 20, 30, or

40 cases, respectively. These changes do not materially affect the estimated effects. This is

reassuring, as one might be worried the statistical inference becomes unreliable if the number

of cases per case worker is too small.

Table A.3.14 examines the sensitivity of my results by allowing the fixed effects within

which time period and site are compared to vary. Column 1 presents my baseline results,

where case worker assignment is random conditional on service site by month of assessment,

for comparison. In this specification, I include cases from service sites that had at least two

case workers working in a given month. In the next two specifications, I instead require at

least two case workers working in the same site in a given quarter and year, respectively.

In columns 4 and 5, I change the sample criteria and require that at least two case workers
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working in the same month for the same service provider (who might operate several service

sites) and in the same Service Planning Area of Los Angeles County (which have different

service providers operating in them), respectively.35 These different selections of the level

at which cases are compared are not different from the estimated baseline effects. This is

reassuring, as one might be worried the cell sizes used in my estimation sample might be too

small and thus sensitive to changes in specification.

Table A.3.15 examines the sensitivity of my results to the definition of treatment. Column

1 presents my baseline results, where housing assistance treatment is defined as being enrolled

in any housing assistance program within 18 months after assessment date. In the next four

specifications, I instead require that enrollment to housing assistance programs occurs within

1 month, 3 months, 6 months, and 12 months after assessment to be considered as treated,

respectively. One limitation of my data is that I cannot observe if a placement in a housing

program is directly linked to the case worker. As a result, I face a trade-off when deciding

what the relevant time period is to consider whether the case worker’s involvement was

relevant for the housing placement. The closer the housing placement is to enrollment, the

more likely it is that the case worker is directly responsible for it. This fact is verified

by observing the first-stage coefficients, which range from 0.86 when treatment window is

defined as one month after assessment to 0.64 when treatment window is 18 months after

assessment. However, due to the short supply of housing units in Los Angeles County,

waiting times for housing assistance, especially for permanent housing programs, can be

exceptionally long, reaching more than a year in some cases. As a result, I could count

individuals as untreated due to long waiting times. My estimates suggest that the size of

the effect of housing assistance on recidivism to the homeless support system is larger the

longer the treatment window is, consistent with longer waiting time for permanent housing

placements and larger effects for these type of programs compared to temporary housing

programs (see Section 5.3). Yet reassuringly, all treatment definitions suggest that housing

35There are eight service planning areas (SPAs) in the county of Los Angeles.
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assistance receipt reduces recidivism to homelessness.

Table A.3.16 examines sensitivity to changing how the instrument is constructed. In

column 2, I check whether my results are sensitive to outliers by winsorizing the top and

bottom 5 percent values of my baseline instrument. In column 3, I randomly split my sample

in half and use one half of the sample to calculate the average housing placement rate for

each case worker. I next use these measures of case worker housing placement rate as an

instrument for housing assistance in the other half of the sample. In column 4, I construct my

instrument using all available cases, including veteran cases. I construct the measure in this

way in order to verify that veterans’ housing placements are indeed orthogonal to case worker

assignment. Finally, in column 5, I construct my instrument using a residualized, leave-out

case worker housing placement rate that accounts for service site by month of assessment

fixed effects. Specifically, I regress housing assistance receipt on fully interacted service

site by month of assessment fixed effects and construct a case worker housing placement

rate using the residuals obtained from this regression. I construct the measure in this way

to address the possibility that there are differences across service sites and over time in

availability and policy of providing housing assistance. Across all these different instrument

definitions, the resulting estimates (and standard errors) do not materially change.

Threats to Exclusion Restriction

As discussed in Section 4.3, interpreting the IV estimates as the average causal effect of

housing assistance requires the case worker housing placement rate to affect an individual’s

outcomes only through the housing assistance channel. A potential issue is that case workers

may also affect an individual’s receipt of non-housing services that are intended to support

the individual’s transition out of homelessness. These supportive services include providing

meals and showers, health care and mental health treatment, substance abuse treatment,

employment, life skills classes and education, and general case management.

To examine the potential impact on individuals’ outcomes via non-housing services, I
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extend my baseline IV model to distinguish between housing assistance and non-housing

assistance:

Hi = αZH
(j)i + γZS

j(i) + χsm + νi (1.3)

Si = τZH
j(i) + ψZS

j(i) + λsm + ui (1.4)

Yit = βtHi + θtSi + δsm +X
′

iωt + ρit (1.5)

where j denotes the case worker who handles individual i’s case, Hi is an indicator variable

equal to 1 if individual i received any housing assistance in the 18 months following assess-

ment, Si is an indicator variable equal to 1 if individual i received any non-housing assistance

in the 18 months following assessment, ZH
j(i) denotes the case worker housing placement rate,

ZS
j(i) denotes the case worker non-housing services placement rate, and Xi is a vector of

control variables. All specifications include a full set of service site by month fixed effects.

The omitted reference category is no assistance received at all. As in the baseline model, I

measure ZH
j(i) and ZS

j(i) as leave-out means.

There are two cases in which the baseline IV estimates are biased because they abstract

from the case worker’s in providing other types of assistance. In the first case, ZH
j(i) correlates

with ZS
j(i), and ZS

j(i) directly affects Yit (conditional on fixed effects and individual level

covariates). This would violate the exclusion restriction in the baseline IV model because

ZH
j(i) not only affects Yit through Hi but also through its correlation with ZS

j(i). However,

controlling for ZS
j(i) in both (1.1) and (1.2) eliminates this source of bias. In the second case,

ZH
j(i) correlates with Si conditional on ZS

j(i), and Si affects Yit holding Hi fixed (conditional

on fixed effects and individual level covariates). In the baseline IV model, this would violate

the exclusion restriction because ZH
j(i) affects Yit not only through Hi but also through its

influence on Si. The augmented IV model (3)-(5) addresses this issue by including Si as an

additional endogenous variable and ZS
j(i) as an extra instrument.
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I examine these two cases and find support for the exclusion restriction. The top panel

of Table A.3.11 repeats my baseline specification for comparison. In panel B, I add the case

worker non-housing services placement rate as an additional control in both the first and

second stages. The IV estimates for both recidivism outcomes are similar to my baseline.

I next estimate the augmented IV model given by (3)-(5). Table A.3.17 presents the

first stage, reduced form, and IV estimates. For the housing assistance first stage, the

case worker housing placement rate has a coefficient similar to that in the baseline model.

For the other first stage, the case worker housing placement rate has a negative impact on

receiving non-housing services, but the other instrument has a large positive effect. Looking

at the reduced form estimates, the coefficients on the case worker housing placement rate

are virtually unchanged relative to the baseline IV model. Likewise, the IV estimates for

housing assistance are similar to those from the baseline model which does not include the

instrument for the non-housing services placement.

A useful byproduct of examining the threats to exclusion from case worker effects other

than housing placement is that it helps with interpretation. The baseline IV model compares

potential outcomes if the individual received housing assistance to the outcomes that would

have been realized if they did not. The augmented IV model further distinguishes between

no assistance at all and non-housing assistance. The IV estimates show significant effects

of receiving housing assistance compared to not receiving any assistance, whereas receiving

non-housing services has no effect on recidivism to homelessness.

1.6 Additional Economic and Social Outcomes

In this section, I present my findings on the effect of housing assistance on a large set

of economic and social outcomes. Table 1.6 presents my main findings. I show that (i)

housing assistance causes a reduction in the number of emergency department visits, (ii)

a reduction in mental health services received, (iii) a reduction in the number of jail days
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and the probability of committing a crime, (iv) an increase in the probability of reporting

employment, and (v) no effect on receipt of social benefits.36

Department of Health Services.

In Table A.4.2, I present OLS and IV estimates of Equation (1.1) for various outcomes

related to Los Angeles County’s Department of Health Services (DHS) service utilization.

In Panel A, the dependent variable is an indicator equal to 1 if the individual received

treatment within 18 months after assessment, and in Panel B the dependent variable is the

number of treatments (days) the individual received in the same time period. Column 1

combines all treatment types, while columns 2-4 break treatments into inpatient, outpatient

and emergency services, respectively. The IV estimates are negative and significant for overall

DHS treatments and for emergency department visits, indicating that housing assistance

leads to a reduction in the number of health services received and of emergency department

visits in particular. Specifically, there is a 5.4 percentage point drop in the probability of

visiting the emergency department and .14 reduction in the number of emergency department

visits, although the latter is not statistically significant. Overall, the observed reduction in

overall DHS services and emergency department visits suggests that housing assistance helps

stabilize an individual’s health and also prevents them from being exposed to dangerous and

extreme situations which might increase the possibility of physical harm.

Department of Mental Health Services.

In Table A.4.3, I present OLS and IV estimates of Equation (1.1) for various outcomes re-

lated to Los Angeles County’s Department of Mental Health (DMH) service utilization. In

Panel A, the dependent variable is an indicator equal to 1 if the individual received treatment

36In this section, I use subsamples of my baseline estimation sample because of data limitations. Table
A.4.1 verifies that the first stage and recidivism findings I document in the previous sections are valid across
all the subsamples I use to explore additional economic and social outcomes.
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Table 1.6: The Effect of Housing Assistance on Economic and Social Outcomes - Main
Findings.

Health

Dependent Variable (1-18 Months after
Assessment):

Any
Emergency
Department

Visit

Any Mental
Health

Treatment

Any Substance
Abuse

Treatment

(1) (2) (3)

OLS: Housing Assistance 0.00159 -0.00539 0.00753
All Controls (0.00619) (0.00380) (0.0116)

RF: Housing Placement Rate -0.0323* -0.0292** -0.0723
All Controls (0.0178) (0.0136) (0.0473)

2SLS: Housing Assistance -0.0541* -0.0460** -0.134
All Controls (0.0302) (0.0218) (0.0878)

Dependent Mean 0.06 0.03 0.04
Number of Assessments 11,339 15,510 5,314

Criminal Activity

Dependent Variable (1-18 Months after
Assessment:

Jail Bookings Number of
Crimes

Any Probation

OLS: Housing Assistance 0.217* 0.0332 0.00329
All Controls (0.111) (0.0348) (0.00362)

RF: Housing Placement Rate -0.955** -0.247** -0.0230
All Controls (0.389) (0.115) (0.0166)

2SLS: Housing Assistance -1.507** -0.389** -0.0363
All Controls (0.621) (0.182) (0.0261)

Dependent Mean 1.05 0.31 0.033
Number of Assessments 15,510 15,510 15,510

Employment and Income (Any Report)

Dependent Variable (1-18 Months after
Assessment):

Any Income Employed Social Benefits

OLS: Housing Assistance 0.146*** 0.0834*** 0.130***
All Controls (0.0109) (0.00794) (0.0107)

RF: Housing Placement Rate 0.162*** 0.152*** 0.0566
All Controls (0.0366) (0.0447) (0.0397)

2SLS: Housing Assistance 0.264*** 0.242*** 0.0923
All Controls (0.0609) (0.0724) (0.0646)

Dependent Mean 0.76 0.14 0.67
Number of Assessments 23,054 23,387 23,054

Note: All specifications include service site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors
are two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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within 18 months after assessment, and in Panel B the dependent variable is the number of

treatments (days) the individual received in the same time period. Column 1 combines all

treatment types, while columns 2-4 break treatments into acute inpatient, residential and

outpatient services. The IV estimates suggest that housing assistance reduces the probability

of receiving mental health services in the 18-month period after assessment by 4.6 percentage

points, relative to a baseline mean of 7 percentage points. Moreover, the estimates suggest

that individuals who receive housing assistance spend 3 days fewer in inpatient or skilled

nursing facilities treating mental health, compared to a baseline mean of 3.5 days. This sug-

gests that housing assistance diverts individuals from skilled nursing facilities, which are far

more expensive compared to providing housing assistance. In addition, I find that individ-

uals who receive housing assistance see a reduction in outpatient mental health treatments,

although this effect is statistically insignificant. Overall, the results suggest that housing

assistance receipt leads to a reduction in the probability and number of mental health treat-

ments received, indicating increased stabilization of mental health among housing assistance

recipients. Moreover, the decrease in inpatient and residential days in skilled nursing facili-

ties suggest that housing assistance can be a good solution for some individuals with serious

mental illnesses who can live on their own but do not have the resources or are facing barriers

to housing.

Department of Public Health.

In Table A.4.4, I present OLS and IV estimates of Equation (1.1) for various outcomes related

to the Los Angeles County’s Department of Public Health (DPH) service utilization. The

Department of Public Health mostly provides substance abuse treatments. In Panel A, the

dependent variable is an indicator equal to 1 if the individual received treatment within 18

months after assessment, and in Panel B the dependent variable is the number of treatments

(days) the individual received in the same time period. Column 1 combines all treatment

types, while columns 2-4 break treatments into detox, residential and outpatient services.
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The IV estimates suggest that housing assistance reduces DPH outpatient services by 0.11

over an 18-month period, compared to a baseline mean of 0.08. Moreover, there seems to be

no relationship between housing assistance receipt and participation in detox or residential

programs that assist with substance abuse problems.

Criminal Activity.

In Table A.4.5, I present OLS and IV estimates of Equation (1.1) for various outcomes related

to crime from the Los Angeles County Sheriff’s Department (LASD) and the Los Angeles

County Probation Department. In column 1, the dependent variable is the number of jail

bookings an individual had in the 18-month period after assessment. The OLS coefficient

shows that individuals who received housing assistance are more likely to have been in jail

during this period. The IV estimates, however, show that there is a significant reduction

in the number of jail bookings, with individuals who received housing assistance having

1.5 fewer jail bookings on average compared to individuals who did not receive housing

assistance. Column 2 shows that there is a corresponding decline in the number of jail days

for individuals who received housing assistance. In columns 3 and 4, the dependent variables

are an indicator for whether the individual was charged for a crime at least once and the

number of charges during the 18-month period after assessment, respectively. Consistent with

the jail results, I find that individuals who received housing assistance were 7.9 percentage

points less likely to be charged with at least one crime and were charged with .4 fewer

crimes during this period, compared to baseline means of 0.1 and 0.22, respectively. In

columns 5 and 6, the dependent variables are an indicator for whether the individual was

under probation at least once during the 18 months after assessment and the number of

days under probation, respectively. The IV estimates are negative, suggesting that there is

a drop in the probability of being under probation; however, this effect is not statistically

significant. Taken together, the results on jail bookings, crimes, and probation suggest that

housing assistance leads to a reduction in criminal activity, which is translated into fewer
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jail bookings and days and reduced probability of being under probation.

Employment and Income.

The Homeless Management Information System (HMIS) contains self-reported information

on income and employment. I use these responses to examine the effects of housing as-

sistance on these outcomes. However, I note that there are two main caveats that require

caution when interpreting these results. First, this data is self-reported, as opposed to all

other outcomes so far which were based on administrative records. Second, only individuals

who are enrolled in a program that is being operated by a service provider in the home-

less support system and provide information on employment and income are included in

the sample. With that in mind, Table A.4.6 presents OLS and IV estimates of Equation

(1.1) for employment, income, and social benefits outcomes. In columns 1-2, the dependent

variables are an indicator equal to 1 if the individual reported having non-zero income and

the individual’s reported average monthly income, respectively. The OLS coefficients show

that individuals who received housing assistance are also more likely to report non-zero in-

come and also more likely to report a higher monthly income, suggesting that there might

be selection on reporting income and employment. The IV estimates show that there is

a 26-percentage point increase in the probability of reporting non-zero income and a $442

dollars increase in mean monthly income reported in the 18-month period after assessment

for individuals who received housing assistance. In columns 3-4, I find similar results for

reporting employment and mean monthly wage. In particular, I find a 24-percentage point

increase in the probability of reporting employment and a $430 dollars increase in mean

monthly wage for individuals who received housing assistance in the 18-month period after

assessment. In columns 5-6, I show that there is no relationship between housing assistance

receipt and social benefits receipt. Taken together, the results suggest that housing assis-

tance leads to increased probability of finding employment, and that this increase in income

is driven entirely by employment.
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Social Benefits.

The Homeless Management Information System (HMIS) also contains self-reported informa-

tion on receipt of various social benefits. I use these responses, in addition to administrative

records on receipt of emergency cash assistance from the Department of Public and Social

Services (DPSS) to examine the effects of housing assistance on social benefits. For self-

reported outcomes, the same caveats and caution outlined for the employment and income

data should be taken. In Table A.4.7, I present OLS and IV estimates of Equation (1.1)

for receipt of different social benefits. In columns 1-4, the dependent variable is an indica-

tor equal to 1 if the individual reported ever receiving emergency cash assistance (General

Relief), supplemental security income (SSI), social security disability income (SSDI), and

food stamps in the 18-month period after assessment. The OLS coefficients show positive

correlation between receiving housing assistance and reporting receipt of these social bene-

fits. On the contrary, the IV estimates show no relationship between housing assistance and

social benefits receipt. However, the estimates suggest that there is a reduction in receipt

of emergency cash assistance and an increase in reporting of SSI, SSDI, and food stamps

receipt, although these are not statistically significant. The reduction in emergency cash as-

sistance combined with increase in other social benefits is consistent with increased housing

and income stability. Overall, the results suggest that housing assistance does not seem to

affect social benefits receipt, and if anything, reduces it.37

37One concern is that preexisting employment and income might be influencing housing assistance receipt
and the recidivism result I find in the previous section. To explore this probability, I have attempted a version
of my baseline model where I treat all future outcomes related to health, crime, employment, income, and
social benefits, as controls in a specification where the dependent variable is recidivism into homelessness.
I find that the IV estimates are not changed by the inclusion of these controls, suggesting that the effect I
find is indeed driven by the housing assistance channel and not other channels.
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1.7 Cost-Benefit Analysis

The most relevant policy implication is whether the positive effects from housing assistance

for the homeless I find in this study are cost effective and is there a difference in the cost-

effectiveness of different housing program types. It is difficult to estimate the benefits of

reductions in homelessness and costs of housing assistance, with the few studies attempting

to do so imposing strong assumptions and extrapolations to their computations (Culhane

et al., 2002; Evans et al., 2016; Khadduri et al., 2010). I attempt to conduct a simple

cost-benefit calculation of housing assistance for the homeless. My calculations suggest that

up to 80 percent of housing costs are offset by corresponding benefits in the first 18 months

following assessment, and that the benefits tend to be larger in permanent housing programs.

To calculate the costs of housing assistance reported in Table 1.7, I multiply the number of

housing assistance days received for each individual in my sample during the 18-month period

after initial assessment by the average cost per day of each program type, such that direct

housing costs are set at $35 per day for temporary housing, $40 per day for rapid re-housing,

and $50 per day for permanent supportive housing (LAHSA,2017). The IV estimate which

uses this outcome measures a cost of $10,366 per housing assistance spell. This measure

captures the average cost of housing assistance and not the marginal cost, which I would

ideally estimate. In Panel B, I break housing assistance by type (temporary and permanent)

and estimate the cost of each using the two instruments I used when estimating the impact

of permanent versus temporary housing assistance on recidivism in Section 5.3. The IV

estimates measure an average cost of $5,095 per temporary housing spell and an average

cost of $12,402 per permanent housing spell.

On the benefits side, I measure four broad categories. First, there is a reduction in

homeless support system spending on future housing assistance due to fewer returns to the

homeless support system. I compute the savings in housing costs per homeless system return

avoided as the average housing assistance cost of an assessment in my sample. Homeless
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Table 1.7: The Costs and Benefits of Housing Assistance for the Homeless.

Costs Benefits (Savings) of Public Agencies Expenditures

(1) (2) (3) (4) (5) (6)

Dependent Variable (Months 1-18 After Assessment): Days Spent in
Housing

Programs

Overall Future Returns
to Homelessness

Health Law
Enforcement

Employment

A. Housing Assistance - All Types

IV: Housing Assistance 10,366*** -8,044*** -2,102*** -2,796* -1,724*** -1,146***
(1,020) (1,713) (469.5) (1,583) (549.6) (388.2)

Dependent mean 3,752 5,723 2,413 1,264 941 -138
Number of Assessments 26,752 10,305 26,752 11,339 15,510 23,054

B. Housing Assistance - By Type

IV: Permanent Housing Assistance 12,402*** -8,053*** -2,885*** -2,085 -1,746*** -1,862***
(831.6) (1,642) (420.6) (1,753) (552.9) (340.0)

IV: Temporary Housing Assistance 5,095*** -4,757** -557.6 -3,214* -1,089* 353.7
(654.7) (2,048) (452.4) (1,742) (573.5) (250.9)

Dependent mean 3,752 5,723 2,413 1,263 941 -138
Number of Assessments 26,752 10,305 26,752 11,339 15,510 23,054

Note: Estimation sample and specification with all controls. Standard errors are two-way clustered at the case worker and
individual level. Direct housing costs are set to $35 per day for temporary housing, $40 per day for rapid rehousing, and $50
per day for permanent supportive housing, according to the 2017 Los Angeles Housing Gap Analysis. Future returns costs
are estimated based on an average housing cost of $4,000 per return, based on direct housing costs computed in column (1).
Health costs are the sum of DHS and DMH costs. Law enforcement costs are the costs of jail days and probation months. Cost
estimates are taken as described in the text. Net transfers are computed as the total cash transfers, computed as the difference
between total income and wage, and taxes received are set at 15% of wages. Overall costs are the sum of columns 3-6. All costs
and benefits are estimated for an 18-month period. *p¡0.1, **p¡0.05, ***p¡0.01.

support system average savings in housing assistance costs are estimated to be $4,000 per

assessment. I then create an outcome variable which takes the total number of returns

to homeless support system in the 18-month period after assessment multiplied by $4,000.

Using this measure, I estimate savings of $2,102 per housing assistance spell. In panel B, I

estimate savings of $2,885 per permanent housing assistance spell and only an insignificant

$558 per temporary housing assistance spell.

The second and third categories of benefits I compute are due to improved health and

reduced crime, which are translated to reduction in use of public resources. I use estimates

of Los Angeles County on the costs of the various treatments and services I explore in the

ELP data. For example, the estimate for a day in jail is $200 per day. I then define public

health costs as the sum of DHS and DMH costs, and law enforcement costs as the sum of

jail days and probation months, where I use county estimates multiplied by the number of

treatments or occurrences of each type of service. The IV estimates of these savings are
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$2,796 for health costs and $1,724 for law enforcement costs. In panel B, the IV estimates

of these savings from temporary housing spell are $3,214 and $1,089 for health and law

enforcement, respectively, while the estimated savings from permanent housing assistance

spell are $2,085 for health and $1,746 for law enforcement.

The third category of benefits is due to increased employment and no effect on social

benefits receipt that I find in Section 6. I estimate the increase in taxes minus social benefits

to be $1,146 per housing assistance spell. When looking at different housing program types,

I estimate savings of $1,862 per permanent housing assistance spell and $353 in savings per

temporary housing assistance spell. I define net transfers as all social benefits received minus

all income taxes paid over the 18-month period after assessment.

Overall, I find that a substantial portion of housing assistance costs are offset by the

savings to public agencies in the first 18 months following assessment. I note that these

savings are likely to be even larger, as I ignore the indirect benefits from the reduction in

street homelessness. Moreover, these benefits are likely to accumulate over time and become

larger, since the cost of homelessness increases exponentially with time (Flaming et al.,

2015). Finally, I note that these savings tend to be larger in permanent housing programs,

consistent with my findings regarding the effect of these programs on recidivism.

1.8 Conclusions

The ongoing crisis of homelessness has generated a shift towards the Housing First approach,

which aims to quickly provide individuals experiencing homelessness with housing assistance

without preconditions (Burt et al., 2017). In recent years, researchers and policy makers

have questioned whether housing assistance is sufficient to treat homelessness and whether

the Housing First approach is cost effective. However, despite the widespread adoption of

this policy, the existing literature did not provide robust evidence regarding these questions.

My study fills this gap in the literature using administrative data and exogenous variation
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in housing assistance receipt to confirm that housing assistance programs for the homeless can

indeed reduce recidivism to homelessness, in addition to improving other economic and social

outcomes that contribute to improved likelihood of successful rehabilitation and reintegration

to society. The Los Angeles County Homeless Support System, despite its lack of resources,

is successful in preventing future homelessness and improving important well-being measures

when it provides housing assistance to individuals experiencing homelessness.

While this paper establishes these fundamental results, several important questions re-

main for future research. My results do not imply that housing assistance alone is cost

effective for all individuals experiencing homelessness. Exploring additional research designs

that will manipulate housing assistance receipt for the always- and never- takers in my sam-

ple is important for understanding how to treat this segment of the population with the

highest level of needs. Additionally, while I provide some evidence that housing assistance

has a beneficial effect on many economic and social outcomes, additional evidence would be

useful to assess the external validity of my findings. Finally, the cost-benefit analysis I con-

ducted ignores the most expensive part of housing assistance: acquisition and construction

costs. Evidence taking these costs into account, either in a partial- or a general-equilibrium

setting would be of great value.
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CHAPTER 2

The Effects of Designated Homeless Housing Sites on

Local Communities: Evidence from Los Angeles

County

2.1 Introduction

Homeless housing services is a public good that suffers from severe excess demand in general.

In the United States, it is estimated that approximately 200,000 individuals on any given

night are without shelter at all, sleeping in the streets or in other places not meant for

human habitation (HUD, 2018). In Los Angeles County Alone, there are approximately

45,000 unsheltered individuals on any given night, compared to only 15,000 individuals in

temporary homeless housing programs (LAHSA, 2019).

Homeless housing sites are generally regarded as valuable to society. However, situating

a homeless housing site, a setting in which many homeless and formerly homeless individ-

uals receive temporary or permanent housing, is often unpopular and contentious decision.

In particular, there is a “Not in My Back Yard” (NIMBY) sentiment, where local resi-

dents oppose the development of such sites as they are concerned that their introduction

may increase street homelessness, crime, and generally unpleasant behavior (Keiger, 2016).1

These perceived negative attributes of homeless housing sites could be translated into re-

duction in housing prices. Therefore, the potential external cost of homeless housing sites

1See Chlland, 2018a, 2018b, Fonseca, 2018, Nagourney, 2017, and Reyes, 2018 for examples of such
opposition in Los Angeles County.
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may result in considerable reduction in quality of life and wealth for many individuals and

families. In 2018, there were 358,363 individuals in a temporary shelter for the homeless in

any given night in the U.S. Additionally, as of 2018, there are more than 900,000 temporary

and permanent designated homeless beds nationwide. In the city of Los Angeles alone, the

corresponding numbers are 15,000 and 28,055, respectively. Thus, if NIMBY concerns are

valid, many individuals and families are exposed to housing sites that may substantially

affect them.

Despite the popular wisdom regarding homeless housing sites and their effect on the

community, there is surprisingly almost no evidence on the effect of homeless housing sites

on street homelessness, crime, and housing prices, primarily due to lack of data and to

some extent lack of interest. However, the net effect of homeless housing sites on street

homelessness, homeless-related crime, and housing prices is ex ante ambiguous. There are

factors associated with homeless housing sites that may in fact increase property values. For

example, if homeless housing sites reduce street homelessness, and as a result reduce crime

and increase the sense of security in the community, these facilities might be beneficial for

the community. There is evidence showing that housing stability reduces crime (Palmer,

Phillips, & Sullivan, 2019) and that sites that serve similar population such as substance use

treatment centers also reduce crime within the local area (Bondurant, Lindo, & Swensen,

2018) while other studies find no effect of such sites on property values (Horn, Joshi, &

Maclean, 2019).

This paper studies the effect of homeless housing sites on street homelessness, crime,

and housing prices in local communities. The setting chosen for this analysis is the city

of Los Angeles between 2015 and 2019, a period where the Point in Time (PIT) street

homelessness count had increased from 17,687 to 27,221, a 54 percent increase, while the

number of designated homeless beds (both temporary and permanent) had increased only by

31 percent, despite that during this time, several city, county, and state level propositions that

supported providing additional housing for the homeless were approved by large majorities
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(LAHSA, 2019).

I find that local communities that are more exposed to homeless housing sites during

this time period experience a decline in the annual street homeless Point-in-Time (PIT)

count, which is driven mostly by a decline in the number of individuals residing in tents

or encampments. Specifically, I find that 5 additional designated homeless beds in the

community or its vicinity are associated with one less homeless individual counted in the

annual street count. In addition, I find that these communities experience similar drops in

crime incidents in general, and in crime incidents where homeless individuals were involved

in particular.

In contrary to common wisdom and consistent with the findings that homeless housing

sites reduce street homelessness and homeless related crimes, I find that communities with

larger exposure to homeless housing sites experienced an increase in housing prices. Specifi-

cally, I find that 10 additional designated homeless beds in the neighborhood or its vicinity

are associated with approximately one percent increase in median housing price.

The empirical strategy in this study is based on two key features. The first is the

definition of a community’s exposure to homeless housing sites. Housing sites that serve

the single adults’ homeless population are located in approximately 10 percent of the census

tracts of the city of Los Angeles, which I define as a neighborhood for the purpose of this

study. Since assigning exposure to homeless housing sites based on artificial boundaries will

not capture the overall effect of these housing sites on communities, I develop a novel measure

of exposure to homeless housing at the community level that allows each housing site to affect

a census tract based on distance and size regardless of census tract boundaries, allowing for

census tracts that do not have a housing site within their formal boundaries to be exposed

to homeless housing sites to some extent. Specifically, a census tract’s exposure to homeless

housing sites will be defined as the sum of distances between the census tract’s centroid and

the active homeless housing sites at a given time period, weighted by the number of beds

in each site. According to this measure, a census tract’s exposure to homeless housing sites
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varies over time due to opening and closing of homeless housing sites, in addition to expansion

and contraction of bed inventory in these sites. The size of the site and its distance to the

census tract determine the census tract’s exposure to the site, such that bigger and closer

sites have more influence than smaller and farther sites. The final result of the exposure

measure is the number of distance-weighted designated homeless beds in the census tract.

The second key feature of the empirical strategy in the study is the implementation of

an instrumental variables strategy which addresses the fact that homeless housing sites tend

to be in communities with higher levels of street homelessness and crime and lower housing

prices. The proposed instrument is using the empirical fact that changes in overall funding

for homeless housing sites will be more likely to affect existing sites and communities with

existing sites regardless of trends in street homelessness, crime, and housing prices, due to

the fixed costs associated with the establishments of new sites in communities that do not

have an existing site. Starting from this observation, I predict a census tract’s number of

distance-weighted designated homeless beds over time by interacting 2012 spatial distribution

of homeless housing sites with subsequent changes in overall distance-weighted designated

homeless beds in each year from 2015 to 2019. This instrument resembles in structure to the

shift-share instrument of Bartik (1993), which has been used in many different applications

and settings, where in this setting it is used to predict the stock instead of the change, since

the stock is the relevant measure for the community’s overall exposure to homeless housing

sites. In addition to the relevance of the instrument, the validity of this instrument relies

on the critical assumption that the community-specific characteristics that were relevant for

the establishment of homeless housing sites by 2012 must not affect the evolution of local

street homelessness, crime, and housing prices in subsequent years.

This paper contributes to the scarce and limited literature on homelessness and its effects

on the community. Most papers in this strand have examined the effect of increased funding

for homelessness, which implies increased housing, on homelessness levels. Popov (2017)

uses an anomaly in the federal formula for homeless assistance grants to examine the effect
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of funding on street homelessness and finds that one additional designated homeless bed is

associated with 0.3 fewer unsheltered homeless. Corinth (2017) estimates that an additional

permanent supportive housing bed is associated with between 0.04 and 0.12 fewer homeless

people. Moulton (2013), Lucas (2017), and Evans et al. (2019) are additional studies that

look at the impact of funding on homelessness at the Continuum of Care level. There are

several contributions of this paper to this strand of the literature. First, this is the first

paper that looks at the relationship between homeless housing and street homelessness at

the census tract level. Second, this paper is the first that puts in a unified framework the

local effects of homeless housing sites using highly localized data on street homelessness,

homeless-related crime, and housing prices, to give a comprehensive and detailed picture of

the effects of such housing sites on local communities.

While there is a large literature evaluating the extent to which a wide range of both

amenities and dis-amenities affect residential property values (Chay & Greenstone, 2005; Cui

& Walsh, 2015; Horn et al., 2019; Pope & Pope, 2012), there is no prior work investigating

the effect of homeless housing sites on property values and street homelessness and there

is only one paper looking at the effect of emergency shelters for the homeless on crime

(Faraji, Ridgeway, & Wu, 2018). There are many studies that examine the effect of low-

income affordable housing on local communities (Baum-Snow & Marion, 2009; Diamond &

McQuade, 2017; Freedman & Ownes, 2011; Schwartz, Ellen, Voicu, & Schill, 2006). None

of these studies has focused on designated housing for the homeless population, a relatively

small population whose impact on the local community is estimated to be considerable.

Overall, the main contribution of this paper is that it provides the first attempt to measure

the causal impact of homeless housing sites on local communities by examining its impact

on three outcomes at a highly local level using unique data on street homelessness and

homeless-related crimes at the neighborhood level that allows to examine the mechanisms

through which homeless housing sites affect local communities.
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2.2 Background

2.2.1 Homelessness in Los Angeles County

Los Angeles County’s homeless population increased by approximately 40 percent in the

past five years. At any given night, there are about 60,000 individuals on the streets and

in emergency shelters throughout the county (Henry et al., 2018). The cost of homelessness

to the county is substantial, consisting of, among others, shelter and other housing services,

increased use of the health care system, law enforcement and incarceration, and welfare

programs such as general relief and food stamps. It is estimated that the average cost of a

homeless person to the tax payer is about $10,000 per year (Evans, Sullivan, & Wallskog,

2016), implying an astronomical amount of more than $600 million dollars annually.

The alarming increase in the homeless population and its associated costs have led de-

cision makers to allocate more resources to address the problem of homelessness. County

voters have supported this policy by approving billions of dollars in bonds that would pro-

vide tens of thousands of affordable housing units and services for the homeless. Some of the

important propositions and measures are worth mentioning. In 2016, more than 77 percent

of L.A. City voters supported Proposition HHH, a $1.2 billion housing bond, to fund 10,000

units of supportive housing over the next decade. Then, in March of 2017, 69 percent of

L.A. County voters approved Measure H, a $3.5 billion tax-funded measure for homeless

services and rental subsidies that would provide permanent housing for 45,000 families and

individuals, while preventing homelessness for 30,000 others. In addition, other affordable

housing measures were approved by city, county, and state voters, including Measure JJJ in

2016, State Propositions 1 and 2 in 2018, and LA City’s linkage fee on housing developers

in 2017.

Despite the adoption of these policies and the increased funding, there exists a substantial

gap in affordable housing for the homeless and low-income individuals who are on the brink

of homelessness. Los Angeles county’s homeless bed inventory increased by 25 percent in
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the past decade, compared to more than a 40 percent increase in the rest of the country. In

the meanwhile, the county’s homeless population continued to rise while remaining stable in

the rest of the country (Henry et al., 2018).

There is evidence that opposition from neighborhood councils is raising challenges which

hinder the fulfillment of the county’s policies, implying a classic case of NIMBY (“Not In My

Backyard”) situation, where local residents support a policy as long as it does not affect their

local area directly. This opposition is driven in part by the fact that very little is known about

the effects of homelessness and housing projects for the homeless on a community. A priori,

local residents are concerned that such housing sites would attract homeless individuals from

other areas of the city, which will result in increased street homelessness, crime, and lower

property values as a result.

2.2.2 Housing Programs Available to Homeless Individuals in Los Angeles County

The Los Angeles Continuum of Care is the regional planning body that coordinates housing

and services for homeless families and individuals in Los Angeles County.2 It includes all

of Los Angeles County except of the cities of Glendale, Pasadena, and Long Beach. The

Los Angeles Homeless Services Authority (LAHSA) is the lead agency in the CoC, and it

is responsible to coordinate and manage federal, state, county, and city funds for programs

that provide shelter, housing, and services to individuals experiencing homelessness. Most

homeless programs within the Continuum of Care (CoC) that provide beds and units dedi-

cated to serve people experiencing homelessness or who were homeless at time of entry are

operated by non-profit agencies. These housing programs are categorized by six program

types: Emergency Shelter; Transitional Housing; Rapid Re-Housing; Safe Haven; Permanent

Supportive Housing; and Other Permanent Housing.

2Continuum of Cares (CoCs) are geographic units at which providers of homelessness assistance jointly
apply for federal resources and develop a strategic plan to address homelessness within their jurisdiction.
CoCs vary in size and composition and can be comprised of single cities, individual counties, several counties,
or entire states. In 2018, there were 398 CoCs in the United States and its territories.
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Until recently, individuals experiencing homelessness accessed housing assistance through

a continuum model consisting of three levels. The first level for a homeless individual is the

emergency shelter. This is a project that offers temporary shelter for the homeless in general

or for specific populations of the homeless. Emergency shelters vary in their requirements,

limitations, and quality. Individual shelters tend to situate many beds in a large open space.

In the Los Angeles Continuum of Care, emergency shelters account for about a quarter of

all homeless program beds, the majority of them in site-based programs (LAHSA, 2019).

After completing the emergency shelter stage, individuals who were not able to find

permanent housing are referred to the second level of programs which provide housing with

more intensive supportive services. Traditionally, this meant moving to a transitional housing

program. Like emergency shelter, transitional housing provides temporary lodging, usually

for no longer than 24 months. In addition, transitional housing programs provide intensive

supportive services such as substance abuse treatment and job search assistance. These

services are designed to facilitate the movement of homeless individuals and families into

permanent housing. Transitional housing programs are known to provide services conditional

on individuals satisfying certain requirements, such as sobriety, employment, or participation

in mental health treatment.

The third level in the traditional continuum model, targeted at those individuals who

could not use the emergency shelter and transitional housing programs to solve their home-

lessness problem, is the permanent supportive housing program. As its name suggests, this

program provides permanent housing and supportive services to assist homeless persons with

a disability or who are chronically homeless to find long-term, affordable, and independent

housing. In most programs, clients pay no more than 30 percent of their monthly income

in rent and have access to ongoing case management that is designed to preserve tenancy.

Unlike transitional housing programs, supportive housing programs provide housing without

requirements of sobriety, employment, or other participation in program supportive services

(National Academy of Sciences, 2018). In Los Angeles CoC, permanent supportive housing
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programs accounted for approximately half of all homeless program beds.

Recently, several studies have shown that providing housing for the homeless reduces

the costs associated with homelessness significantly (See, for example, Leopold & Ho, 2015,

Woodhall-Melnik & Dunn, 2016). These studies led communities throughout the nation, as

well as in L.A. County, to shift away from the continuum model toward a Housing First

approach to address the problem of homelessness.3 The Housing First approach reversed

the traditional continuum model by subsidizing apartments for homeless individuals with

disabilities first and providing voluntary treatment to these individuals once these individuals

are stably housed (Burt et al., 2017).

In addition to supportive housing programs, a new housing program that emerged through

the adoption of the Housing First approach is the Rapid Re-Housing (RRH) program, which

provides housing relocation and stabilization services combined with time-limited rental as-

sistance to individuals experiencing homelessness. The goal of this program is to help a

homeless individual to move as quickly as possible into permanent housing and achieve

stability in that housing. The major difference between supportive housing and rapid re-

housing programs is the duration of housing assistance, where supportive housing programs

offer permanent housing and tend to serve household with relatively high needs, while rapid

re-housing provides short-term assistance that is usually targeted to households with more

moderate barriers to housing stability. In Los Angeles CoC, the share of rapid re-housing of

all homeless housing beds has increased from 5 percent in 2015 to 15 percent in 2019, where

most beds are in scattered sites programs.

Finally, there are two additional housing programs that serve the homeless population.

First, any permanent housing program that is not considered supportive housing program,

such as Section 8 housing vouchers. Most of the beds in other permanent housing programs

are also located in scattered sites programs. Second, Safe Havens are projects that offers

3See Tsemberis, Gulcur, & Nakae, 2004 for a detailed description of the Housing First approach.
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supportive housing that serves hard to reach homeless persons with severe mental illness

who came from the streets and have been unwilling or unable to participate in supportive

services.

2.3 Data

My analysis relies on a balanced panel for the 1,000 census tracts of the city of Los Angeles

for the five calendar years from 2015 to 2019. To study the effect of homeless housing sites

on street homelessness, crime, and housing prices, I combine data from several sources.

2.3.1 Point-in-Time (PIT) Homeless Incidence and Resources Data

The primary data on homeless incidence and resources come from the annual Point-in-Time

(PIT) count. The PIT is comprised of two parts: The Point-in-Time (PIT) homeless count

and the Housing Inventory Count (HIC). The Point-in-Time is a count of sheltered and

unsheltered people experiencing homelessness on a single night. Each year, the Department

of Housing and Urban Development (HUD) requires Continuum of Care (CoC) organiza-

tions to count the number of people experiencing homelessness in the geographic area that

they serve on a single night during the last ten calendar days in January. HUD requires

that Continuums of Care conduct an annual count of people experiencing homelessness in

temporary shelters on a single night and conduct a count of unsheltered people experienc-

ing homelessness every other year, with odd numbered years being required. Each count is

planned, coordinated, and carried out locally. The effort involves gathering and organizing

staff and volunteers who scan the streets and other settings to identify and count people

experiencing homelessness.4

The Los Angeles Homeless Services Authority (LAHSA) is the lead organization in the

4See (HUD, 2014) For more information on Point-in-Time count methodology.
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Los Angeles Continuum of Care (CoC), and it is in charge of planning, coordinating, and

carrying out the annual Point-in-Time (PIT) and Housing Inventory Count (HIC). The PIT

count is conducted by volunteer teams who go out at night to assigned geographic areas

(census tracts) and count unsheltered homeless individuals, families, and dwellings that

are not suitable for human habitation but appear to be occupied. These dwellings include

tents, make-shift shelters and vehicles. These counts are augmented through counts by

special teams in dangerous or inhospitable locations such as under bridges and in riverbeds

(Flaming & Burns, 2017). The street counts were conducted in odd-numbered years from

2007 to 2015, and then in each year from 2016. Until 2013, only a sample of census tracts

were counted, and counts were weighted to account for uncounted tracts. Since 2015, all

census tracts were counted. The census tracts used for the counts until 2015 were the 2000

census tracts, and from 2016 onwards the 2010 census tracts were used. In addition, a census

of nearly all homeless individuals in temporary shelters is obtained.5 Finally, a demographic

survey is conducted in a sample of census tracts in order to obtain information about the

attributes of homeless individuals and families.6

The annual Housing Inventory Count (HIC) is a point-in-time inventory of provider

programs within a Continuum of Care (CoC) that provide beds and units dedicated to serve

people experiencing homelessness or who were homeless at time of entry. These housing

programs are categorized by five program types: Emergency Shelter; Transitional Housing;

Rapid Re-Housing; Safe Haven; and Permanent Supportive Housing. The count is usually

conducted on a single night in January together with the point-in-time (PIT) count. The

HIC provides a point-in-time of inventory of provider programs within the Los Angeles CoC.

5Since 2013, the information has been obtained from the Homeless Management Information System
(HMIS) for the month of January.

6The PIT estimates are subject to many limitations. First, the estimate is a point in time, implying that
the number of people experiencing homelessness over a longer interval will be larger by construction. Second,
the PIT estimates will also systematically understate the size of the unsheltered homeless population, since
it is more difficult to find the people in this group. Finally, the PIT estimates do not include people in
doubled-up living arrangements.
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In addition to inventory data, the HIC also collects information on provider and program

name, program type, address, target populations (and number of beds allocated within each

program to various subpopulations), funding sources, housing type (single site, scattered

sites, housing vouchers, etc.), and availability (year-round or seasonal). HIC data is available

in each year since 2012.7

The major step in the HIC data cleaning process involves assigning geographical coor-

dinates for every housing site in the HIC in order to construct the spatial distribution of

housing programs that serve the homeless population in Los Angeles CoC. Detailed address

data and housing type for the different housing programs is available only since 2015. In

order to address this issue, I manually create project identifiers using name matching across

years and manually going over project names and identifying whether the address in the

data is the actual address where the site is located, and if it is not, looking for the actual

address using manual google search. Then, I use the United States Census Bureau Geocoder

to find the coordinates of all the addresses listed in the HIC.8 This results in a list of 728

unique sites in Los Angeles County that housed homeless individuals in the years 2012-2019.

Following that step, I turn into cleaning the stacked HIC data such that it will be con-

sistent over time by assigning each program a single address and housing type based on

conservative decision rules.9 In order to verify the accuracy of the geocoding process of the

HIC data, I use the fact that the Point-in-Time (PIT) count collected data on counts of

individuals in temporary housing programs in each census tract in Los Angeles CoC in a

single night in January, as part of the annual homeless count. Collapsing the HIC inventory

data by census tract-year allows the comparison of the HIC inventory for temporary housing

7HIC reports are available since 2005. However, detailed HIC data collection began only in 2012.

8The census geocoder is an online tool which matches addresses to geographic locations and entities
containing those addresses. The web address of the geocoder is: https://geocoding.geo.census.gov/.

9Specifically, if a program is listed as a scattered-sites program in one year, it is assigned a scattered-sites
programs in all years. If a program has no information on housing type, it is omitted from the analysis if the
specified address is an office address. Moreover, all voucher housing programs are considered scattered-sites
programs.
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to the PIT count of sheltered individuals at the census tract level. I report the results of this

validation exercise in Table 2.1 for the census tracts of the City of Los Angeles for the years

2015-2019, the years where the shelter count data at the census tract level was collected as

part of the Point-in-Time (PIT) count.

Table 2.1: HIC Validation Exercise

Dependent/ Explanatory Variables Type: Bed/Shelter Indicator Bed/Shelter Count

(1) (2) (3) (4)

I. Shelter Count - Overall

Temporary Beds - Overall 0.834*** 0.711*** 0.849*** 0.760***
(0.0278) (0.0411) (0.0191) (0.271)

Observations 5,000 5,000 5,000 5,000
R-Squared 0.527 0.718 0.869 0.898

II. Shelter Count - Singles

Temporary Beds - Singles 0.803*** 0.660*** 0.857*** 0.513***
(0.0354) (0.0486) (0.0209) (0.110)

Observations 5,000 5,000 5,000 5,000
R-Squared 0.437 0.682 0.879 0.927

III. Shelter Count - Families

Temporary Beds - Families 0.650*** 0.382*** 0.759*** 0.879**
(0.0618) (0.0675) (0.218) (0.400)

Observations 5,000 5,000 5,000 5,000
R-Squared 0.337 0.634 0.477 0.633

Year Fixed Effects No Yes No Yes
Census Tract Fixed Effects No Yes No Yes
Number of Census Tracts 1,000 1,000 1,000 1,000

Notes: The tables presents the relationship between the Point-in-Time (PIT) shelter count at the census tract and the Housing
Inventory Count (HIC) temporary bed inventory in single housing sites in a census tract, as described in the HIC data section.
Temporary housing programs include Emergency Shelter, Transitional Housing Programs, and Safe Havens. The time period
in this table is 2015-2019, the years where the PIT shelter count is available. Columns 1-2 consider the relationship where the
dependent variable is an indicator for whether any sheltered individual was counted in the census tract and the explanatory
variable is an indicator for whether a single adult housing site was active in the census tract, and columns 3-4 consider the
relationship for the between the PIT shelter count and the HIC corresponding bed inventory at the census tract level. The
dependent variable in Panel I is overall shelter count in the tract and the explanatory variable is the overall temporary housing
bed inventory in the tract, and the dependent and explanatory variables in panel II break the shelter and bed inventory by
single adults and family beds. There are two specifications for each pair of of dependent and explanatory variables - regular
OLS, and year and census tract fixed effects. Standard errors are clustered at the census tract level. *** p < 0.01; ** p < 0.05;
* p < 0.1.

Columns 1-2 of Table 2.1 consider the relationship where the dependent variable is an

indicator for whether any sheltered individual was counted in the census tract and the
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explanatory variable is an indicator for whether a temporary housing site was active in the

census tract, and columns 3-4 consider the relationship between the PIT shelter count and

the HIC corresponding bed inventory at the census tract level. Panel I shows the relationship

between overall shelter count and HIC total temporary bed inventory in a specific year. The

results suggest a .83-.85 correlation between the Point-in-Time shelter count and the HIC

inventory, both for the indicator analysis and the bed count analysis. The relationship is

expected to be less than 1 due to differences in utilization rate (it might be that in the night

of the count, some of the programs were not at full capacity), scattered sites programs whose

addresses not included in the HIC report, and measurement error in the data cleaning process.

Nevertheless, the relationship is strong and statistically significant, even when including time

and census tract fixed effects. This positive and statistically significant relationship holds

when considering single and family beds separately. Moreover, the results also show that the

relationship remains strong and significant when including time and census tract fixed effects,

implying that the HIC data also captures within-tract changes over time well. Overall, this

analysis demonstrates that the spatial distribution constructed matches the actual spatial

distribution closely.10

Figure 2.1 complements the results from Table 2.1 by overlaying the spatial distribution

of temporary homeless housing sites that serve the single adult population from the Housing

Inventory Count, on the distribution of census tracts with at least one single adult homeless

sheltered between 2015-2019 for the city of Los Angeles, providing a visual representation

of Table 2.1. In accordance with the results in Table 2.1, there is almost a one-to-one

correspondence between census tracts with at least one sheltered homeless counted and the

location of the temporary HIC sites. Cases where a tract indicated to have at least one

sheltered homeless but does not have an HIC site in it might arise from several reasons.

First, the HIC sites include only single site programs, so any site that is a part of a scattered

10I cannot perform the same analysis for permanent housing beds because the Point-in-Time count con-
siders individuals in these projects as individuals who were homeless at program entry but are not currently
homeless.
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sites program will not appear in the HIC. Second, some sites do not have an address due to

confidentiality issues (domestic violence shelters), so they cannot be assigned a census tract.

Finally, measurement error in the HIC data is always a possibility.

Figure 2.1: Point-in-Time and Housing Inventory Count Spatial Distribution of Temporary
Housing Sites for Homeless in the City of Los Angeles – 2015-2019

Source: The figure overlays data from the Point-in-Time (PIT) data on whether a census tract contained
single adults sheltered homeless with data from the Housing Inventory Count (HIC) which shows the spatial
distribution of single site housing programs that serve single adults homeless for each of the years 2015-2019
in the census tracts of the city of Los Angeles. Each blue point represents an active HIC site, and each red
colored census tract represents a tract with at least one single adult in a homeless shelter.

Table 2.2 presents summary statistics of the HIC data for the city of Los Angeles. Panel

I displays the overall, site-based and single adult site-based homeless bed counts in each

year between 2015-2019. The overall number of homeless beds has increased from 23,707

in 2015 to 31,070 in 2019, a 31 percent increase. The actual number of beds in site-based

programs has declined from 12,947 in 2015 to 11,861 in 2017 and then increased to 13,240

in 2019, slightly higher than its 2015 level. These facts suggest that the increase in bed
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inventory was due almost entirely to an increase in beds in scattered housing programs.

Since the study considers the effect of homeless housing sites on street homelessness and

homeless-related crimes, and since almost the entire population of unsheltered homeless

consists of single adults and that homeless-related crimes are indicated only for unsheltered

homeless individuals, this subpopulation will be the focus of the analysis. Additionally, the

last row of Panel I shows the bed count of single adult beds in site-based housing programs.

Approximately 70 percent of the beds in site-based programs are designated for single adults.

The number of single adult beds in these sites has declined from 9,069 beds in 2015 to 8,265

beds in 2016, and then increased in every year since, reaching to 9,223 beds in 2019.

Table 2.2: Housing Inventory Count - Data Description - City of Los Angeles

(1) (2) (3) (4) (5) (6)

Year: Overall 2015 2016 2017 2018 2019

I. Homeless Beds:
Overall - 23,707 26,383 27,131 28,055 31,070
In Single Site Housing Programs - 12,947 12,297 11,861 12,458 13,240
Single Adult Beds - 9,069 8,265 8,347 8,802 9,223

II. Housing Sites:
Overall 358 247 239 216 245 290
With Single Adult Beds 331 205 202 185 213 248
Number of Sites Opened - - 17 12 35 47
Number of Sites Closed - - 18 28 33 20
Number of Sites Expanded Capacity - - 22 32 31 25
Number of Sites Contracted Capacity - - 27 28 39 30

III. Average Number of Beds per Site:
Overall 64 63 62 67 70 63
With Single Adult Beds 52 53 49 55 57 51

Notes: The table presents summary statistics from the Housing Inventory Count (HIC) data of the city of Los Angeles for the
years 2015-2019. Panel I presents the overall, site-based, and site-based single adult homeless bed counts in each year. Panel
II presents homeless housing site counts, where the counts shown are for the overall site count and the count of sites who serve
single adults. The single adult site count is broken into four categories: (1) site opened in the previous year (2) site closed
in the previous year (3) site expanded bed capacity in the previous year and (4) site contracted bed capacity in the previous
year. Panel III presents the average number of beds per site, in all housing sites and in sites that serve single adults. Column
1 shows the site and inventory statistics for entire time period, and columns 2-6 show the site and inventory statistics for each
year separately. *** p < 0.01; ** p < 0.05; * p < 0.1.

Panel II of Table 2.2 shows the counts of homeless housing sites in the city of Los Angeles.

Overall, the number of single sites that were open for some time period between 2015-2019

is 358, out of which 331 serving single adults. The number of sites that serve single adults

dropped from 205 sites in 2015 to 185 sites in 2017, and then rebounded to 248 in 2019.
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The single adult housing sites are broken into four categories: (1) housing sites that opened

in previous year, (2) housing sites that closed in the previous year, (3) housing sites that

expanded their bed capacity in the previous year, and (4) housing sites that reduced their

bed capacity in the previous year.11 These four categories show the amount of variation in

the housing inventory data, with 41-65 percent of sites experiencing various changes in each

year. Lastly, panel III shows the average number of beds per site overall and over time. The

average housing site had on average 64 beds, and the average site serving the single adult

population had an average of 52 beds.

Figure 2.2 shows the 2015-2019 spatial distributions of single-site homeless temporary

housing programs that serve single adults for the City of Los Angeles. The 2015 figure

shows in green the sites that were open in 2015 and the in red the sites that were closed in

2015. The 2016-2019 figures show the five different types of sites mentioned above: (1) sites

that were open in the previous year and did not change their capacity in black, (2) sites that

opened during the year in green, (3) sites that closed during the year in red, (4) sites that

increased their capacity during the previous year in blue, and (5) sites that decreased their

capacity during the previous year in yellow. Two important takeaways arise from a quick

observation of these figures. First, homeless housing sites are clustered in specific areas such

as Downtown Los Angeles, South Los Angeles, and Hollywood. However, many sites exist

in the San Fernando Valley, West LA, and the South Bay. Second, there is considerable

variation over time, as many sites open and/or close and change their bed capacity. This

spatial and temporal variation will be used in this paper to identify the impact of these

housing sites on the communities in which they are located.

The PIT data used in this paper includes the census tract level counts for the years

2015-2019, where all census tracts in the Los Angeles CoC were covered. Since the 2015

count used the 2000 census tracts, and 2016-2019 counts used the 2010 census tracts, I use

11There is also an omitted fifth category which includes housing sites that did not change their bed capacity
in the previous year.
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Figure 2.2: Housing Inventory Count Spatial Distribution of Housing Sites for Homeless in
the City of Los Angeles by Open and Capacity Status – 2015-2019

Source: The figure presents data on the 427 housing sites for homeless single adults in the Los Angeles CoC
for each of the years 2015-2019. The 2015 figure shows the initial distribution of all the sites, where green
points show open sites and red circles show closed sites. Each of the figures in 2016-2019 show five different
type of sites, each marked by different color: (1) black for sites that did not change status in the previous
year, (2) green for sites that opened in the previous year, (3) red for sites that closed in the previous year,
(4) blue for sites that increased their capacity in the previous year, and (5) yellow for sites that decreased
their capacity in the previous year.

the US Census Bureau tract relationship file and assign the 2015 counts based on population

shares of the 2010 tracts included in them.12 The information collected is the total sheltered

and unsheltered homelessness in the census tract, where the unsheltered homeless count

is composed from individual, vehicles, and tents/encampments counts. These counts are

provided as raw counts and weighted counts based on the results from the demographic

survey which give an estimate for the number of people residing in vehicles, tents, and

encampments. Moreover, the shelter count is broken by single and family status. Finally,

12I am also omitting 2015 from the analysis and assign counts based on area in 2010 tracts as robustness
tests, and results are qualitatively similar.
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I keep census tracts that appear consistently in each of the five counts from 2015 to 2019.

I split the census tracts into two separate groups: City of Los Angeles census tracts (1,000

census tracts), and rest of Los Angeles CoC census tracts (another 1,154 census tracts).

2.3.2 General and Homeless-Related Crime Data

To assess the relationship between homeless housing sites and crime, I analyze incident level

crime data provided by the Los Angeles Police Department (LAPD) as part of the city of

Los Angeles Open Data project.13 The LAPD provides police services to neighborhoods

throughout the city, and it includes the date, time and location of reported crimes at the

block level. In addition, the LAPD data also contain information on the type of crime

provided, and also provides information on the suspects and the victims of the incident.

Relevant for this study, the data contains information on whether the suspect or the victim

of the crime was homeless, allowing to directly observe how many crimes were directly related

to the homeless population.14 In the main specification, I consider the crime incidents that

occurred in the month of January, the month where the annual housing inventory count

takes place.

2.3.3 Housing Property Value Data

To assess the relationship between homeless housing sites and housing property value, I use

the Los Angeles county’s office of the assessor annual assessment roll for all parcels between

2015-2019. The assessment data contain housing conditions such as square feet, number of

units, number of bedrooms and bathrooms, year structure was built, and the property value,

based on Proposition 13 base year. This is an imprecise measure of housing prices since

13See https://data.lacity.org/A-Safe-City/Crime-Data-from-2010-to-Present/63jg-8b9z for
details on the data.

14Crimes not reported in the LAPD are not included in the dataset. Thus, some crimes committed in
adjacent jurisdictions, such as the city of Santa Monica, or by the Los Angeles Sheriff Department, is not
captured. Nonetheless, the LAPD data contain the vast majority of crimes occurring in the city of LA.

80

https://data.lacity.org/A-Safe-City/Crime-Data-from-2010-to-Present/63jg-8b9z


assessments differ than transaction values. Therefore, I perform the analysis only for parcels

whose year base of valuation is the current year of data, since most of these assessments

reflect a housing transaction, and the assessed value is in most cases the transaction value.

2.4 Empirical Strategy

2.4.1 Measuring Local Exposure to Homeless Housing Sites

The goal of the study is to measure exposure of each local community to homeless housing

sites in the city of Los Angeles. I start by defining a local community according to the 1,000

census tracts within the city boundaries of Los Angeles. A census tract is an area roughly

equivalent to a neighborhood established by the Bureau of Census for analyzing populations.

The average census tract in the city of Los Angeles had an average population of 3,800 in

2010 and has an average area of .48 square miles.

The identification strategy relies on variation across and within census tracts in exposure

to homeless housing sites. The most straightforward measure for a census tract’s exposure

to homeless housing site would indicate whether there are any active sites in the census

tract and might also consider the overall bed inventory in these sites. However, the HIC

and PIT data indicate that only about 10 percent of the census tracts in the city of Los

Angeles had a homeless site in their boundary at some point in time, implying that most

census tracts in the city would not be exposed to homeless housing at all by this measure.

Moreover, assigning exposure in such a manner is limited to census tract boundaries and

ignores spillovers of housing sites in one census tract to neighboring census tracts. For

example, consider a housing site that lies in census tract A and is closer to the border of

census tract B than to the farthest point within site A. Using census tract boundaries to

assign exposure would imply that exposure depends on artificial geographic boundaries and

ignores distance from site as an important factor for exposure.

Therefore, I develop an exposure measure to homeless housing sites for each census tract
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that allows each housing site to affect a census tract based on distance and capacity regardless

of census tract boundaries, allowing for a more flexible and continuous exposure measure that

allows census tracts that do not have an active housing site within their formal boundaries

to be exposed to homeless housing sites to some extent. Formally, a census tract exposure

to homeless housing sites is defined in the following way:

Hit =
∑
s

f(bst)

g(cis, dis; r)
(2.1)

where f(bst) is a function of bed capacity of site s in time t, bst and g(cis, dis; r) is a

function that takes as input an indicator for whether site s is located within census tract i,

dis is the distance between the centroid of census tract i and site s, and r is the radius of a

circle whose center is the centroid of the census tract. The exposure measure is a weighted

sum of homeless designated beds weighted by their vicinity to the census tract and can be

thought of as the number of designated homeless beds in the census tract and its vicinity.

The exposure measure Hit varies over time due to opening and closing of homeless housing

sites, in addition to expansion and contraction of bed inventory in these sites. The size of

the site and its distance to the census tract determine the census tract’s exposure to the site,

such that bigger and closer sites have more influence than smaller and farther sites.

Figure 2.3 provides an example of the forces that drive the variation in Hit. The figure

shows the map of the census tracts of the city council district 2 of the city of Los Angeles and

the homeless housing sites that are in its vicinity for 2015 and 2016. Each circle represents

a homeless housing site, and larger circles represent sites with larger bed capacity. The star

in the figure represents the centroid of one of the census tracts. For 2015, all active housing

sites are connected through a dashed line to the centroid of the tract. The census tract’s

exposure to each housing site depends on the distance from the site (shorter distances get a

larger weight) and the size of the site (larger circles get a larger weight). The overall sum

of the weighted lines represents the census tract’s overall exposure to homeless housing sites
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in 2015. The 2016 figure shows that the census tract’s exposure to homeless housing sites

changes over time because new sites open (green circles), closed (dashed black lines), expand

(blue circles), or decrease their capacity (yellow circles). The figure provides an example of

the large amount of variation in overall exposure to homeless housing sites that is attributed

to a census tract with no homeless housing site within its boundaries in 2015 and 2016.

Figure 2.3: Visual Example of a Local Community Exposure to Homeless Housing Sites

Source: The figures show a map of the census tracts of the second council district of the city of Los Angeles
and the homeless housing sites in its vicinity in 2015 and 2016, respectively. For 2015, all active homeless
housing sites are represented by green circles, where larger circles imply that a site has a larger bed capacity.
For 2016, all circles represent homeless housing sites, where green circles represent sites that opened in the
previous year, blue circles represent sites that increased their bed capacity in the previous year, and yellow
circles represent cites that decreased their bed capacity in the previous year. The start in both figures
represent the centroid of a random census tract in the map. Each housing site is connected to the centroid
of the census tract through a dashed line, where an orange line represents an active site and a black line
represents a site that has closed in the previous year.

The baseline specification for the exposure measure Hit assumes that exposure to home-

less housing sites increases linearly with site size and decreases exponentially with distance.

Specifically, the baseline exposure measure is:
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Hit =
∑
s∈i

bst +
∑
s 6∈i

bst
1 + exp(dis)

× 1{dis < r} (2.2)

This measure implies that a census tract’s exposure to homeless housing sites is com-

prised from two components. First, the number of beds in housing sites that are within

the boundaries of the census tract. Second, the number of beds in housing sites that are

not within the boundaries of the census tract but whose distance from the centroid of the

census tract is less than r, weighted by one plus the exponential of the distance between

the site and the centroid of the tract. For example, suppose that there are two homeless

housing sites in radius r of census tract i in time - site A and site B. Site A is located within

the census tract’s boundaries and has 10 beds, while site B is located outside of the census

tract’s boundaries at a distance of one mile from the centroid of census tract i, and has 20

beds. The overall exposure measure would be:

Hit = bAt +
bBt

1 + exp(diB)
= 10 +

20

1 + exp(1)
= 10 + 5.38 = 15.38 (2.3)

which implies that census tract i is exposed to 15.38 homeless beds in time t, 10 beds

from site A, and 5.38 distance-weighted beds from site B. This example demonstrates that

although site B is twice as large as site A, its effect on census tract i is approximately half

of that of site A because it is farther from the census tract.

Figure 2.4 further demonstrates the benefit of using a distance-weighted exposure measure

rather than a boundary-based exposure measure. The left figure presents the näıve exposure

measure by showing the number of designated homeless beds in each census tract in the city

of Los Angeles in 2015, based on the Housing Inventory Count (HIC) data. Census tracts

colored in teal have no beds in their area, and tracts with any shade of red have at least

one bed in their area, and the darker the red the larger the number of beds in the census

tract. According to this measure, 894 census tracts out of 1,000 don’t have homeless housing

sites within their boundary, so their exposure to homeless housing is zero. The right figure
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presents the exposure of a census tract to homeless housing sites that serve single adults in

the city of Los Angeles in 2015, based on the exposure measure described above. The white

circles in the figure represent the active homeless housing sites in the CoC that were active

in 2015. Census tracts with a darker shade of red are exposed to a larger number of beds in

their vicinity. According to this measure, all census tracts have some exposure to homeless

housing sites, where proximity and size of sites determine the overall exposure of the census

tracts, allowing for a smoother change in exposure between census tracts.

Figure 2.4: Exposure to Homeless Housing Sites in the Census Tracts of the city of Los
Angeles - 2015

Source: The left figure presents the number of active homeless housing sites that serve single adults in the
city of Los Angeles in 2015, based on the Housing Inventory Count (HIC) data. The overall number of single
site beds for single adults in the city is 15,101. Census tracts colored in teal have no beds in their area,
and tracts with any shade of red have at least one bed in their area, and the darker the red the larger the
number of beds in the census tract. The blue line marks the boundaries of the 15 city councils of the city
Los Angeles. The right figure presents the exposure of a census tract to homeless housing sites that serve
single adults in the city of Los Angeles in 2015, based on the exposure measure described in the text. The
white circles in the figure represent all of the active homeless housing sites in the CoC that were active in
2015. Census tracts with a darker shade of red are exposed to a larger number of beds in their vicinity.
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2.4.2 Estimating the Effect of Exposure to Homeless Housing Sites

The empirical analysis in this study evaluates the impact of homeless housing sites on local

communities by addressing three questions. I begin by asking whether local communities

with increased exposure to homeless housing sites experience a decline in street homelessness.

I then ask how the increased exposure to homeless housing sites affected overall and homeless-

related crime rates in these communities. Finally, I inquire how the increased exposure to

homeless housing sites affected housing prices in these communities. The outcomes used in

the analysis are at the census tract level, my definition of a local community.

For each outcome, I stack data for each year from 2015 through 2019 and estimate the

following equation:

yit = αi + γt + βHit + εit (2.4)

where yit includes: street homelessness density and its components (overall, individual,

vehicle, and encampment count), crime and homeless-related crime densities, and average

value of a housing unit in the community. The right hand side includes census tract fixed

effects αi, time fixed effects γt, and the main variable of interest Hit which measures the

community’s exposure to designated homeless beds as defined according in Equation 2.2.

The coefficient of interest β can be interpreted as the impact of an additional homeless

designated bed in the census tract’s vicinity on outcome yit.

The location of homeless housing sites is not random. In particular, they tend to be

established in areas with lower property values where the crime rates are higher and street

homelessness is more prevalent. The empirical strategy outlined above relies on the fact

that conditional on time and community-level trends, the additional exposure to homeless

housing sites is exogenous to street homelessness, crime rates, and property values. This

assumption might fail if changes in street homelessness, homeless-related crimes, or housing

prices in a census tract is leading city officials and decision makers to change homeless

86



housing allocations in the census tract. In order to overcome this problem, I propose using an

instrumental variable strategy that will predict a census tract’s exposure to homeless housing

based on the idea that it is easier to expand existing housing sites or build new housing

sites in communities that already have a homeless housing site in them. The identification

assumption is based on the fact that additional funding for homeless housing sites will

tend to go to existing sites or communities with existing sites regardless of trends in street

homelessness, crimes, and housing values.

Specifically, I look at the distribution of the distance-weighted homeless housing exposure

measure in 2012 and assign the share of exposure to homeless housing sites from the overall

exposure to homeless housing sites in Los Angeles county for each census tract. Then, for

each year between 2015-2019, I compute the total exposure to homeless housing sites in the

county and predict the census tract-specific exposure using the 2012 shares, based on the

assumption that the relative exposure remains steady over time despite the growth/decline

in overall exposure. Formally, Hit in Equation 2.2 is instrumented with:

Zit =
Hi2012∑
j Hj2012

×
∑
j

Hjt (2.5)

where Hi2012 is the initial (2012) exposure to homeless housing sites of census tract i, and

Hjt is the exposure to homeless housing sites of census tract j in year t. The instrument

relevance assumption requires that Zit predicts Hit and the exclusion restriction assumption

requires that it does not affect street homelessness, homeless-related crimes, and property

values directly. If these two assumptions are satisfied, using Zit as an instrumental variable

recovers the causal effect of exposure to homeless housing sites in a census tract on street

homelessness, crime rates, and property values.
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2.5 Results

2.5.1 First-Stage Results

Table 2.3 presents first stage results for the relationship between actual and predicted

distance-weighted designated homeless beds, after partialling out census tract and year or

city-council district by year fixed effects. In columns 1 and 2, the dependent variable is

the distance-weighted designated homeless beds, and the regressor is the predicted distance-

weighted designated homeless beds as described in Equation 2.2 and Equation 2.4, respec-

tively. Columns 3-4 and 5-6 replicate columns 1 and 2 by standardizing the dependent

variable and the regressor by the area of the census tract (in square miles) and by the 2010

population of the census tract, respectively. In all cases, the F-stat is very high, and there

is a strong and significant relationship between the homeless housing sites exposure measure

and the instrument.

Table 2.3: First Stage Regressions

Dependent Variable: Distance-Weighted Designated Homeless Beds

(1) (2) (3) (4) (5) (6)

Predicted Distance-Weighted Beds 0.677*** 0.707*** 0.559*** 0.570*** 1.897*** 1.927***
(0.0813) (0.0898) (0.0379) (0.0423) (0.185) (0.157)

Standardized By: Levels Levels Area Area Population Population

City-Council District Time Trends No Yes No Yes No Yes

F-stat 69.4 62.1 218.1 181.8 105.4 151.1
R-Squared 0.992 0.994 0.996 0.997 0.96 0.961
Number of Census Tracts 1,000 1,000 1,000 1,000 999 999
Observations 5,000 5,000 5,000 5,000 4,995 4,995

Notes: The sample includes a balanced panel of the 1,000 census tracts of the city of Los Angeles in each year from 2015 to
2019. The dependent variables in all specification is the distance-weighted homeless designated beds and the instrument is
the predicted distance-weighted homeless designated beds, as described in the text. In columns 1 and 2, the dependent and
explanatory variables are in levels. In columns 3 and 4, the dependent and explanatory variables are standardized by the area
(in square miles) of the census tract. In columns 6 and 6, the dependent and explanaotry variables are standardized by the
population of the census tract. All specifications include year and census tract fixed effects. In columns 2,4, and 6, city-council
district by time fixed effects are included. F-stat for the null hypothesis that the coefficient of the instrument is zero is displayed.
Robust standard errors, clustered at the census tract level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.

Figure 2.5 reports the graphical analogue of column 2, plotting the relationship between
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the distance-weighted designated homeless beds and the instrument, after partialling out

census tract and city-council district by year fixed effects. Overall, Table 2.3 reassures that

the first stage relationship is robust to standardizing by area and/or population, and that it

is also robust to city-council district time trends.

Figure 2.5: First Stage: Actual vs. Predicted Distance-Weighted Designated Homeless Beds

Source: The y-axis (resp. x-axis) reports the actual (resp. predicted) number of distance-weighted designated
homeless beds for each of the 1,000 census tracts of the city of Los Angeles for each calendar year from 2015 to
2019. Each point in the scatter diagram represents the residual change in census tract’s actual and predicted
distance-weighted designated homeless beds after partialling out census tract and year by city-council district
fixed effects. Distance-weighted and predicted distance-weighted beds are constructed as described in the
text. The solid line shows the regression coefficient (coefficient = 0.707, standard error = 0.089).

2.5.2 Street Homelessness

The effect of homeless housing sites on street homelessness is ambiguous. On the one hand,

it is expected that additional beds would reduce street homelessness by allowing some in-

dividuals who would have been sleeping on the streets to get housing. On the other hand,
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the presence of homeless housing sites might attract individuals from other areas, creating

a “queue” of people sleeping on the streets and waiting for space to open. This section

documents that an increase in the designated homeless beds in the vicinity of the census

tract is associated with a decline in street homelessness in the census tract.

In Table 2.4, I study the effects of homeless housing sites on street homelessness. Through-

out the paper, Panels A and B always present, respectively, OLS and 2SLS estimates. I also

report the mean of the dependent variables as well as the KP F-stat for weak instruments at

the bottom of all tables. The coefficients on the exposure to homeless housing measure can

be interpreted in the following ways. First, an additional one bed within the census tract

boundaries increases the exposure of the census tract to homeless housing by one distance-

weighted beds. Alternatively, an additional site with 20 homeless designated beds that is

approximately 2.5 miles away from the centroid of the census tract increases the exposure of

the census tract to homeless housing by one distance-weighted beds. The mean and standard

deviation of the distance-weighted designated homeless beds of a census tract is 81 and 173,

respectively.

Homeless housing sites have a negative and statistically significant effect on street home-

lessness. The coefficient in column 1 of Panel B implies that additional distance-weighted

bed in the vicinity of the census tract decreases the annual unsheltered homeless count by

.186 individuals, or equivalently, additional five distance-weighted beds in the vicinity of the

census tract decreases the annual street count by approximately one individual, relative to

an average of 22 unsheltered individuals in an average census tract. Columns 2-4 present

the results for the three components of the annual unsheltered count: individuals count,

individuals staying in vehicles/RVs, and individuals staying in tents/encampments. The co-

efficients on individuals count and individuals staying in vehicles/RVs are negative but not

statistically significant, while the coefficient on individuals staying in tents/encampments is

negative and statistically significant, and it implies that four additional distance-weighted

beds are associated with one less individuals in tents/encampments. All the 2SLS coefficients
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Table 2.4: The Effect of Homeless Housing Sites on Street Homelessness

(1) (2) (3) (4)

Dependent Variable (in levels): Street Count Individuals Vehicles Encampments

Panel A: OLS
Distance-Weighted Beds -0.103** -0.0947** -0.00847 -0.139***

(0.0461) (0.0446) (0.00978) (0.0409)

Panel B: 2SLS
Distance-Weighted Beds -0.186* -0.170 -0.0160 -0.255***

(0.111) (0.106) (0.0135) (0.0563)

F-stat 62.12 62.12 62.12 62.12
Mean Dependent Variable 22.1 13.8 8.3 6.7
Observations 5,000 5,000 5,000 5,000

Notes: The sample includes a balanced panel of the 1,000 census tracts of the city of Los Angeles in each year from 2015 to
2019. The dependent variable in column 1 is the annual unsheltered homeless street count of the census tract. The dependent
variables in columns 2-4 are the three categories of the unsheltered count - individuals count, individuals in vehicles count,
and individuals in camps/encampments counts respectively. Panels A and B present OLS and 2SLS results for the baseline
specification. Distance-Weighted Beds is the measure of exposure to homeless housing sites as described in the text, and it
is instrumented using the baseline version of the instrument described in the text. F-stat refers to the K-P F-stat for weak
instrument. All specifications include census tract and city-council district by year fixed effects. Robust standard errors,
clustered at the census tract level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.

are double the size of their respective OLS coefficients, implying that there is a positive omit-

ted variables bias from unobserved confounders at the census tract level, suggesting that at

most, additional homeless housing sites do not increases the street homelessness categories

of individuals and people in vehicles/RVs.

Taken together, the finding in Table 2.3 suggest that additional 4-5 designated homeless

beds in the census tract and its vicinity are associated with approximately one less unshel-

tered individuals in the annual street count, and that this decrease is driven mostly by a

decline in the number of individuals living in tents/encampments.

2.5.3 Crime

One of the arguments that often rise in objections to the developments of homeless housing

sites in a neighborhood is that these sites will lead to an increase in crime, since homeless
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individuals are more likely to commit crimes, and violent crimes in particular. On the other

hand, if homeless housing sites reduce street homelessness, it can indirectly lead to reductions

in homeless-specific crimes and overall crime n particular, since it reduces the potential for

such crimes.

In Table 2.5, I study the effects of homeless housing sites on crime. I focus on three types

of crimes – overall crime incidents, crime incidents where a homeless individual is involved,

crime incidents where the suspect is homeless. All crimes are standardized in two way.

First, the crime incidents considered are those incidents that occurred during the month of

January in each year, such that the proximity of the timing of the crimes will be the same as

the timing of the annual Point-in-Time (PIT) and Housing Inventory Count (HIC). Second,

crime incidents are divided by the area of the census tract (in square miles) and reflect the

crime density of the census tract.15

Homeless housing sites have a negative and statistically significant effect on crime in

general and on homeless-related crime in particular. The coefficient in column 1 of Panel B

implies that additional distance-weighted bed in the vicinity of the census tract decreases the

January crime density by approximately .2 crimes per square mile, or equivalently, additional

five distance-weighted beds in the vicinity of the census tract decrease the January crime

density by approximately one crime per square mile, relative to an average of 80 crimes

per square mile per month in an average census tract. Columns 2-3 present the results for

homeless-related crimes and crime incidents where the suspect is homeless. The coefficients

on both type of crimes are negative and statistically significant with a coefficient of .16,

implying that six additional distance-weighted beds are associated with one less crimes where

a homeless individual is involved or is the suspect, respectively. Consistent with the results

for street homelessness in Table 2.4, all 2SLS coefficients are more than twice the size of their

respective OLS coefficients, implying that there is a positive omitted variables bias from

15Ihlanfeldt and Mayock (2010) argue that crimes per unit of land better reflect the probability of exposure
to crime than crime rates at levels of geography smaller than city-level.
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Table 2.5: The Effect of Homeless Housing Sites on Crime

(1) (2) (3)

Dependent Variable (per square mile): Overall Crimes Homeless-Related Crimes Homeless-Suspect Crimes

Panel A: OLS
Distance-Weighted Beds -0.0631* -0.0829*** -0.0689***

(0.0326) (0.0321) (0.0251)

Panel B: 2SLS
Distance-Weighted Beds -0.191* -0.166*** -0.161***

(0.107) (0.0627) (0.0490)

F-stat 62.12 62.12 62.12
Mean Dependent Variable 80.42 3.16 2.50
Observations 5,000 5,000 5,000

Notes: The sample includes a balanced panel of the 1,000 census tracts of the city of Los Angeles in each year from 2015
to 2019. The dependent variable in column 1 is the crime density for the month of January, defined as the number of crime
incidents that occurred in the month of January over the area of the census tract in square miles. The dependent variable
in columns 2 and 3 are the respective crime densities for the month of January for crimes where a homeless individual was
involved and where a homeless individual was the suspect, respectively. Panels A and B present OLS and 2SLS results for the
baseline specification. Distance-Weighted Beds is the measure of exposure to homeless housing sites as described in the text,
and it is instrumented using the baseline version of the instrument described in the text. F-stat refers to the K-P F-stat for
weak instrument. All specifications include census tract and city-council district by year fixed effects. Robust standard errors,
clustered at the census tract level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.

unobserved confounders at the census tract level that are correlated with the development

of homeless housing sites.

Taken together, the findings in Tables 3 and 4 suggest that additional designated homeless

beds in the census tract and its vicinity are associated with approximately lower levels of

street homelessness and crime, consistent with the idea that street homelessness is a bigger

generator of crime relative to homeless housing sites.

2.5.4 Housing Prices

The biggest argument regarding the development of homeless housing sites in a neighborhood

is that these sites will reduce housing prices, making the residents of the neighborhood bear

higher costs for a solution to a problem that affects the general population. Such opposition is

often termed NIMBY (“Not in My Back Yard”), since neighborhood’s residents are likely to

support a solution to the problem in general, but will oppose to a solution that would impose
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potential higher cost for them. In the case of homeless housing sites, local residents will be

more likely to object to the development of such sites in their neighborhood for two reasons.

First, local residents might genuinely be concerned that such sites would attract homeless

individuals from other areas, exacerbating or creating a problem of street homelessness in

their community, and that this problem would increase crime and reduce the sense of security

in the neighborhood, leading to lower housing prices. Second, even if such housing sites will

cause the negative effects mentioned, the residents might be concerned from a stigma effect

cause by these sites, which will lower housing prices in the neighborhood.

In Table 2.6, I study the effects of homeless housing sites on housing prices. I use the Los

Angeles County’s Assessor parcel data for the roll years 2015-2019. For each census tract,

the median value of a residential unit is used in column 1. In column 2, the median value

of a residential unit that was assessed in the recent year, implying that the property was

likely involved in a housing transaction in the recent year, and that the assessment value

reflects the transaction price. The number of observations in this analysis is 4,969 and 4,891,

respectively, since a small number of the census tracts do not have any residential parcels in

their territory, and that some of the tracts with residential parcels in their territory did not

have any new assessments from 2015 to 2019.

The analysis in Table 2.6 shows that homeless housing sites have a positive effect on

median housing unit value, although this effect is not significant, and a positive and sta-

tistically significant effect on median housing price. The coefficients in columns 1 and 2 of

Panel B imply that ten additional distance-weighted bed in the vicinity of the census tract

increases the median housing value by $270 (in 2019 prices), relative to a mean of $312,191

(a 0.1 percent increase), and increases median housing price density by $5,440, relative to a

mean of $592,180 (a one percent increase). These results are consistent with the results for

the impact of homeless housing sites on street homelessness and crime, and with the hedonic

pricing model of Rosen (1972). Specifically, if street homelessness and crime are considered

“bad” amenities, a reduction in them is expected to increase housing prices. The results
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Table 2.6: The Effect of Homeless Housing Sites on Housing Prices

(1) (2)

Dependent Variable (Median Value): Housing Unit Value Housing Unit Price

Panel A: OLS
Distance-Weighted Beds 34.98** 144.9

(14.42) (90.70)

Panel B: 2SLS
Distance-Weighted Beds 26.81 543.6**

(26.31) (268.1)

F-stat 62.12 62.12
Mean Dependent Variable (in 2019 prices) 312,191 592,180
Observations 4,969 4,891

Notes: The sample in columns 1 and 2 includes a balanced panel of 994 and 982 census tracts of the city of Los Angeles in each
year from 2015 to 2019, respectively. The dependent variable in column 1 is the median housing unit value (in 2019 prices)
out of all housing units in the census tract from the assessor parcel assessments data, regardless of whether or not they were
assessed in the recent year. The dependent variable in columns 2 is the median housing unit assessment value (in 2019 prices)
for housing units that were assessed in the recent year by the assessor, implying that a transaction or change in value has
occurred during the year. Panels A and B present OLS and 2SLS results for the baseline specification. Distance-Weighted Beds
is the measure of exposure to homeless housing sites as described in the text, and it is instrumented using the baseline version
of the instrument described in the text. F-stat refers to the K-P F-stat for weak instrument. All specifications include census
tract and city-council district by year fixed effects. Robust standard errors, clustered at the census tract level, in parenthesis.
*** p < 0.01; ** p < 0.05; * p < 0.1.

on property values also suggest that the indirect impact of reduced street homelessness and

crime on housing sites is larger compared to the direct negative stigma effect that occurs

through the development of a homeless housing site in the neighborhood.

2.6 Conclusions

Homelessness is a phenomenon that is getting more and more attention from the public and

from decision makers in recent years. In Los Angeles County, the scope of the homelessness

problem is getting bigger each year, yet housing sites for the homeless are not being developed

fast enough, partly due to opposition from local residents who fear that such sites will

exacerbate the homelessness problem in their neighborhood while decreasing property values
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in addition.

This paper provides the first attempt to evaluate the local effects of homeless housing sites

on street homelessness, crime, and housing prices in a unified framework. The setting chosen

for the analysis is the city of Los Angeles from 2015 in 2019, and the unit of analysis chosen

to represent a neighborhood are the city’s census tracts, 1,000 in number. I develop a novel

measure for the exposure of homeless housing sites on a neighborhood, which is based on the

weighted sum of distances between homeless housing sites and a neighborhood’s centroid,

essentially providing a continuous and smooth distance-weighted sum of designated homeless

beds in the neighborhood and its vicinity, allowing for neighborhoods that do not have any

homeless housing sites within their boundaries to be exposed to homeless housing sites.

Using variation in the exposure to homeless housing sites of census tracts in the city of Los

Angeles between 2015 and 2019, combined with an instrument based Bartik’s (1993) shift-

share instrument, I find that increased exposure to homeless housing sites leads to reduction

in street homelessness and homeless-related crimes, and also to an increase in housing prices.

The findings in this paper may be specific to the conditions prevailing in Los Angeles

county between 2015 and 2019. However, they may still be relevant for the design of policies

aimed at dealing with the problem of homelessness, since Los Angeles is only second to

New York City in the size of the homeless population, and has the largest unsheltered

homeless population in the United States. My results suggest that, despite local residents’

concerns regarding the development of homeless housing sites, these sites actually reduce

street homelessness and crime, and also increase housing prices. Thus, this paper provides

evidence in favor of the development of homeless housing sites in neighborhoods with a

problem of street homelessness, and it can ease the development of such sites by providing

evidence regarding the impact of such sites on the neighborhood.
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CHAPTER 3

The Effects of Immigration on the Economy: Lessons

from the 1920s Border Closure

(with Ran Abramitzky, Philipp Ager, Leah Boustan, and Casper Worm Hansen)

3.1 Introduction

This paper studies the economic effects of the 1920s border closure, one of the most fun-

damental changes to United States immigration policy in the past century. In the early

twentieth century, European immigrants faced few restrictions for entry into the US, and

roughly 1 million immigrants arrived on the nation’s shores each year, relative to the US

population of 92 million in 1910. This era of open immigration ended in the 1920s with a

series of increasingly restrictive immigration quotas, eventually limiting entry from affected

countries to 150,000 a year.1 As a result, the foreign-born share of the population fell from

14 percent in 1920 to 5 percent in 1970 (see Figure 3.1). Because there have been few such

drastic changes in immigration policy in US history, this episode offers a rare window into

how the economy might adapt to policies that aim to reduce immigrant flows substantially,

including a number of recently proposed restrictions in the United States and the European

Union.

The public debate on the economic impact of immigration typically focuses on the effect

1The US quotas were part of a global movement away from open immigration, mirrored by Canada,
Argentina and other New World economies (Timmer and Williamson, 1998).
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of immigrant arrivals on employment and wages of the native born. Like today, contemporary

observers in the early twentieth century debated the likely effect of immigration restrictions

on the existing workforce. Jeremiah Jenks, an economist at Cornell and member of the

Dillingham Commission convened by Congress to study immigration, argued that immigrants

displaced the US-born from the manufacturing and mining sectors and lowered wages, writing

that “it is undoubtedly true that the availability of the large supply of recent immigrant

labor has prevented an increase in wages which otherwise would have resulted during recent

years from the increased demand for labor” (Jenks and Lauck, 1912, p. 195). Others

disagreed, suggesting that low-skilled immigrants were complements to the higher-skilled

US-born workforce. Edward Steiner, professor at Grinnell College, asserted that “not many

have been crowded out [by immigration]. . . the [US born] do not care to go back to the track,

the pickax and the shovel” (Steiner, 1909, p. 190-91). The agricultural sector also lobbied

against immigration quotas, asserting that immigrant workers were willing to perform farm

labor tasks that the US-born workforce refused to do (Wang, 1975).

We begin our analysis by comparing the economic status of US-born workers in labor

markets that were more or less exposed to the quota policy. A simple version of neo-classical

economic theory would predict that a decline in immigrant labor supply would result in better

economic opportunities for existing workers. However, as has been found in many historical

and contemporary studies, we see no evidence here that US-born workers benefited from the

border closure. The Census did not collect data on wages and salary until 1940. Using a new

proxy for individual income, we find that, if anything, US-born workers experienced falling

income primarily due to occupational downgrading (see also: Tabellini, 2019 and Price, vom

Lehn and Wilson, 2020).

The main goal of the paper is then to explain why restricting immigration did not benefit

the average US-born worker living in exposed labor markets. We find that local economies

adapted to this dramatic policy by substituting toward other sources of labor and capital.

Urban areas adjusted to the loss of immigrant labor by attracting new workers, including

98



some US-born workers and some immigrants who were not covered by the policy (primarily

Mexicans and Canadians), leaving the manufacturing sector relatively unaffected in terms

of total employment, capital investment and wages. By contrast, in rural areas, the loss

of immigrant workers encouraged landowners to invest in more farm capital and to shift

away from labor-intensive crops, which deterred US-born workers from moving into affected

rural areas. The mining industry, which had been highly dependent on immigrant labor and

which did not have adequate forms of substitutable capital until the 1940s, contracted after

the border closure, both in workforce and in capital stock. Our findings are consistent with

modern evidence that firms engage in a series of adaptions to the loss of immigrant labor,

such as substituting into capital-intensive production (Lewis, 2011) or attracting internal

migration to the area (Dustmann, Schönberg and Stuhler, 2017).

Our research strategy relies on classifying labor markets as more or less exposed to the

national immigration quota based on the historical country-of-origin composition of their

immigrant population. The 1920s quota laws restricted immigration from some sending

countries more than others. Most of the slots were reserved for entrants from the United

Kingdom, Ireland, and Germany, leaving only a small proportion of the overall quotas avail-

able for immigrants from Southern and Eastern Europe, such as Russia and Italy. Immigrants

from the Western Hemisphere, including Mexico and Canada, were entirely exempted from

the quota laws.2

It is natural to think of our variation in the context of a simple difference-in-differences

design. Controlling for the initial foreign-born share of an area, labor markets that had larger

clusters of Russians or Italians, for example, were more affected by the policy than areas

with clusters of Irish and Germans because immigrants tend to settle in areas with already

established networks from their home country (Bartel, 1989). At the extreme, a labor market

2Although Mexican immigrants were not subjected to a restrictive quota, the cost of entry through official
entry ports rose in 1921. Mexican entrants were required to pay a ten dollar visa fee and were subjected to
“a degrading procedure of bathing, delousing, medical line inspection, and interrogation” (Ngai, 2003, p. 85;
Markel and Stern, 2002; Escamilla-Guerrero, 2019). Many Mexican entrants bypassed official entry ports as
a result.
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that had exclusively Italian immigrants would have been treated by the quota policy, while a

labor market that had exclusively German immigrants would not. In reality, labor markets

will vary more continuously in the share of the population hailing from affected countries.

Conceptually, our approach is similar to Clemens, Lewis and Postel (2018), who studied the

ending of the Bracero guest worker program for Mexican immigrants in 1965, as well as to

studies of trade liberalization on local economies (e.g., Kovak, 2013 and Dix-Carneiro and

Kovak, 2017).

Our estimation relies on the identifying assumption that local labor markets with a

greater or lesser share of their foreign-born population from quota-restricted countries would

not have diverged in the 1920s if not for the border closure. We provide evidence in support

of this parallel trends assumption in a few ways. First, we use a Lasso procedure to assess

whether our measure of quota exposure is correlated with any other initial characteristics

(beyond Census division and initial foreign born share of the population) that might generate

differential trends across locations.3 Second, we assess pre-trends by considering a placebo

policy date for the border closure: what if the border closure movement, which passed a

literacy test in both the House and the Senate in 1896 (vetoed by President Cleveland),

had been successful in restricting immigration circa 1900, rather than in the 1920s? Yet, we

find that exposed labor markets did not experience declining immigration after this placebo

policy, nor did they attract internal migration.

Our analysis shares some features with shift-share instruments because it relies on initial

immigrant settlements to determine labor market exposure to the national quota policy

(Bartik, 1991, Card, 2001). Jaeger, Ruist and Stuhler (2018) encourage caution in applying

shift-share methods to the study of immigration, documenting high rates of serial correlation

across decades in the areas that receive large immigration flows. However, the sharp change

in immigration policy between the 1900s and 1920s lessens concerns about serial correlation

3We find only one such covariate – the share of the labor force employed in agriculture, and then only
for the urban sample (many urban labor markets at the time were close to farmland). Results are robust to
controlling for trends by shared employed in agriculture.
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in our context (correlations between immigration flows to a location over time are above 0.96

from 1980-2010, but are -0.16 in our setting).

Our paper contributes to a growing consensus that a loss of immigrant labor may not

generate employment opportunities for native-born workers, as immigrants can be readily

replaced with mechanization or automation in some industries. LaFortune, Tessada and

González-Velosa (2015) and Lew and Cater (2018) show that the slowing of immigration in

the early twentieth century hastened mechanization on American farms. Similarly, Hornbeck

and Naidu (2014) find that southern planters responded to black out-migration by investing

in farm capital, and Clemens, Lewis and Postel (2018) document the same following restric-

tions against Bracero farm workers. In an urban setting, Lewis (2011) estimates that areas

that received more low-skilled labor in the early 1990s were slower to adopt numerically

controlled machines and other forms of factory automation.

We also add to the discussion of whether immigrant arrivals encourage native-born work-

ers to leave certain labor markets, suggesting a degree of “displacement.” There is a large

body of work that comes to mixed conclusions about whether and to what extent immigrants

displace US-born workers from local labor markets (Filer, 1992; Wright, Ellis and Reibel,

1997; Card and DiNardo, 2000; Card, 2001; Borjas, 2006; Peri and Sparber, 2011; Wozniak

and Murray, 2012). Most recently, Dustmann, Schönberg and Stuhler (2017) document net

declines in internal migration in German labor markets in response to Czech arrivals. We

find a one-for-one replacement of lost immigrant workers in urban settings, particularly in

manufacturing, but, if anything, a displacement of US-born workers from rural areas follow-

ing immigrant losses, as farmers shifted to capital-intensive production and prospective farm

workers moved away.

A policy as all-encompassing as closing the border to new immigration had a complex

set of welfare effects on US-born workers. Some workers gained (e.g., those who moved into

urban areas to take manufacturing jobs) and other workers lost out (e.g., those who remained

in rural areas). Our paper complements recent work documenting the wide-ranging effects
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of the 1920s border closure on the US economy and society.4 These studies show that

the immigration quotas reduced scientific discovery and patentable ideas (Doran and Yoon,

2018; Moser and San, 2019), but also had a small (but detectable) effect on dampening

the spread of communicable disease (Ager, Feigenbaum, Hansen and Tan, 2019). Areas

that experienced falling immigration after the border closure also became more receptive to

redistribution (Tabellini, 2019).5

3.2 Immigration Policy in the Early Twentieth Century

America had an open immigration policy toward European immigrants in the 150 years after

its founding, punctuated by periodic outbreaks of anti-immigrant sentiment (Hutchinson,

1981; Higham, 2002).6 The first national attempt at broad immigration restriction was a

bill requiring a literacy test for entry to the US, which was proposed (but not adopted) in

1891 (Fairchild, 1917). The Dillingham Commission, which was convened by Congress in

1906 to study immigration, recommended applying literacy and wealth tests for immigrant

entry, alongside numerical limits on immigration. A literacy test was eventually adopted in

4Our paper subsumes Ager and Hansen’s working papers (2016, 2017), which were the earliest studies to
analyze the effect of the immigration quotas on economic outcomes. Greenwood and Ward (2015), Massey
(2016), and Ward (2017) examine how the quotas of the 1920s changed the skill selection and probability
of return migration for European migrants. Collins (1997) and Xie (2017) have studied the relationship
between the border closure and the advent of the Great Black Migration. Both Tabellini (2019) and Price,
vom Lehn and Wilson (2020) analyze occupation-based earnings of US-born workers in cities.

5Other immigration policies that have been studied by economists are the Chinese Exclusion Act of 1882
(Chen, 2015), and contemporary legislation to address undocumented migration, including the Immigration
Reform and Control Act (Philipps and Massey, 1999; Freedman, Owens and Bohn, 2018) and Secure Com-
munities (Miles and Cox, 2014). In a related modern paper, Allen, Dobbin, and Morten (2019) study the
expansion of border fencing to deter illegal entry from Mexico.

6The arrival of poor Irish immigrants escaping the Great Famine of the 1840s gave rise to the (short-lived)
nativist Know-Nothing party and a series of state-level regulations – particularly in Massachusetts and New
York – allowing for aliens “likely to become a public charge” to be barred from entry or deported after
arrival (Hirota, 2017; Alsan, Eriksson and Niemesh, 2018; Collins and Zimran, 2019). At the national level,
the Chinese Exclusion Act of 1882 was followed by a series of incremental restrictions on contract labor and
the entry of criminals, paupers, and other ‘undesirable’ groups (Daniels, 2004; Lew-Williams, 2018; Okrent,
2019).
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Figure 3.1: Foreign-Born Stock as a Percentage of the US Population (1850-2010)

Source: This Figure corresponds to Panel B of Figure 1 from Abramitzky and Boustan (2017). Authors’
calculations based on Integrated Public-Use Microdata Series (IPUMS) samples of US Census (Ruggles et
al. 2010).

1917, but, by then, was deemed ineffective, both because it was poorly enforced and because

literacy rates in Europe had risen rapidly.

After a series of unsuccessful attempts to close the border, the era of open immigration

ended in the 1920s. In 1921, Congress passed the Emergency Quota Act, which set an

annual quota of 360,000 for immigrants from Europe (compare to around 800,000 entrants

per year in the early 1910s). Entry slots were allocated by country-of-origin and were set to

3 percent of the foreign-born stock from each nationality living in the US as of 1910. The

Immigration Act of 1924 (also known as the Johnson-Reed Act) made the quota system

permanent and enacted two consequential changes to the allocation scheme: shifting the
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base year for measuring the immigrant stock from 1910 to 1890, and lowering the inflow

from 3 percent to 2 percent of that stock per year. Setting the base year to 1890 further

disadvantaged Southern and Eastern Europeans, whose numbers in the US were smaller in

that year. The annual quota for affected countries was set at 150,000 in 1929 and remained

largely unchanged until the 1965 Immigration and Naturalization Act (for details on the

policy debates, see King, 2000; Tichenor, 2001).7 Immigration from the Americas, including

Canada, Mexico and the Caribbean, was not regulated by these acts.8

The country-of-origin formula differentially affected immigration from each European

country. Immigration from Southern and Eastern Europe was severely restricted because

the immigrant stock from these countries was small in 1890, whereas the quotas assigned

to immigrants from Northern and Western Europe were still relatively generous. Figure

3.2 illustrates that roughly one third of the 1921 quota (based on the 1910 stock) and 10

percent of the 1924 quota (based on the 1890 stock) would have been assigned to countries

from Southern and Eastern Europe. According to Figure 3.3, immigration from Southern

and Eastern Europe (“high restriction”) fell from 70 percent of the total immigrant flow in

the 1910s to 15 percent of the flow after 1924, and immigrant entry was almost an order of

magnitude lower. Immigration from the Western Hemisphere (“no restriction”) was the only

category to increase during this period. Table B.1.1 contains a list of countries included in

each restriction category.

Figure 3.4 aggregates the immigration flows to the decadal level to display the variation

used in our empirical strategy. Nearly six million immigrants from high restriction coun-

7After July 1, 1927, the allocation of quota slots was shifted again to a ‘national origins’ formula based
on Census estimates of the national origins of the white population of the US in 1790. This rule further
restricted immigration from Southern and Eastern European countries and favored immigration from the
United Kingdom and Ireland over Germany and Scandinavia (King, 2000).

8Many Caribbean islands may have fallen under the quota of their colonial power (Putnam, 2013). How-
ever, we classify the Caribbean as unrestricted here because their population grew rapidly in the 1920s,
increasing by 70 percent (compared to a 29 percent increase for Mexico). Changing the classification of the
Caribbean does not appreciably affect our quota exposure measure because only two local labor markets had
a sizable share of the population from these locations in 1900 (Fort Lauderdale and Miami, FL).
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Figure 3.2: Sending Regions Within the Foreign-Born Population (1850-2010)

Source: Authors’ calculations based on Integrated Public-Use Microdata Series (IPUMS) samples of US
Census (Ruggles et al. 2010).

tries entered the US from 1902-10. After the passage of the quotas, this sum fell to less

than one million. Immigration from low restriction countries also fell during this period

but to a lesser degree, and some of the available quota slots went unfilled, suggesting that

some of this decline may not have been legislated, but instead may have been driven by

changes in the underlying demand to immigrate to the US. By contrast, immigration from

unrestricted countries in the Western Hemisphere (Canada, the Caribbean, and Mexico)

increased, quadrupling from the 1900s to the 1920s.9 Economists at the time argued that

these two trends were connected (Abbott, 1927). The qualitative history also emphasizes

9Around 500,000 Mexican immigrants entered the US from 1920 to 1930; Lee, Peri and Yasenov (2017)
document that more than 400,000 individuals of Mexican descent, some of them US citizens, were deported
to Mexico during the Great Depression.
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Figure 3.3: Annual Immigrant Flows to the US by Quota Restriction Categories, 1900-1930

Notes: Annual immigrant flows (in thousands) to the US from 1900 to 1930, separated into three cate-
gories: high restriction, low restriction, and no restriction. See Table B.1.1 for a list of countries and their
classification.

Source: Historical Statistics of the United States, “Immigrants, by country of last residence–Europe:
1820–1997.”

that Mexican arrivals increased in the 1920s in response to the border closure.10

10In Chicago, immigrants were replaced with “blacks and Mexicans. . . [contributing to] the increasing
presence of these two groups within Chicago’s factories during the decade [1920-29]” (Cohen, 1990, p. 165;
see Moralez, 2018 on recruiting efforts to bring Mexican workers to Indiana). Mexican immigrants also
pursued opportunities in rural areas. Luebke (1977, p. 421) documents that “after World War I, Chicanos
or Mexican-Americans gradually replaced Russian Germans in the sugar beet fields as migrant workers” (see
also Wang, 1975, p. 649).
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Figure 3.4: Decadal Immigrant Flows to the US by Quota Restriction Categories

Notes: Decadal immigrant flows (in thousands) to the US from 1902 to 1910 in black, from 1922-1930 in dark
grey, and decadal quota slots in light grey, separated into three categories: high restriction, low restriction,
and no restriction. See Table B.1.1 for a list of countries and their classification.

Source: Historical Statistics of the United States, “Immigrants, by country of last residence–Europe:
1820–1997.” Ferenzi and Wilcox (1929).

3.3 Research Design and Estimation

3.3.1 Measuring Local Exposure to the Immigration Quotas

Our goal is to measure exposure of each local labor market to the national immigration

quotas. We start by delineating local labor markets according to the 460 State Economic

Areas (SEA).11 SEAs are groups of counties that were deemed to be economically integrated

11We exclude SEAs located in Hawaii, Alaska and Oklahoma, which were not part of the US in a consistent
manner throughout this period. One downside of SEAs as a local labor market definition is that they are
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as of 1950 (Bogue, 1951). SEAs are the historical equivalent of Commuting Zones used today

to define local labor markets (e.g., Autor, Dorn and Hanson, 2013).12

Our identification strategy relies on variation across SEAs in the settlement patterns of

immigrants by country of origin in the pre-quota period. The following example illustrates

the quota-based “experiment” we have in mind: Consider two SEAs, A and B. Both SEAs

have the same foreign-born share in 1900, but in SEA A all foreign-borns are Italians (a more

restricted country) while in SEA B the foreign-born stock consists only of Germans (a less

restricted country). After the quota system is introduced, we would expect the immigrant

inflow into highly affected SEA A to be lower relative to the less affected SEA B.

Operationalizing this thought experiment requires two pieces of information for each SEA:

(1) the initial population share of the SEA from each country of origin (as calculated from the

complete-count Census of 1900), and (2) the intensity of quota restriction for each country

of origin. In our simplest exposure measure, we classify quota intensity as an indicator,

I(Restricted)c, equal to one for countries c with near complete restrictions (Southern and

Eastern European countries) and equal to zero for those with non-binding restrictions (all

other countries). Although stylized, this approach fits the data well because the quota limits

that were technically set for Northern and Western European countries were rarely filled (see

Figure 3.4), with the law instead targeted at immigrants from the “new” sending countries

of Southern and Eastern Europe (King 2000, Tichenor, 2001, Daniels, 2004). The resulting

simple measure of quota exposure for SEA j (QE1) is thus:

QEj =
∑
c

FBcj1900

Popj1900

× 1{Restrictedc} (3.1)

where FBcj1900 is the count of residents living in SEA j in 1900 who were born in country

nested entirely within states, which may mis-measure economic activity that crosses state lines (e.g, Kansas
City, KS-MO; greater New York City, NY-NJ).

12Commuting Zones are less appropriate for our setting because they were defined in 1990, nearly a century
after our period of interest. We demonstrate robustness to using county as a labor market definition.
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c and Popj1900 is total population of the SEA in 1900. In other words, local exposure to the

national immigration quotas simply scales with the share of an area’s population that was

born in Southern or Eastern Europe. This approach resembles the identification strategy

that Clemens, Lewis and Postel (2018) use to study the ending of the Bracero guest worker

program.

We construct two alternative measures of quota exposure (QE2 andQE3) that incorporate

variation in quota severity across sending countries. These measures require knowing (or

making some assumptions) about the share of desired immigration by sending country that

was barred by the quotas. We cannot observe what the counterfactual immigration flows

would have been in the 1920s in the absence of the restrictive quotas. Thus, we construct

two measures based on different assumptions. QE2 assumes that unrestricted immigration

from 1922-30 would have been identical to unrestricted immigration from 1902-10 (we do

not use the years 1912-1920 as a benchmark for open immigration because immigration was

temporarily banned during World War I). This assumption is not likely valid because mass

migrations tend to peak after some time and then trend downward, a pattern that can be seen

in the data for countries like Germany and Great Britain (Hatton and Williamson, 1998).

QE3 is instead based on a simple prediction for what immigration would have been in the

1920s based on historical time series.13 For QE2 and QE3, we then replace the treatment

indicator I(Restricted)c in Equation 3.1) with a quota intensity ratio that varies from zero

to one as follows:

QEj =
∑
c

FBcj1900

Popj1900

×QuotaIntensityc (3.2)

13We use nearly 100 years of unrestricted immigration for 18 country groups to predict what immigration
would have been in the 1920s absent quota restrictions (see note to Table B.1.1 for a list of country groups).
In particular, we predict the number of entrants to the US every year as a quadratic function of time, where
the mass migration is said to begin (t = 1) when migration first crosses the threshold of 2,000 arrivals.
The model also includes an indicator for recession years as declared by the NBER, which are known to
substantially reduce immigration inflows (Spitzer, 2015).
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where QuotaIntensityc is defined as the difference between unrestricted flows (absent

the policy) and quota slots in the 1920s, normalized by unrestricted flows. This ratio will

be zero if the quota allocated slots are greater than or equal to the number of unrestricted

flows, and it will be one if the quota is set equal to zero.

Table B.1.1 (columns 1-3) reports the quota intensity measures for each country group.

By definition, quota intensity is equal to one for the highly restricted southern and eastern

European countries under QE1 and equal to zero for the less restricted northern and western

European countries, and for the unrestricted countries in the Western Hemisphere. Quota

intensity values for QE3 are remarkably similar to the stylized zeroes and ones, with an

average value of 0.925 for highly restricted countries and 0.07 for less restricted countries

(and zero by definition for quota-exempted countries/regions). Our main results are based on

the more comprehensive measure QE3 but we show results for QE1 and QE2 in a robustness

section.

Exposure to the national quota varies substantially across regions in the US. Figure 3.5

presents a heat map of quota exposure at the SEA level (based on QE3) with darker shading

reflecting higher exposure to the national quota. The map reflects the low concentration of

immigrants in the South and the well-known immigration clusters throughout the Northeast,

the Midwest and the West. Figure 3.6 shows the variation in quota exposure net of Census

division indicators and our control for 1900 foreign born population share. There is variation

in quota exposure across cities, even within the same state (e.g., Pittsburgh versus Erie, PA

or Toledo vs. Dayton, OH). There are also some rural SEAs that have very high quota

exposure (e.g., northern Minnesota or the Pacific Northwest).

We present all results for the full sample and separately for subsamples of urban, rural

and mining areas. The Census classifies as “urban” any town with 2,500 or more residents.

We consider an SEA to be urban if it had an above-median share of its population living in

an urban area. The median urban share at the SEA level was around 20 percent in 1900,

with SEAs near the threshold including the iron range in northern Minnesota and areas
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Figure 3.5: SEA Quota Exposure Measure QE-3

Notes: The figure plots the 460 SEAs used in the analysis and assigns a darker red color to SEAs with higher
quota exposure measure QE-3 (see text for definition of the exposure measure).

in upstate New York. We also extract a subsample of “mining areas” because the mining

industry had a high concentration of immigrant workers (41 percent of mining workers were

foreign born in 1900, compared to 12 percent in agriculture and 19 percent in the rest of

the economy), and because the mining industry was very geographically concentrated. We

define mining areas as any SEA that had at least one percent of its workforce employed in

the mining industry in 1900.14 Our final sample has 177 urban (non-mining) SEAs, 168 rural

(non-mining) SEAs, and 115 mining SEAs.

14The share of labor force in the mining sector was bimodal at the SEA level. Conditional on having at
least one percent of the workforce in mining, the average SEA had 4.1 percent in mining.

111



Figure 3.6: SEA Quota Exposure Measure QE-3, Controlling for Census Region and 1900
Foreign Born Share

Notes: The figure plots the residuals from a regression of quota exposure measure QE-3 on census region
indicators and 1900 foreign-born share and assigns a darker red color to SEAs with larger residuals.

3.3.2 Estimating the Effects of Quota Exposure

Our empirical analysis addresses three questions. We start by confirming that local labor

markets with higher quota exposure lost more immigrant inflow after the border closure. We

then ask how the drop in immigration affected an income proxy for US-born workers. Finally,

we investigate how local economies adapted to the loss of immigrant labor by estimating

responsive worker inflows and capital investments by sector.

We stack data from three Census decades: 1900 and 1910 before the policy and 1930

after the policy. For each outcome, we estimate the following equation:

yjt = αj + γct + β(QEj × postt) + Γ(FBj1900 × postt) + εjt (3.3)
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where yjt can include: the foreign-born share of the prime-age male workforce (16-65 years

old), a proxy for income of US-born workers, a proxy for net inflows of immigrants or US-

born workers, and measures of wages, prices, and capital investments in the manufacturing,

agricultural and mining sectors.15 For migration outcomes (net inflows), we use one pre-

period observation (flows from 1900-10) and one post-period observation (flows from 1920-

30). The prime variable of interest is the interaction between exposure to the quota policy

(QEj) and the indicator (postt) representing the period after the policy change (= 1930).

The main effect of quota exposure is absorbed into SEA fixed effects αj and the main effect

of postt is included in decade-by-census division fixed effects γct. The coefficient of interest

β is identified by comparing labor markets with different shares of residents from restricted

countries before and after the policy change. Note that we exclude 1920 from our main

analysis because it falls immediately after World War I (1914-18), which led to a temporary

moratorium on immigration, but we reconsider results that include 1920 and control for

World War I exposure in the robustness section.

Local areas can be more exposed to the quota policy because they have a higher foreign-

born share of the population (scale) or a larger share of their foreign-born population drawn

from restricted countries (composition). In our preferred specification, we interact the initial

(1900) foreign-born share of the SEA population with the post-policy indicator (FBj1900 ×

postt) to control for differential trends by initial foreign-born share, thereby identifying the

effect of quota exposure solely from differences in composition of the immigrant population.

We present results that omit the control for initial foreign-born share or that allow for

alternative geographic trends in the appendix.

Our identifying assumption is that, conditional on controls for census division and initial

foreign-born share of the population, areas with more southern and eastern Europeans would

have followed similar economic trends absent the border closure policy. We provide two

15In 1920, 80 percent of individuals between 16-65 reporting a gainful occupation were male. We investigate
the effect of the border closure on the female labor force participation rate below.
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pieces of evidence to support this assumption. First, we use a Lasso procedure to search for

other correlates of our quota exposure measure (after controlling for division and foreign-

born share). If our measure is correlated with demographics or industrial composition, for

example, we might expect that exposed areas would have faced different paths even absent

the policy change. Second, we conduct a placebo analysis that asks what the estimates would

look like if the border had closed earlier. In this case, the decade 1890-1900 is the pre-period

and the decade 1900-10 is the (counterfactual) post-period.

3.4 The Effect of the Quota Policy on the Economic Status of

US-born Workers

The immigration quotas of the 1920s were intended to substantially reduce immigration to

the US. We start in Table 3.1 by documenting that local labor markets that were more

exposed to the quota policy experienced declines in the foreign-born share among prime-age

men (column 1). In particular, we estimate a version of Equation 3.3 that uses the foreign-

born share as a dependent variable. In all locations, a 1 percentage point difference in quota

exposure is associated with a 1 percentage point decline in the foreign-born share after the

border closure.16

Yet, despite declines in the foreign-born workforce, there is no evidence that US-born

workers experienced an increase in occupation-based income following immigration restric-

tion. Because there is no national dataset with individual wage data during this period, we

create a proxy for income using occupation and other attributes of an individual. In par-

ticular, following Abramitzky, et al. (2019b), we estimate a statistical model that predicts

log income from covariates in the 1940 Census (the first year with income data), and then

16Peri and Sparber (2011) demonstrate that this specification is subject to bias because the denominator
of the foreign-born share (total population) is itself endogenously related to immigration as other residents
may be attracted to or leave an area. We use the specification that Peri and Sparber recommend below
(Table 3.2).
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Table 3.1: The Effect of Exposure to Border Closure Policy on Income Score of US-born

Outcome: Foreign-Born
Share

Log Mean Income Score

Sample: Full Count Matched
Sample:
Overall

Matched
Sample:
Stayers

Matched
Sample:
Movers

(1) (2) (3) (4)

A. Urban Sample (SEAs = 177)

Policy Exposure x 1930 -1.129*** -0.00454 0.149 -0.839*
(0.173) (0.338) (0.367) (0.441)

B. Mining Sample (SEAs = 115)

Policy Exposure x 1930 -1.361*** -0.109 -0.885*** -0.00700
(0.152) (0.191) (0.341) (0.169)

C. Rural Sample (SEAs = 168)

Policy Exposure x 1930 -1.064** -0.347** -0.338*** -0.140
(0.417) (0.136) (0.112) (0.155)

D. Full Sample (SEAs = 460)

Policy Exposure x 1930 -1.252*** -0.246 -0.446** -0.352*
(0.164) (0.153) (0.177) (0.186)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. Panel A presents results for the urban sample of 177 SEAs, Panel B presents results for the mining sample of 115 SEAs,
Panel C presents results for the rural sample of the remaining 168 SEAs, and Panel D presents results for the full sample of 460
SEAs. The dependent variables in these specifications are the SEA foreign-born share (column 1) and the log of the average
predicted income score among working-age males (Age 15-65, columns 2-4), measured at the SEA level. In all specifications, each
SEA has three observation for the years 1900, 1910, and 1930. All specifications include SEA and decade fixed effects, census
region time trends and initial (1900) foreign-born share time trends. Column 2 considers all matched US-born individuals,
column 3 considers US-born individuals from the matched sample who reside in the same SEA at the beginning and end of the
decade, and column 4 considers US-born individuals who reside in the SEA at the beginning of the decade but did not reside
in the SEA at the end of the decade. The number of observations is 531 in the urban sample, 345 in the mining sample, 504 in
the rural sample and 1,380 in the full sample. Robust standard errors, clustered at the SEA level, in parenthesis. *** p < 0.01;
** p < 0.05; * p < 0.1.

to use this model to assign income for men in earlier years. The covariates we use are fixed

effects for 3-digit occupation, age and current state of residence, as well as all interactions.17

The 1940 Census does not record income from self-employment, so we compute income for

farmers (the vast majority of which are self-employed) following an approach outlined by

17In all interaction terms, we interact covariates with Census region, instead of state. This method is
similar to the machine-learning approach for computing income scores proposed by Saavedra and Twinam
(2018).
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Collins and Wanamaker (2017).18 We also report results using the standard “occupation

score,” which is based on income from the 1950 Census.

We create two linked samples – one that follows men aged 15-55 from 1900 to 1910 and

the other following men aged 15-55 from 1920 to 1930 – using the Abramitzky, Boustan and

Eriksson algorithm (Abramitzky, Boustan, Eriksson, 2012; Abramitzky, et al. 2019a). Links

are established by first and last name, age and place of birth. We then collapse earnings for

US-born workers by SEA, starting with a full sample of men who were living in the SEA

at either the beginning or the end of the decade (akin to the sample that would underlie

a repeated cross-sectional analysis). We then focus on men who were living in an SEA at

the beginning of a census period, even if they moved out of the area during the decade (see

Foged and Peri, 2016; Price, vom Lehn and Wilson, 2020). In this case, our results will not

be driven by potentially selective in- or out-migration in response to immigrant arrivals.

Table 3.1, columns 2-4 shows that, in all areas, border closure is associated with either

no change in income score for US-born workers, or in occupational income downgrading.

We then divide the sample into “stayers” who remained in an area during a census decade,

and “movers” who moved elsewhere by decade’s end (columns 3 and 4). Men who remained

in rural and mining areas experienced significant occupational income downgrading, which

is consistent with data on farm wages and on contraction in the mining industry analyzed

below. Otherwise, we do not find significant effects on our income proxy.19 Table B.1.2

reproduces these results using the 1950 occupation score, both with and without the foreign-

born share control, to compare with Tabellini (2019). Without the foreign born control,

we find a 0.5-0.6 percent decline in occupation-based earnings for every 1 percentage point

18Specifically, we make use of the fact that the 1940 Census records the incomes of farm laborers, and that
later Censuses record how much farmers earn relative to farm laborers. We thus compute farmer incomes by
multiplying the income of farm laborers in 1940 with the ratio of earnings for farmers versus farm laborers
in the 1960 Census, by region and immigration status.

19Men who move out of urban areas after the border closure seem to do particularly poorly, but this effect
is only marginally significant. At the time, urban areas exposed to the quotas were attracting many internal
migrants (more on this below), and so we speculate that men who were leaving were particularly negatively
selected.
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difference in quota exposure, consistent with Tabellini (2019).20 Adding the foreign born

control weakens this relationship, recovering the null results that we see for most categories

when using our preferred income score.

3.5 The Effect of the Quota Policy on Labor Flows

We find that restricting the border to new immigration did not improve the income proxy of

US-born workers in more exposed labor markets. Why were incumbent workers not helped

by a reduction in new labor supply from abroad? The answer depends on the sector. We

document that, in urban areas, the loss of immigrant labor in cities was replaced on a

nearly one-for-one basis by new inflows of internal US migrants, as well as immigration from

unrestricted countries. In rural areas, farmers instead substituted away from labor-intensive

crops into capital-based cultivation. The mining sector, which had been heavily dependent

on immigrant workers, contracted after the border closure, shedding both labor and capital.

To study the various economic adaptations to the border closure, we start here with labor

flows and consider capital investments in the next section. We proxy for net in-migration

to an area with change in population of prime-age men over a census decade, normalized by

initial population in the base year.21 These changes cannot be driven by fertility and, as we

will see, are far too large to reflect mortality alone.22 We use the complete-count historical

20Note that our analysis differs from Tabellini (2019) in a number of ways. He focuses on the 180 largest
cities, while we look at the whole country; he includes only the decades of the 1910s and 1920s (both of which
had immigration slowdowns or restrictions), while we also contrast these decades with the open immigration
of the 1900s; he uses a shift-share instrument, rather than a measure of policy exposure; and he does not
use linked data and so may be picking up selective migration. Despite these differences, we do find a similar
pattern when we approximate his specification.

21Here, we follow Peri and Sparber (2011) in dividing by initial population because final population can
itself be an outcome.

22Ager, Feigenbaum, Hansen and Tan (2019) show that the border closure reduced mortality rates from
infectious diseases in affected cities, but find no substantial mortality differences in rural counties. Since the
implied decline in mortality from Ager, et al.’s estimate is rather small, the equivalent of 0.05 deaths per
100 in the population, it can only account for 5 percent of our net in-migration estimates (see Table 3.2).
Furthermore, Table 3.4 documents that most of the net in-migration is driven by young men, ages 15-39,
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Censuses (100% sample) to count prime-age men by State Economic Area, overall and by

demographic or occupation group.

Table 3.2 begins by confirming that areas with greater exposure to the quota policy

experienced larger net losses of recently-arrived foreign-born men from restricted countries.

We focus in column 1 on men who had been in the US for less than 10 years by the census

date.23 In all areas, we find that a 1 percentage point increase in quota exposure is associated

with the entry of 1.1-1.5 fewer working-age immigrant men per 100 initial residents, or around

650 fewer immigrants for a typical city of 50,000 residents.

Table 3.2: The Effect of Exposure to Border Closure Policy on Population Change Rate

Population Group: European
immigrants,

Recent
arrivals

Native Born
White

Native Born
Non-White

European
immigrants,
10+ years in

US

Immigrants
from Western
Hemisphere

(1) (2) (3) (4) (5)

A. Urban Sample
Policy Exposure x (1920-1930) -1.469** 2.318** 0.0857 -0.0443 0.640

(0.647) (1.101) (0.187) (0.531) (0.498)

B. Mining Sample
Policy Exposure x (1920-1930) -1.102* 1.240 0.382*** -0.525 1.164***

(0.629) (1.303) (0.118) (0.386) (0.372)

C. Rural Sample
Policy Exposure x (1920-1930) -1.345*** -3.005*** -0.191** -1.640*** 0.189

(0.201) (1.086) (0.0858) (0.388) (0.151)

D. Full Sample
Policy Exposure x (1920-1930) -1.485*** -0.115 0.0257 -0.899** 0.576**

(0.296) (1.119) (0.0779) (0.376) (0.231)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text for various populations. The dependent variables in these specifications are defined as the decadal change in working-age
male population change for the relevant population group over total working-age male population in the beginning of the decade.
In all specifications, each SEA has one observation for the 1900-1910 decade and another observation for the 1920-1930 decade.
All specifications include SEA and decade fixed effects, census region time trends, and initial (1900) foreign-born share time
trend. The number of SEAs in the urban sample is 177, 115 in the mining sample, and 168 in the rural sample. The number
of observations is 354 in the urban sample, 230 in the mining sample, and 336 in the rural sample. The number of SEAs in the
full sample is 460 and the number observations in the full sample specifications is 920. Robust standard errors, clustered at the
SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.

We next ask how workers who were unrestricted by the quota policy responded to the

who tended to have low mortality rates even in this period.

23Note that, even in 1930, the latest date in our sample, immigrants who arrived more than 10 years before
the census date (= 1920) would not have been subjected to the border restriction policy and so we do not
expect their numbers to fall in exposed areas.
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reduction in immigrant flow. The loss of immigrants due to the border closure attracted

other workers to urban and mining areas, but discouraged workers from settling in rural

areas. In urban areas, this decline in immigrant inflow is associated with almost 3 new

entrants per 100 in the population, most of whom were US-born white internal migrants.

We find a similar inflow in mining areas, but the demographic composition is shifted to non-

white US-born men as well as immigrants from the Western Hemisphere (Canada, Mexico,

and the Caribbean). By contrast, in rural areas, we find a net outflow of nearly 5 residents

per 100, evenly split between US-born whites and long-standing European immigrants.24

Table 3.3 subdivides these workers by sector, focusing on the three main sectors of man-

ufacturing, mining and agriculture, and then grouping the remainder into “other industries”

and “no industry reported” categories (we display results using more industry detail in Table

B.1.3). For brevity, we consolidate workers into restricted workers (= recent European immi-

grants) and all other unrestricted workers (= US-born, long-standing European immigrants

and all immigrants from the Western Hemisphere). We find that the majority of immigrant

losses were experienced by the major industry of each area. In particular, 59 percent of

immigrant losses in urban areas were from the manufacturing sector (= 0.8/1.4); 79 percent

of immigrant losses in mining areas were from the mining industry; and 62 percent of im-

migrant losses in rural areas were from the agricultural sector. The responses to immigrant

losses varied by area. Nearly all losses from manufacturing were replaced, but declines in

the immigrant workforce were not replaced in mining or in agriculture. Agriculture, in par-

ticular, shed additional unrestricted workers for every immigrant worker lost. In addition,

rural areas lost workers in construction, transportation, wholesale and retail trade and other

services (details are in Table B.1.3), suggesting a large, across-the-board contraction of the

rural economy in exposed areas with immigration restriction.

24Mechanically, it cannot be the case that all US-born entrants to urban areas with higher quota expo-
sure are the same migrants deterred from entering affected rural areas. Although our estimated migration
responses, denominated as new arrivals (or departures) per 100 in the population, are similar in magnitude
(but of opposite sign) in the two subsamples, the urban population is much larger and so the implied inflows
are larger in magnitude.
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Table 3.3: The Effect of Exposure to Policy on Population Change Rate by Industry Groups

Industry Category: Manufacturing Mining Agriculutre Other
Industries

No Industry
Reported

(1) (2) (3) (4) (5)

A. Urban Sample

A.1. Policy Restricted Population
Policy Exposure x (1920-1930) -0.836* 0.0133 0.00447 -0.336** -0.315**

(0.430) (0.0133) (0.0407) (0.135) (0.136)

A.2. Policy Unrestricted Population
Policy Exposure x (1920-1930) 0.715** 0.0355 0.582** 1.307* 0.360

(0.350) (0.0336) (0.268) (0.702) (0.596)

B. Mining Sample

B.1. Policy Restricted Population
Policy Exposure x (1920-1930) 0.198 -1.164*** -0.310** 0.104 0.0702

(0.234) (0.244) (0.153) (0.229) (0.157)

B.2. Policy Unrestricted Population
Policy Exposure x (1920-1930) 0.336 -0.360 0.200 0.829 1.257**

(0.295) (0.437) (0.560) (0.656) (0.588)

C. Rural Sample

C.1. Policy Restricted Population

Policy Exposure x (1920-1930) -0.0139 -0.0162** -0.876*** -0.242*** -0.196***
(0.0137) (0.00666) (0.141) (0.0478) (0.0229)

C.2. Policy Unrestricted Population
Policy Exposure x (1920-1930) 0.0590 -0.0536* -2.785*** -0.999** -0.869***

(0.135) (0.0314) (1.034) (0.390) (0.273)

D. Full Sample

D.1. Policy Restricted Population
Policy Exposure x (1920-1930) -0.239 -0.553*** -0.383** -0.172** -0.137*

(0.169) (0.197) (0.175) (0.0774) (0.0773)

D.2. Policy Unrestricted Population
Policy Exposure x (1920-1930) 0.276* -0.289** -0.670 0.133 0.139

(0.159) (0.140) (0.937) (0.430) (0.364)

Notes: The dependent variables in these specifications are defined as the decadal change in working-age male population
reporting an industry in a specific industry group over total working-age male population in the beginning of the decade. All
specifications include SEA and decade fixed effects, census region time trends, and initial (1900) foreign-born share time trends.
Robust standard errors, clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.

Table 3.4 instead subdivides workers by age category, separating young workers (15-39)

and older workers (40-65). Both immigration and internal migration are more common

activities among the young than the old. Correspondingly, we find that 84-90 percent of

immigrant losses and 65-78 percent of the responsive worker flows were concentrated among

young workers. This pattern holds in all areas, lending credence to the assumption that

our estimates are picking up the effect of the border closure policy on exposed areas. Other

correlated attributes of local areas would likely affect both young and older workers.

We explore the possibility of pre-trends before the policy change, whereby areas exposed
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Table 3.4: The Effect of Exposure to Policy on Population Change Rates by Age Group

Age Group: 15-39 Years Old 40-65 Years Old

Population Group: European
immigrants,

Recent arrivals

All
Unrestricted
Population

European
immigrants,

Recent arrivals

All
Unrestricted
Population

(1) (2) (3) (4)

A. Urban Sample
Policy Exposure x (1920-1930) -1.234** 1.956** -0.235*** 1.043**

(0.561) (0.969) (0.0890) (0.471)

B. Mining Sample
Policy Exposure x (1920-1930) -0.985* 1.610 -0.117 0.651

(0.553) (1.116) (0.0813) (0.544)

C. Rural Sample
Policy Exposure x (1920-1930) -1.142*** -3.634*** -0.203*** -1.013**

(0.157) (1.064) (0.0460) (0.435)

D. Full Sample
Policy Exposure x (1920-1930) -1.283*** -0.487 -0.203*** 0.0752

(0.262) (1.145) (0.0392) (0.443)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text for various populations. Each column lists the dependent variable in the specifications that are defined as the decadal
change in working-age male population change for the relevant population group over total working-age male population in the
beginning of the decade. Panel A presents results for the urban sample of 177 SEAs, panel B presents results for the mining
sample of 115 SEAs, Panel C presents results for the rural sample of the remaining 168 SEAs and Panel D presents results for
the sample of 460 SEAs. Columns 1-2 consider the decadal change for the 15-39 years old age group over the total working age
male population in the beginning of the decade. Columns 3-4 consider the decadal change for the 40-65 years old age group
over the total working age male population in the beginning of the decade. In all specifications, each SEA has one observation
for the 1900-1910 decade and another observation for the 1920-1930 decade. All specifications include SEA and decade fixed
effects, census region time trends, and 1900 foreign-born share time trends. The number of observations is 354 in the urban
sample, 230 in the mining sample, 336 in the rural sample and 920 in the full sample. Robust standard errors, clustered at the
SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.

to the quota policy may have already been losing immigrants or attracting the US-born by

considering a placebo policy: what if the border had closed in the 1900s, instead of the 1920s?

Table 3.5 conducts a similar difference-in-differences exercise where the pre-period is 1890-

1900 and the (counterfactual) post-period is 1900-10. Because the micro-data from the 1890

Census was destroyed in a fire, we rely on aggregate tables to calculate changes in all foreign-

born men, ages 18-44 (rather than men from restricted countries, aged 16-65, who arrived in

the past ten years, which is our preferred measure). The first panel reproduce results from

our actual policy experiment dates using this alternate dependent variable; coefficients look

similar to the main results in Table 3.2 but the estimated decline in immigration is larger.
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The second panel of Table 3.5 then considers the placebo experiment dates. We see no

pre-trend in immigration declines in areas exposed to the quota policy in the decades before

the policy was enacted (column 3). In terms of responsive labor flows (column 4), we find

that, if anything, US-born workers were leaving urban areas with greater exposure to the

quota policy between the 1890s and 1900s, suggesting that the arrivals observed after the

border closure was a reversal of trend. We do see some pre-trend departures from exposed

rural areas, but the coefficient is half as large and not statistically significant.

Table 3.5: The Effect of Exposure to Policy on Population Change - Placebo Experiment

Estimation Sample: Actual Experiment (1900-1910 vs.
1920-1930)

Placebo Experiment (1890-1900 vs.
1900-1910)

Population Group: Foreign Born Native Born Foreign Born Native Born

(1) (2) (3) (4)

A. Urban Sample
Policy Exposure x (1920-1930) -2.453*** 1.790** 0.313 -1.646**

(0.800) (0.749) (0.691) (0.789)

B. Mining Sample
Policy Exposure x (1920-1930) -2.940*** 0.374 -0.0103 0.476

(0.943) (0.860) (0.778) (1.178)

C. Rural Sample
Policy Exposure x (1920-1930) -2.890*** -2.703** -0.141 -1.137

(0.670) (1.164) (0.694) (4.051)

D. Full Sample
Policy Exposure x (1920-1930) -2.847*** -0.362 0.111 -0.150

(0.456) (0.852) (0.374) (1.082)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. The number of SEAs in the urban sample is 177, 115 in the mining sample, 168 in the rural sample, and 459 in the full
sample. The number of observations is 354 in the urban sample, 230 in the mining sample, 336 in the rural sample, and 918 in
the full sample. Panel A presents results for the urban sample, Panel B presents results for the mining sample, Panel C presents
results for the rural sample, and Panel D presents results for the full sample. The dependent variables in these specifications
are the decadal change in male age 18-44 population over total male age 18-44 population in the beginning of the decade. All
specifications include SEA fixed effects and census region time trends. Columns 1-2 present results for the actual timing of the
experiment - 1900-1910 and 1920-1930, while columns 3-4 present results for a placebo experiment where the decades compared
are 1890-1900 to 1900-1910. Robust standard errors, clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; *
p < 0.1.

3.6 The Effect of the Quota Policy on Capital Investment

Thus far, we have documented that there was nearly one-for-one replacement of the immi-

grant workers lost after the border closure in urban areas, with new workers primarily moving

into the manufacturing sector. By contrast, following immigration restriction, mining and
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rural areas lost both immigrant workers and other unrestricted workers from their primary

sectors. In this section, we use data from the Censuses of Manufactures, Mining Industries,

and Agriculture to study how these net worker flows affected industry output and capital

expenditure.25 Manufacturing did not have a net decline in labor supply after the quota

policy (see Table 3.3), and so we do not expect to find many changes to output or to the

capital-labor ratio in manufacturing. By contrast, both agriculture and mining lost workers

and we explore the responses of these sectors to this falling labor supply.

As expected, we find no evidence of higher output or capital deepening in manufacturing

after the border closure, which is consistent with the lack of a net change in labor supply.26

Table 3.6 reports results for a balanced panel of 246 cities with more than 10,000 inhabitants

in 1909. We find no association between quota exposure and horsepower per manufacturing

worker, our measure of the capital stock.27 If anything, the border closure seemed to in-

crease wages per worker (total wage bill divided by the number of workers), perhaps because

the manufacturing sector shifted away from immigrant workers toward employing US-born

workers who commanded a higher wage. A one percentage point difference in quota expo-

sure is associated with a 0.5 to 0.9 percent increase in wages, although this association is not

statistically significant.28 We also note that the (weak) rise in wages within manufacturing is

not inconsistent with a null effect on our income proxy because: (1) our proxy covers the full

25These economic censuses were collected at regular intervals. Our pre-policy observations are from 1909
and 1914 (manufacturing), 1902 and 1909 (mining) and 1899 and 1909 (agriculture). Our post-policy periods
are 1924 and 1929 (manufacturing, agriculture) and 1929 alone (mining). The censuses of manufacturing
and agriculture were conducted at the county level, which we aggregate to the SEA, whereas we only have
state-level data for the mining sector.

26Speaking at the American Economic Association meeting in 1927, economist Harry Jerome reported that,
“after examining several hundred plants, he felt that it could not be said with certainty that immigration
restriction had been responsible for any marked change [to the manufacturing sector].” He argued that
“mechanical improvements had started during the post-war boom,” not after the border closure (Abbott,
1927, p. 129).

27Note that the horsepower measure is not available in 1925 and so 1929 is our only post-policy observation
for this outcome.

28This pattern is consistent with Goldin’s (1994) finding that manufacturing wages fell in areas with a
growing immigrant population.
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economy, rather than only the manufacturing sector, (2) we measure earnings for the US-

born only, whereas the Census of Manufactures includes all workers (including immigrants),

and (3) our proxy will only capture wage gains due to occupational switching, rather than

potential wage gains within occupations.

Table 3.6: The Effect of Exposure to Border Closure Policy on the Manufacturing Sector

Outcome: Log Wage per
Worker

Log Output per
Worker

Log Horsepower
per Worker

(1) (2) (3)

Policy Exposure x Post 1.042 0.512 -0.115
(0.676) (0.640) (1.989)

Number of SEAs 203 203 203
Number of Observations 812 812 609

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. The variable Post is an indicator for post quota policy years, 1925 and 1929. The sample in this analysis includes 203
SEAs from the urban sample that have available data in the census of manufacturers in each of the years 1909, 1914, 1925, and
1929. Column 1 reports the result where the dependent variable is log average wage per worker in manufacturing. Column 2
reports the result where the dependent variable is log average value of manufacturing output per worker. Column 3 reports the
result where the dependent variable is log average horsepower per worker in manufacturing. All monetary values are expressed
in 1929 dollars. In columns 1 and 2, each SEA has four observations, one for each of the years 1909, 1914, 1925, and 1929. In
column 3, each SEA has three observations, one for each of the years 1909, 1914, and 1929. All specifications include SEA and
year fixed effects. The specifications include region and initial (1900) foreign-born share time trends. Robust standard errors,
clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.

In contrast to urban areas, we find that mining areas and rural areas lost workers from

their major industries after the border closure. Here, we document suggestive evidence of

different underlying responses to the loss in workforce. The agricultural sector seemed to

respond to the loss of farm labor by shifting into capital intensive production, whereas the

mining sector contracted, reducing capital expenditures and, ultimately, output. The differ-

ent paths observed for these two sectors is consistent with the availability of substitutable

capital in the 1920s. The gasoline-powered tractor was newly commercially viable and dif-

fused in the 1920s, offering landowners a labor-saving technology in the cultivation of grains

(Lew and Cater, 2018). By contrast, many mining operations – including drilling, blasting

and loading – were still conducted by hand in 1920, with mechanization arriving only in the

1940s (Dix, 1988).29

29Capital expenditure per production worker in mineral operations industries increased by 24 percent from
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Table 3.7 documents that farmers adapted to the loss of immigrant farm labor by shifting

into more capital-intensive production. We measure the share of cultivated land planted in

labor-intensive (hay and corn) versus capital-intensive (wheat) cereals, following LaFortune,

Tessada and Gonzalez-Velosa (2015).30 We find that rural areas with more quota exposure

were more likely to plant capital-intensive wheat and less likely to plant labor-intensive

cereals after the policy. Farmers also shift away from the use of draft animals (horses and

mules), which are direct substitutes for new gasoline-powered tractor technology.31 We

also find that farm wages declined by around 3 percent after the border closure for a one

percentage point shift in quota exposure, which suggests that low-skilled farm labor and

capital were substitutes at this time.32 However, we see no effect of the shift toward capital-

intensive production on average farm values indicating that the quota system did not impede

the profitability of farming.

Table 8 considers the available state-level evidence from the Census of Mining Indus-

tries.33 We find suggestive evidence that the mining industry contracted after the border

closure in states that had greater exposure to the quota policy. Both the number of mines

1919 to 1939, and then by a staggering 800 percent from 1939 to 1954 (Wright, 2006). For this calculation,
we proxy for capital expenditure with “cost of supplies and purchased machinery installed,” because the
capital expenditure series begins only in 1954.

30We exclude cotton, the other labor-intensive crop in the LaFortune classification, because the ability to
grow cotton is strongly tied to environmental conditions, but results look similar if we include it or if we
focus only on the Northeast and Midwest.

31The Census of Agriculture only collected data on tractor usage starting in 1925. We regress the change
in tractors in a rural SEA on the change in horses and mules from 1925 to 1930 and find a coefficient of
-0.078 (s.e. = 0.009).

32In a Cobb-Douglas production function, capital deepening raises labor productivity and thus wages. But
if capital and labor are substitutes, wages could fall as farmers shift toward capital-intensive production. Our
finding is consistent with the sentiment at the time that tractors substituted for farm labor. For example,
John Steinbeck famously wrote in The Grapes of Wrath: “The tractors which throw men out of work, the
belt lines which carry loads, the machines which produce, all were increased; and more and more families
scampered on the highways, looking for crumbs from the great holdings, lusting after the land beside the
roads.”

33Some data on mining activity exists at the county level (see, e.g., Matheis, 2016) but this series does
not contain information on capital expenditure.
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Table 3.7: The Effect of Exposure to Border Closure Policy on the Agriculture Sector

Outcome: Log Farm Land
Value

Share Labor
Intensive Crops

Share Capital
Intensive

Crops

Log Mules and
Horses per

Worker

Log Wages
per Worker

(1) (2) (3) (4) (5)

Policy Exposure x Post -0.290 -0.723 0.994*** -2.302** -2.923**
(1.750) (0.490) (0.318) (1.085) (1.423)

Number of SEAs 230 230 230 230 230
Number of Observations 920 920 920 920 920

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. The sample in this analysis includes 230 SEAs from the rural sample that have available data in the census of agriculture
in each of the years 1900, 1910, 1925, and 1930. The variable Post is an indicator for post quota policy years, 1925 and
1930. Column 1 reports the result where the dependent variable is log farmland value. Column 2 reports the result where the
dependent variable is the share of cultivated land planted in labor-intensive crops, which we define as hay and corn. Column
3 reports the result where the dependent variable is the share of cultivated land planted in capital-intensive crops, which we
define as wheat. Column 4 reports the result where the dependent variable is log ratio of horses and mules to farm workers,
where the number of farm workers is computed as the number of working-age males in farming occupations. Column 5 reports
the result where the dependent variable is log labor expendituress to farm workers All dollar values are expressed in 1929
dollars. Across all specifications, each SEA has four observations, one for each of the years 1900, 1910, 1925, and 1930. All
specifications include SEA fixed effects, census region and 1900 foreign-born share time trends. The number of observations
in all specifications is 920. Robust standard errors, clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; *
p < 0.1.

and output per worker fell in these locations (although these coefficients are not statistically

significant). As the industry contracted, the number of workers declined (see Table 3.3),

and here we see that capital per worker also fell. The fact that the mining industry did

not substitute into more capital-intensive forms of production as it lost immigrant workers

is consistent with a lack of substitutable capital or available mechanization in the mining

industry at the time.

Overall, each sector adapted to the loss of immigrant labor in different ways: manufac-

turing sites in urban areas attracted new workers, both internal migrants from the US and

unrestricted migrants from Mexico and Canada. Rather than attracting in new workers,

farms in rural areas substituted the lost immigrant farm labor with more capital-intensive

methods. And the mining industry, which had been particularly dependent on immigrant

labor, did not substitute toward capital and instead experienced a contraction in production.
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Table 3.8: The Effect of Exposure to Border Closure Policy on the Mining Sector

Outcome: Log Output per
Worker

Log Capital
Expenditures per

Worker

Log Average Wage
per Worker

Log Number of
Mines

(1) (2) (3) (3)

Policy Exposure x Post -4.410 -8.462** -0.292 -4.521
(6.286) (4.140) (3.751) (4.253)

Number of States 45 45 45 45
Number of Observations 90 90 90 90

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. The variable Post is an indicator for post quota policy year-1930. The sample in this analysis includes 45 states that have
available data in the census of mining in each of the years 1910 and 1930. Column 1 reports the result where the dependent
variable is log average outpur per worker in mining. Column 2 reports the result where the dependent variable is log average
value of capital expenditures per worker per worker in mining. Column 3 reports the result where the dependent variable is log
average wage per worker in mining. Column 4 reports the result where the dependent variable is the log number of mines in
the state. All monetary values are expressed in 1930 dollars. Each SEA has two observations, 1900 and 1930. All specifications
include SEA and year fixed effects. The specifications include region and initial (1900) foreign-born share time trends. Robust
standard errors, clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.

3.7 Robustness to Alternative Approaches

In this section, we return to the main results on inflows of restricted and unrestricted workers

from Table 3.2 and consider sensitivity to various measurement and specification choices.

Table B.1.4 presents results without the initial foreign-born share control, and with trends

by state rather than census division. Patterns look similar with one major exception: the

inflow of US-born white workers to urban areas is smaller and not significant after controlling

for trends by state. Note that the average state has only 5 urban SEAs and so adding state

trends is a demanding specification for the urban subsample.

We then conduct a Lasso procedure to determine whether there are any additional covari-

ates, beyond an area’s initial foreign-born share that are correlated with our quota exposure

measure. In particular, Table B.1.5 considers the relationship between our quota exposure

measure and a series of available economic and demographic controls, including: log total

population, share urban, share black, share literate, share of the labor force in manufacturing

sector, share of the labor force in agriculture, share of the labor force holding a white collar

position, log mean wages in manufacturing, log mean farm value, log mean farm output per

acre, share of farms owner-operated, share of farm land under cultivation, share of cultivated
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farm land planted in wheat, share of farm land planted in cotton and share of farm land

planted in hay/corn. None of these controls are selected by the Lasso procedure with the

exception of the share of the labor force in agriculture, which is selected only in the urban

subsample. Recall that we define urban areas as SEAs with above median share of population

in a city or town; many of these areas were adjacent to and integrated with more agricultural

land, and these appear to have lower quota exposure. We add the interaction between the

1900 share of labor force in agriculture and the post-policy indicator as an additional control

in Table B.1.6. The relationship between quota exposure and lost immigration declines by

25 percent in urban areas, but the qualitative pattern is unchanged.

Table B.1.7 replaces our preferred measure of quota exposure (QE3) with our two al-

ternate measures (QE1 and QE2). Results are nearly unchanged when using QE1, which

considers Southern and Eastern European countries to be treated by the policy (and to an

equal degree) and Northern and Western European countries to be untreated. Results are

weaker when using QE2, particularly for unrestricted population in urban areas. However, as

we described above, QE2 is unlikely to reflect true migration patterns, which were trending

downward for the older sending countries during this period.

Our primary labor market definition is based on SEAs, which are groupings of economi-

cally integrated counties (around 3.5 counties in urban areas and 8.5 counties in rural areas).

Table B.1.8 instead uses counties themselves to define a labor market. We caution that, par-

ticularly in urban areas, counties are too small to be considered labor markets on their own

and will likely be influenced by immigration into neighboring counties (hence researchers use

geographic concepts like commuting zones today). We continue to find falling in-migration

to counties exposed to the quota policy, although the coefficients are half as large in urban

and rural areas as for SEAs. We do not find responsive inflows to urban counties exposed

to the quota policy, suggesting that new arrivals may have settled in adjacent counties (e.g.,

the suburbs of a central city). Table B.1.9 reports results that are weighted by an area’s

baseline population. Results look similar for urban and rural areas, but lose significance in
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mining areas which are highly variable in population size. Table B.1.10 considers sensitivity

to our urban definition, instead defining urban areas as SEAs with at least 30 percent of the

population residing in an urban location. Results are similar.

Table B.1.11 re-estimates our main specification after dropping three sets of outliers:

highest/lowest 2.5 percent of the data by quota exposure measure; by population change for

recent European immigrants; and by population change for unrestricted workers. Results

are similar for urban and mining areas, but the loss of unrestricted population from rural

areas is apparent only in one of these three specifications. Given that our finding about

net out-migration from rural areas is sensitive to the exclusion of outliers, we think that a

more circumspect conclusion is warranted: namely, we conclude that there is no evidence

that US-born workers and other unrestricted groups are attracted to rural areas after the

border closure. This finding is consistent with concerns of contemporary farmers who worried

that US-born workers would not replace their farm labor force primarily composed of the

foreign-born.

Our main analyses exclude the World War I decade because a temporary moratorium on

immigration was imposed during the war (1914-1918). As an alternative, we create a direct

measure of a local area’s exposure to the wartime immigration embargo by multiplying the

population share from each country-of-origin by the share of immigration flow halted by

wartime activities (listed in Table B.1.1, column 4). The correlation between exposure to

wartime restrictions and exposure to the 1920s quota policy is 0.81 at the SEA level. Table

B.1.12 stacks data from three decades (1900-10, 1910-20, 1920-30). We interact the 1910-

20 decade with an area’s exposure to war-related immigration declines and, as before, we

interact the 1920-30 decade with an area’s exposure to the quota policy. We find similar

results during the quota decade. We also document sensible effects of war exposure, which

halted immigration for half of the decade, and, by our estimates, reduced in-migration by

around half as much as quota exposure. As during the quota period, immigration losses

during World War I attracted in-migrants to urban areas, and deterred entry to rural areas
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(although the later effect is not statistically significant).

Another possible margin of economic adjustment to the loss of immigrant workers is the

entry of women into the labor force. We see no evidence of this channel in action. Table

B.1.13 documents that the quota policy did lead to the entry of fewer immigrant women,

some of whom may have moved with spouses or family and some may have moved alone.

Consistent with responsive internal migration for men, we see some entry of unrestricted

women into urban areas and some departures from rural areas. However, Table B.1.14 finds

no association between quota exposure and the share of women in the labor force in any

area.

3.8 Conclusions

The era of open European immigration to the United States ended abruptly in the 1920s.

A series of restrictive federal acts introduced immigration quotas that were particularly

targeted at immigrants from Southern and Eastern Europe. The quotas effectively limited

the annual number of immigrants admitted to the United States by more than 75 percent.

Given the substantial reduction of immigrant labor, a simple model would predict im-

provements in economic opportunities for the existing workforce. Yet, we find that, if any-

thing, US-born workers in labor markets exposed to the quota policy experienced a loss in

occupation-based earnings after the border closure. We then document that local economies

adapted to this dramatic change in immigration policy by substituting toward other sources

of labor and capital. Urban areas replaced lost immigrant labor with US-born workers and

unrestricted immigrants from Mexico and Canada on a nearly one-to-one basis. By contrast,

farmers in rural areas shifted to more capital-intensive agriculture, which in turn discouraged

US-born and other unrestricted workers from living there. The mining industry contracted,

shedding both workers and capital.

Such large-scale immigration restrictions are rare events, and so this historical episode
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has some important lessons for contemporary policy. Some workers gained from the border

closure (e.g., those who moved into urban areas to take manufacturing jobs) and other

workers lost out (e.g., those who remained in rural areas). However, using immigration

restriction to raise the earnings of US-born workers more broadly is unlikely to be effective

given the adaptability of local economies in substituting away from immigrant workers. In

the early twentieth century, restricting immigration from Europe encouraged labor flows

from Mexico and Canada into urban areas, and the investment in new capital in rural areas.

Today, these sources of substitutability may be automation in the manufacturing sector or

the off-shoring of high-skilled tasks like computer programming or legal services.
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CHAPTER 4

The Contribution of Skilled Immigrants to US

Innovation in the First Half of the 20th Century

4.1 Introduction

Science, technology, engineering, and mathematics (STEM) workers (skilled workers here-

after) are the most essential inputs in the production of innovation, which is the fundamental

driver of sustained economic growth (Griliches 1992, Jones 1995). Furthermore, the differ-

ent type of skills they possess generate more innovations in some areas relative to others.

Recent papers have shown that tacit knowledge and face-to-face interactions influence the

speed with which new ideas are locally adopted (Moretti 2004, Iranzo and Peri 2009). Thus,

international migration of skilled workers provides a setting for changes in the adoption of

technology and innovation at the destination. Immigrants come from different cultures and

bring different types of skills with them. By transferring their skills, they shape the stock of

ideas and therefore the innovations in their destination.

In this paper, I will examine how do skilled immigrants influenced the direction of inno-

vation at their destination during the Age of Mass Migration (1880-1915) and its abrupt end

following World War I and the anti-immigration policies of the 1920s in the United States.

This was a period where more than 30 million migrants from all over the world arrived at the

United States (Abramitzky and Boustan, 2017). This period provides an excellent setting

for studying the effect of skilled immigration on innovation because of the changing volumes

and types of skilled immigrants arriving to the United States during this period.
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I investigate the impact of skilled immigrants on patenting, which is a common used

proxy for innovation in the innovation literature, across US counties between 1900 and 1940.

The main challenge in my analysis is that counties receiving more skilled immigrants were

not randomly selected. On the one hand, skilled immigrants may have moved to counties

with better employment opportunities. On the other hand, skilled immigrants may have

settled in declining counties which had lower housing prices. To overcome this problem,

I construct a “leave-out” version of the shift-share instrument commonly adopted in the

immigration literature (Card, 2001). This instrument relies on the empirical regularity that

immigrants cluster geographically in receiving countries, and newcomers tend to settle in

places where their ethnic community is larger regardless of local economic conditions (Stuart

and Taylor, 2016). Using this fact, I predict the number of skilled immigrants received by US

counties over time by interacting 1900 settlement patterns with subsequent skilled migration

flows from each sending country, net of the individuals that eventually settled in a given

county. The validity of the instrument depends on one assumption: the county-specific

characteristics that attracted early non-skilled movers from any given ethnic group does not

affect the evolution of patenting in subsequent decades.

Following Akcigit et al. (2017), who perform a massive data collection exercise linking

all US patent holders to the Decennial US Censuses of Population, I create a balanced-

panel sample of US counties with information on high-skilled population, immigrants, and

patenting. Akcigit et al. (2017) find that almost all inventors are college educated White

males age 30-60. Using this information, I restrict my attention to individuals who meet

these criterions in the Population Censuses and combine it with the USPTO patent database,

and the newly constructed HistPat database that links patents to counties.

There is a growing empirical evidence examining whether skilled immigrants generate pos-

itive effects on innovation. Studies who use contemporary data (Hunt and Gauthier-Loiselle,

2010; Kerr and Lincoln, 2010) show that skilled immigrants increase patenting rates in their

destination. Some studies have used historical US data to measure the impact of skilled
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immigration on innovation. Akcigit et al. (2017) show that counties that received skilled

foreign inventors in specific innovation fields have persistently remained more innovative in

these areas compared to other counties. Moser et al. (2014) examines the impact of the

arrival of Jewish Chemists to the US from Nazi Germany in the 1930s, and find that their

arrival boosted innovation in their areas of specialty in the US.

My research contributes to this literature in several ways. First, in contrary to Akcigit

et al. (2017), I focus on the short-run impact of skilled immigrants on local patenting.

According to Akcigit et al., (2017), most inventors are productive only in the first ten years

of their career, with their productivity declines significantly thereafter. One famous example

is Nicolas Tesla, who was granted most of his patents in the first decade after his arrival to

the United States. Thus, I decide to focus on short-run effects since these will likely capture

better the direct impact of skilled immigrants on patenting. Second, Moser et al., (2014)

focus solely on chemical patents, while I cover the entire universe of patents. Third, I offer

several mechanisms for how the immigrants impact patenting at their destination and test

them empirically.

I find that skilled immigrants have a statistically insignificant impact on patenting rates

at their destination. However, this aggregate effect masks the fact that skilled immigrants

increased patenting rates in the electrical and chemical categories, while decreasing patenting

rates in mechanical and textiles categories, leading to a zero effect overall. This result

suggests that skilled immigrants increased patenting rates at their destinations in growing

categories while decreasing patenting rates in the traditional categories. This finding explains

the contrast from contemporary findings that show a positive relationship between skilled

immigrants and total patenting rates.

I offer several mechanisms that explain the results described above. First, I show that

skilled immigrants act as “transmitters” of knowledge by introducing new fields that did

not exist in the county prior to the arrival. I find that skilled immigrants increase new

knowledge in electricity and chemistry, consistent with the results above. Second, I show
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that the arrival of skilled immigrants attracts skilled natives to the county. This finding

is consistent with the idea that skilled immigrants are complements to skilled natives and

that there are productivity gains for skilled workers from concentrating in small geographic

locations (Akcigit et al., 2017). Finally, I show that cultural factors matter, by showing

differential effects of skilled immigrants on patenting by language and patenting tradition.

4.2 Historical Background

4.2.1 Immigration to the US in the First Half of the 20th Century

The age of mass migration from Europe to the US which occurred between 1850 and 1914

and the following anti-immigration policies of the 1920s and 1930s provide the setting of

my research. Until 1914, European immigration was virtually unrestricted and was on the

scale of around 300,000 immigrants per year (Abramitzky et al., 2012). In the beginning of

the 20th century, a substantial shift in source-country composition of immigrants occurred:

“new” migrants from Southern and Eastern Europe became an increasingly large proportion

of the immigrant flow, while the number of “old” migrants from Northern and Western

Europe remained relatively constant. Figure 4.1 shows the immigrant flow share by region

for the years 1900-1940. The red area represents the share of immigrants from Southern and

Eastern Europe, the blue area represents the share of immigrants from Northern and Western

Europe, and the green area represents the share of immigrants from other countries. Between

1900-1913, the share of immigrants from Southern and Eastern Europe was approximately

70 percent out of all immigrants entering the US in this time.

This dramatic shift in immigration resulted in increased political pressure to reduce

immigration from the “new” countries (Goldin, 1994). The first result of this pressure was

the Literacy Act of 1917. This act required potential immigrants to pass a literacy test to be

admitted into the US. The act caused the total annual flow of immigrants admitted to the

US to drop from 296,086 in 1917 to 110,890 in 1918 (Report of the Commissioner General of
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Figure 4.1: Immigrant Inflow Share by Region - 1900-1940

Immigration, 1918). However, by the time enforcement of the literacy test began, the policy

was no longer effective due to rising literacy rates in Southern and Eastern Europe. Thus,

annual immigration flows increased again to 427,965 in 1920 and 804,349 in 1921 (Report of

the Commissioner General of Immigration, 1921).

In response to the perceived ineffectiveness of the literacy test, the Emergency Quota

Act of 1921 was passed to create numerical restrictions on entry. This act restricted the

annual number of immigrants from any nationality to three percent of each foreign-born

group living in the US in 1910, placing a cap of 355,825 on the annual number of immigrants

allowed into the US. As a result, the total number of immigrants fell from 804,349 in 1921

to 311,678 in 1922 (Report of the Commissioner General of Immigration, 1922). The quota

system asymmetrically favored immigration from “old” immigrant European regions due to

the National Origins Formula.
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The Immigration Act of 1924 replaced the Emergency Quota Act of 1921 and made the

quota system permanent. Its significant change was that the annual number of immigrants

from any nationality was restricted to two percent of the foreign-born living in the US in

1890. This change reduced the annual quota from circa 350,000 to circa 165,000. In addition,

this change almost prevented immigration from Southern and Eastern Europe, since they

were very little immigrants from these region in 1890. The final change in Immigration policy

was in 1929, where the annual quota was capped at 150,000, keeping the same formula from

1924 for national quotas. The quota system remained unchanged until 1965, where it was

replaced with the Immigration and Nationality Act.1

The quota acts dramatically changed migration to the United States. Migrants had to

apply to foreign consuls and acquire visas to travel to the US. Figure 4.2 shows total immi-

gration flow from quota restricted countries in 1900-1940. The figure shows that the quota

system was indeed enforced by the US and that it reduced immigration to the United States

in a dramatic way. As the quota laws were intended to do, they greatly restricted immigra-

tion from the “new” source countries, while having a limited influence on immigration from

the “old” source countries.

4.2.2 Patenting in the United States

In this paper, I use US patents as a measure of innovation as is common in the innovation

literature. I use data on patents granted by county of inventor between 1900-1940 using

several data sources which I describe in further detail in the data section. In this section, I

highlight several aspects of patenting in the US in the context of skilled immigration.

First, access to patenting in the U.S. was widespread, with the cost of obtaining a U.S.

patent was very low by international standards (Lerner 2002). Moreover, the application

process actively encouraged inventors to innovate and file for patents by allowing inventors

1Immigrants born in Canada, Mexico, and South America were exempt from all quota laws.
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Figure 4.2: Immigrant Flow from Quota Restricted Countries - 1900-1940

to send patent applications to Washington DC using the widespread post system (Khan,

2009) and also could use a large network of intermediaries (patent agents and lawyers) to

help in the application process (Lamoreaux and Sokoloff, 1999). Second, even though the

market for patents was very active since the middle of the 19th century (Lamoreaux and

Sokoloff, 1999), US patent laws required that the location and the original inventor will be

recorded on the patent document, which is very important for my analysis which relies on

the location of inventors. Finally, the time passed between patent application and the date

of its eventual grant was less than two years throughout my sample period, which implies

that if immigrants were applying for patents soon after their arrival, the effect on patenting

should be noted in the short-run.
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4.3 Data

My analysis relies on a balanced panel of 1,838 US counties for the five Census years 1900-

1940. The sample includes all US counties that appeared in all five Census years and that

had non-zero high-skilled population (to be defined later in this section) throughout the

sample. In addition, I restricted the analysis to counties whose high-skilled percent change

between any two Census years was smaller than one hundred percent in absolute terms.

I choose these sample selection criteria because there is no interest in looking in counties

that have no high-skilled population when examining the effect of high-skilled migration on

patenting. In addition, counties whose skilled populations are growing in an extremely high

rates start with very small skilled populations are treated like having no skilled population

to begin with. To study the effects of skilled immigrants on local patenting rates, I combine

data from several sources.

4.3.1 High-Skilled Population

The first challenge in constructing the sample is that there is no single definition for skill.

This is even more problematic since there is no data on education before 1940. I use data

from the 1940 US Census of Population, made available by IPUMS (Ruggles et al., 2015)

to define if an individual is high-skilled or not. I follow Akcigit et al. (2017), who shows

that the majority of inventors had some college education and were at the top of the earning

distribution. Since the best measure for skill after education is occupation, I compute the

share of individuals who attended at least one year of college for each occupation in the 1940

Census. Then, I arbitrarily define occupations that have a 40 percent or more individuals

with some college education, and occupations with an occupational score (median wage

for occupation in 1950) of above 32 (sample average is 30).2 Table 4.1 shows the list of

2I have tried using alternative thresholds within reasonable range, and the results are largely unchanged
and are available upon request.
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occupations defined as high-skilled occupations in this paper.

Table 4.1: List of High-Skilled Occupations in Analysis

Next, I turn into Akcigit et al. (2017) who further show that inventors are most pro-

ductive between ages 30-60 and are almost exclusively white males. Therefore, I decide to

restrict my sample to white males age 30-60 throughout the paper.

Using these definitions, I use the decennial US Census of Populations for 1900-1940 to

compute the total skilled population for each county-decade in the United States.

4.3.2 High-Skilled Immigration

I use the birthplace variable in the US Census to determine if an individual is foreign-born

or not. I define an individual to be foreign-born if he was not born in continental United

States.3 My measure of immigration is the change in the white-male age 30-60 who are

foreign-born between two consecutive Census years. The idea behind this measure is that

a change in this group can be due to immigration, deaths, younger individuals joining the

3Excluding individuals who were born in US territories overseas does not change the results.
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sample, and return migration. One can think of this variable as capturing the net change in

skilled foreign-born population in patenting prime-age.

4.3.3 Patents

I use US patent data to proxy for inventions. Patents are a commonly used measure of inno-

vation in the innovation literature. Patents are clearly an imperfect measure for innovation:

not all innovations are patented, and not all patents are important in their contribution to

society. However, patents are the only measure of innovation available for this period on a

national scope. See Griliches (1998) for discussion on the strengths and weaknesses of using

patent data as a measure of innovation.

I create a list of all patents listed between 1900-1940 by category and county using two

sources. First, I use the USPTO Historical Patent Data Files which include NBER patent

categories. Second, I use the HistPat Database which contains the geography of the patent

at the county level, made available by Petralia, Balland, and Rigby (2016). Using these

sources, I create a balanced panel where the number of patents granted to inventors from

each county during each decade is the measure for patenting. It is worth noting that the

HistPat data does not match all patents in the USPTO Historical Patent Data Files because

some patents were assigned to citizens of foreign country and are not assigned a geographic

location, and also because the data was constructed using machine-learning text recognition

algorithms that do not provide complete matches. More information on the limitations of

the data are described in Petralia, Balland, and Rigby (2016).

4.3.4 Sample Selection

I make some sample selections in my analysis. First, I follow Akcigit et al. (2017) in

restricting the sample to white-males age 30-60 with an occupational score above 32 and

a college rate of .4 or more. In addition, I omit counties that did not have individuals
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matching to the criterion above since they are not relevant to the analysis. Furthermore,

I omit counties whose high-skilled population growth rate was larger than one in absolute

terms, since these counties had very small skilled population to begin with and I decide to

focus on counties with “stable” skilled populations.

4.3.5 Summary Statistics

Table 4.2 reports summary statistics for the main variables used in my analysis. Panel A

reports county demographics in levels and panels B and C report county demographics and

patenting in decade changes. County skilled population ranges from more than 50,000 to

only one high-skilled individual. There is a wide variation in the fraction of skilled immi-

grants within the skilled population, ranging from 0 to 1 with a sample average of 0.054 and

a standard deviation of 0.08. The average age of high-skilled individuals in a county is 43.2,

and on average, 36 percent of skilled individuals live in urban places. Considering changes,

the average county had an increase in skilled population of 46.41 more skilled individuals,

with some counties experiencing declines in that number. The average high-skilled foreign

born rate, which is the main explanatory variable in the analysis, has an average of -0.004,

consistent with the period that was characterized by immigration-restricting policies. How-

ever, the median rate was 0, and some counties experienced drops in skilled foreign born

shares while others experienced increases.

Considering patents, the average county had 123 patents granted each decade, with the

median county granted only 9 patents, while the largest county (New York City) was granted

51,935 patents between 1930-1940. The main patent categories were mechanical and others

(mostly apparels and textiles) which accounted for more than two-thirds of total patents on

aggregate.
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Table 4.2: Summary Statistics - County Level - 1900-1940

4.4 Empirical Strategy

In this section, I introduce the baseline estimating equation and construct the instrument

for immigration.

4.4.1 Baseline Estimating Equation

The goal of the paper is to examine the impact of high-skilled immigration on patenting

activity across US counties between 1900 and 1940. To do so, I am stacking the data for five

Census years 1900-1940, take first differences and estimate the following model:

yct = γc + δt + βmmct + ΓXCT + uct (4.1)

where yct is the outcome ∆Yct for county c between Census years t−10 and t, standardized
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by Census year t− 10 county’s skilled population Lct−10. More precisely:

yct =
∆Yct
Lct−10

=
Yct − Yct−10

Lct−10

(4.2)

The variable mct is the relative supply shift in the high-skilled population in county c

that occurred between Census years t− 10 and t:

mct =
∆Mct

Lct−10

=
Mct −Mct−10

Lct−10

(4.3)

where Mct is the skilled foreign-born population in county c in Census year t. γc and δt

are county and Census year fixed effects, respectively, implying that βm is estimated from

changes in relative skilled immigration within the same county over time. The vector Xct

includes the decade change in the average age of the skilled individuals in the county, the

average urbanization rate of skilled individuals in the county, and the average occupational

score (proxy for income) of skilled individuals in the county.

The inclusion of county fixed effects function as county-specific time trends since the

dependent variable is in changes. My model is therefore a version of the random trend

model for panel data discussed in Wooldridge (2010) and employed by Papke (1994). The

county-specific effects absorb fixed as well as linearly time-varying differences across counties.

This is important for a few reasons. First, they allow patenting activity to have different

underlying growth trends across counties. More important, they also control for smoothly

changing county characteristics, including a changing industrial structure or age distribution.

Finally, the first-differenced specification accounts for differences across counties, like initial

population size. Standard errors are clustered at the county level.
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4.4.2 Instrument for Immigration

Immigrant’s location decision is not random, and one would expect immigrants to be at-

tracted to counties with better job opportunities and living standards. Alternatively, immi-

grants might settle in declining counties where housing prices are lower. These cases will

make OLS estimates of equation (1) to be biased. To assess causality, I implement an instru-

mental variables specification using a modification of instruments used in Card (2001) that

was inspired by Bartik (1991). Specifically, I predict the change in high-skilled immigrant

population in US counties over time by interacting 1900 settlement patterns of different

ethnic groups with subsequent national high-skilled population changes from each sending

region, excluding the population change in the county itself. Formally, I instrument for the

change in high-skilled immigrant population in county over the Census years t−10 to t using

the following measure of local immigrant population shocks:

zct =
1

Lct−10

∑
k

fkc1900 ×∆M−c
kt (4.4)

where fkc1900 is the share of non-skilled population of ethnic group k living in county c in

1900, and ∆M−c
kt is the change in skilled population from country k between Census years

t− 10 and t, net of the same change in county c. Finally, Lct−10 is Census year t− 10 total

skilled population.

The instrument has two components. First, the term ∆M−c
kt represents the net change

in the immigrant population from country k in the remainder of the US between t − 10

and t, excluding county c’s contribution. Fluctuations in skilled immigrant populations in

the rest of the country which are assumed to be driven by factors exogenous to county c

drive the supply shocks to local immigrant populations. Second, I assume that counties

with larger shares of country k immigrants in 1900 will experience larger changes in their

local skill immigrant populations if the national population changes. This assumption is

based on the idea that immigrants cluster geographically and their settlements are highly
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persistent due to social networks and family ties, and not because of local demand factors

(Card, 2001; Abramitzky and Boustan, 2016). In addition, I exclude skilled immigrants in

1900 when computing the shares to further support the claim that immigrants are attracted

to destinations where they have a stronger ethnic network.

My instrument has the following interpretation: it is the net change in the county’s high-

skilled immigrant population that would arise if the county received its year 1900 share of

the net change in the US skilled immigrant population, less the county’s own contribution

to that change. The key identifying assumption behind the instrument is that counties

receiving more non-skilled immigrants before 1900 must not be on different trajectories for

the evolution of patenting activity in subsequent decades. Alternatively, out-migration of

high-skilled immigrants from different regions in the world must be independent of cross-

county pull factors systematically related to 1900 non-skilled settlers’ country of origin. For

example, between 1910 and 1920 immigration to the US was higher from Italy than from

Sweden. The exclusion restriction would be violated if this happened because counties in

1900 that had attracted more non-skilled Italians were patenting more than cities where

more non-skilled Swedes had moved to in 1900.

4.5 Results

In this section, I examine the relationship between skilled immigration and patenting activity

using the empirical strategy described in the previous section. Throughout the paper, skilled

will be considered as white males age 30-60 with an occupational score of at least 32, following

the findings of Akcigit et al. (2017).

Table 4.3 examines the effect of skilled immigration on total patents granted in the

last decade to county residents. Column 1 shows the OLS coefficient which is .387 and

is statistically significant. The interpretation of the coefficient is as follows: a 1 percent

increase in skilled immigrants rate will increase patenting rate by 0.387 percent. In the next
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column, I present the first-stage result. The first-stage coefficient is positive and statistically

significant at the 1 percent level, implying that the instrument is a good predictor of the

relative supply shift caused by skilled immigrants. Column 3 presents the IV result. The IV

coefficient is negative but not statistically different from zero, implying that an increase in

the rate of skilled immigrants does not affect total patenting rates. This result is in contrast

to the positive correlation we see in the data between skilled immigrants and patenting rates,

and it implies that OLS coefficient is biased upward since skilled immigrants tend to settle

in areas with higher patenting rates.

Table 4.3: The Impact of Skilled Immigrants on Total Patenting Rate

The results in Table 4.3 contrast with a large literature documenting a positive relation-

ship between skilled immigration and patenting (Hunt and Gauthier Loiselle 2010, Kerr and

Lincoln 2010, etc.). Moser et al. (2014) shows that an increase in Jewish Chemists that

147



were expelled from Nazi Germany to the US in the 1930s led to an increase in chemical

patents. One potential concern from aggregating all patents into one single measure is that

immigrants might alter the direction of technological change in the county, inventing more

in some areas and at the same time causing a drop in inventions in other areas.

Table 4.4 examines this possibility by looking at the effect of skilled immigration on

different patent categories. Column 1 presents OLS coefficients. These coefficients suggest

that immigrants boost innovation across all patent categories, with the strongest effect in

Apparel and Textiles (coefficient size 0.22), followed by Mechanical (coefficient size 0.08), and

chemicals (coefficient size 0.043). Note that the sum of all coefficients in column 1 is equal

to the OLS coefficient in Table 4.3, broken down by category, which helps us to find what

drives the coefficient. Column 2 presents IV coefficients. One can see that a one percent

increase in the skilled immigration rate will lead to a 0.17 percent increase in chemical

patenting rate, 0.12 percent increase in electrical patenting rate, but at the same time will

lead to decrease of 0.52 percent in mechanical patenting rates, and a 0.34 percent decrease in

Apparel and Textiles patenting rates. These results seem to confirm the idea that high-skilled

immigrants at this time led to an increase in chemical and electrical patenting categories,

which were new and growing faster compared to the traditional mechanical and apparel and

textiles categories. This explains the negative and insignificant coefficient on the overall

effect of skilled immigrants on patenting: high skilled immigrants increased patenting rates

in specific fields (chemical and electrical), while decreasing patenting rates in other fields

(mechanical and textiles), and thus their overall effect on patenting is ambiguous.

Table 4.4 results suggest that skilled immigrants shift the direction of innovation in their

destination from mechanical and textiles to electricity and chemistry. However, these are

very broad definitions and so it is worth looking into what sub-categories are most affected

by the arrival of skilled immigrants.

Table 4.5 repeats the analysis for different patent sub-categories in Electrical, Chemical,

Mechanical, and Other patent categories. The sub-categories in the table are only those that

148



Table 4.4: The Impact of Skilled Immigrants on Patenting Rate by NBER Patent Category

have a statistically significant effect from the arrival of immigrants. The results from the table

suggest that most of the increase in electrical and chemical patents in places that received

more skilled immigrants come from increased patenting in electrical devices, measuring and

testing, and organic compounds. On the other hand, the decrease in mechanical and other

patents is driven by declines in transportation and miscellaneous patents in these areas.

Overall, I find that skilled immigrants have a statistically insignificant impact on patent-

ing rates at their destination. This aggregate effect masks the fact that skilled immigrants

increased patenting rates in electrical and chemical fields, while decreasing patenting rates
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Table 4.5: The Impact of Skilled Immigrants on Patenting Rate by NBER Patent Sub-
Category

in mechanical and textiles fields, leading to a zero effect overall. This result suggests that

skilled immigrants increased patenting rates at their destinations in growing fields while

decreasing patenting rates in the traditional fields. This finding helps explain the contrast

from contemporary findings that show a positive relationship between skilled immigrants

and total patenting rates.

4.6 Mechanisms

In this section, I will explore several mechanisms that can explain the patterns observed in

the data. I will offer four different mechanisms and test them empirically. First, I will look
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into the hypothesis that skilled immigrants act as transmitters of knowledge by introducing

new fields that did not exist in the county prior to the arrival. Second, I will examine whether

the arrival of skilled immigrants displaces or attracts skilled natives to the county. Finally,

I will examine the impact of language and patenting tradition as important aspects of the

impact of skilled immigrants on local patenting.

4.6.1 Skilled Immigrants as Transmitters of Knowledge

Akcigit et al. (2017) show that inventors are most productive in the first ten years of their

career, afterwards their productivity declines significantly. They also show that inventors

had very high earnings in 1940, even compared to high-skilled non-inventors. In addition,

the cost of patenting in the US was much lower compared to the cost in Europe (Lerner,

2002), which implies that European inventors had large financial incentives to patent their

ideas in the US. These facts suggest that we should see skilled immigrants patenting soon

after they arrive to the US, and that we should also see new patent categories emerge in the

counties that receive more skilled immigrants, since these new categories should be the most

profitable given that no knowledge in the field exists in the county prior to their arrival.

To examine this hypothesis, I construct a measure that is designed to capture the presence

of new knowledge introduced to the county. The measure is defined as follows. For each

county and USPC (United States Patent Category), I observe the first year a patent under

this category was granted to an inventor from the county. Then, I sum the number of

new patent categories that were introduced in the county during the decade. The thought

experiment would be that in counties that received more skilled immigrants who are more

likely to patent soon after they arrival and in new fields as well, we will see more patent

categories introduced during the decade compared to counties that received fewer skilled

immigrants.

Table 4.6 presents the estimation results for total new patent categories introduced in

the county during the decade. Column 1 presents the OLS estimate, which equals 0.229 and
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is statistically significant. It implies that a one percent increase in skilled immigration to the

county results in a 0.229 percent increase in the number of new patent categories introduced

in the county for the first time during the decade. Column 3 shows the IV estimate, which is

-.0.531 and statistically significant, implying that a one percent increase in the rate of skilled

immigration decreases the new categories rate by 0.531 percent. This result is similar to the

result on overall patenting rate in Table 4.3, which shows that skilled immigrants have a

negative impact on patenting rate in their destination.

Table 4.6: The Impact of Skilled Immigrants on New Patenting Categories Rate

Since skilled immigrants increased patenting rates in chemical and electrical fields, and

decreased patenting rates in mechanical and apparels and textiles fields, I look at the intro-

duction of new patent categories within each field rather than aggregate all fields together.

Table 4.7 presents the estimation results for new patent categories rate for each different

patent field. As expected, we find positive effects on chemical (although not statistically

significant at the 10 percent level) and electrical categories, implying that skilled immigrants

increased the likelihood of introducing new knowledge in these areas, and a decrease in the

new patent categories rate in mechanical and other categories, implying that counties that
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received more skilled immigrants were less likely to introduce new knowledge in these areas

compared to other counties.

Table 4.7: The Impact of Skilled Immigrants on New Patenting Categories Rate - by NBER
Category

Overall, the evidence is consistent with the hypothesis that skilled immigrants bring

new knowledge to their destination, and in this case it is new knowledge in electricity and

chemistry.

4.6.2 The Impact of Skilled Immigration on Skilled Native Population

Akcigit et al. (2017) show that only 20 percent of all inventors are foreign-born, which

implies that the presence of skilled natives is very important for patenting. Therefore, if the

arrival of skilled immigrants crowds out skilled natives then we would expect patenting rates
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to fall. I follow a large literature on native displacement due to immigration, and adopt

the specification suggested by Peri and Sparber (2011) to measure the impact of skilled

immigration on displacement of skilled natives. Specifically, I use the following specification:

∆Nct

Lct−10

= γc + δt + βn ×
∆Mct

Lct−10

+ uct (4.5)

where Nct is the skilled native born population in county c in Census year t. This

specification implies that skilled natives leaved counties that receive more skilled immigrants

if βn < 0. A priori, the effect is ambiguous since the arrival of skilled immigrants increases

competition for skilled jobs and can induce skilled natives to leave the county. On the other

hand, if skilled immigrants and skilled natives complement each other in the production of

innovation, then the arrival of skilled immigrants can attract skilled natives to the county.

Table 4.8 presents the estimation results of this specification. The OLS coefficient in

column 1 is 0.277 and is statistically significant, implying that for every one percent increase

in the rate of skilled immigration, the rate of skilled natives is increasing by 0.277 percent.

The IV coefficient in column 2 is even larger and statistically significant, implying a 1.850

percent increase in skilled natives for every 1 percent increase in skilled immigrants.

Overall, the evidence suggests that skilled-migrants attract skilled natives, and this at-

traction is larger than one-to-one. Most of the increase in skilled natives is due to internal

migration of natives from other states. This favors the hypothesis that skilled immigrants

and natives are complements and that there are benefits for skilled individuals from concen-

trating in the same geographical region. It is also consistent with the finding in Akcigit et

al. (2017) which shows that inventors tend to settle in densely settled areas with high levels

of urbanization.

The results presented in this section raise questions on the finding that an increase in

skilled immigrants does not increase total patenting rates in the county despite seeing large

inflows of both skilled natives and skilled foreign. This could be justified if the majority of
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Table 4.8: The Impact of Skilled Immigrants on Skilled Natives Flows

skilled natives that arrive are experts in chemistry and electricity, and this is why we see an

increase in these categories. However, I cannot test this hypothesis with the data I currently

use and I leave this question for future research.

4.6.3 Cultural Mechanisms

In this subsection, I explore cultural mechanisms that can explain the patterns observed

in the data. First, I examine whether skilled immigrants from English speaking countries

were more likely to patent and to attract skilled natives due to increased access to patenting

through language. Second, I examine whether immigrants from countries with patenting

tradition were more likely to increase patenting rates compared to skilled immigrants from

countries who did not have patenting tradition.
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4.6.3.1 Language

Language is one of the most important skills that differentiate natives and immigrants with

similar professional skills. This is especially true for patenting, which requires high knowledge

of language in the process of writing the patent application. It is possible that immigrants

who come from non-speaking English countries will face more difficulties when writing a

patent application, and this difficulty may prevent them altogether from patenting.

I create two groups of countries from which skilled immigrants that arrived to the United

States as English-speaking countries, which include Great Britain and Ireland, Canada, Aus-

tralia and New Zealand, and the rest of the countries are classified as non-English speaking

countries. I create an English-speaking and non-English-speaking skilled immigration rate

for each county and also two instruments for them based on the instrument used in the main

specification.

Table 4.9 presents estimation results for several outcome variables. Each row in the

table is from one regression equation that includes both English-speaking and non-English-

speaking skilled immigration rates as explanatory variables. Columns 1 and 3 show the OLS

coefficients for English-speaking and non-English-speaking immigration rates, respectively.

The OLS coefficients on all outcome variables are positive and statistically significant for

both English-speaking and non-English-speaking immigration rates, and their magnitude is

similar. Taken at face values, the OLS coefficients suggest that there is no difference between

skilled immigrants who come from English-speaking countries versus skilled immigrants who

come from non-English-speaking countries.

Columns 2 and 4 of Table 4.9 show the analogous IV estimation results. The results are

striking. The IV coefficient on English-speaking immigration rate is positive in all but one

outcome variables, but none of the estimates is statistically different from zero. This implies

that skilled immigrants from English-speaking countries had a positive effect on patenting

rates in their destination, but this effect was not statistically significant. In contrast, the IV
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Table 4.9: The Importance of Language in the Impact of Skilled Immigrants on Patenting

estimates on non-English-speaking immigration rate is negative for all outcomes except for

chemical and electrical patents. In particular, a one percent increase in skilled immigration

from non-English speaking countries leads to almost a one percent drop in patenting rates

in the county, although the effect is not statistically significant. Moreover, a one percent

increase in immigration rate of this group drops new patent categories rates by 0.836 percent,

mechanical patenting rate by 0.71 percent and apparel and textiles patenting rate by 0.51

percent, with all of these effects statistically significant. Moreover, a one percent increase in

immigration rate of this group leads to a .226 percent increase in chemical patents and .085

percent increase in electrical patents, although this is not statistically significant.

Finally, it is interesting to examine whether skilled natives migrated to counties that
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received more skilled immigrants from English or Non-English speaking countries. The last

row of Table 4.9 examines this question and shows that skilled natives were attracted more

to counties that received more skilled immigrants from non-English speaking counties, and

that the effect of increased immigration from English-speaking countries did not have a

statistically significant effect on native migration. This result supports the hypothesis that

skilled natives are substitutable with skilled immigrants from English-speaking countries and

complementary to skilled immigrants from non-English speaking countries, and this is why

they migrate in larger numbers to areas that receive more of the latter type of immigrants.

Overall, the results of Table 4.9 tells us that language did play an important role in de-

termining patenting rates. In particular, skilled immigrants from English-speaking countries

seem to have a positive but insignificant effect on patenting rates and migration of skilled

natives, while skilled immigrants from non-English speaking countries seem to have a neg-

ative effect on patenting rates except in chemistry and electricity, and they also attracted

more skilled natives.

4.6.3.2 Patenting Tradition

I turn to investigate the idea that skilled immigrants that arrive from countries that have

a longer patenting tradition and patent relationships with the United States will have a

greater impact on patenting rates in their destination. In order to rank countries by their

patenting tradition and relations with the United States, I use the 1900 Annual Report of

the Commissioner General of Patenting which lists the number of patents granted to foreign

citizen during the last year by country.

Table 4.10 shows the list of countries whose citizens were granted US patents. Germany

is the country that has the most foreign patents in the US in 1900, followed by England,

Canada, France, Austria-Hungary and Australia. These countries are defined to be as coun-

tries with a long tradition of patenting and patenting relationships with the US. I then use

the second tier of countries in the list (Switzerland, Scotland, Russia, Belgium, Sweden,
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Italy, Mexico, Netherlands, Ireland, Norway, and Denmark) as countries with low patent

relationships with the United States. The rest of the list is categorized as countries with no

patenting relationships with the United States.

Table 4.10: Number of US Patents Assigned to Foreign Residents in 1900 - by Country

Using these categories, I construct skilled immigration rates from each type of country and

respective instruments for them. Table 4.11 presents OLS and IV estimates for the patent

tradition specification. Each row represents a different equation that was estimated, with

three explanatory variables for each patent tradition category. For all patenting outcomes,

the OLS coefficient on skilled immigration rate from high- or low- patenting relationships
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with the US are positive and statistically significant with the coefficient on immigrant rate

from high-patenting countries higher as expected. The coefficients on no-patenting countries

are positive but statistically insignificant.

Table 4.11: The Importance of Patenting Tradition in the Impact of Skilled Immigrants on
Patenting

The IV estimates are statistically insignificant because there is not enough estimation

power when using three instruments in the first-stage. However, it is interesting to look

at the signs of the coefficients. I find a pattern that is consistent with the hypothesis-

immigrants from countries with high-medium patenting traditions have negative coefficients

on all patenting outcomes except chemical and electrical, which are positive.
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Finally, I look at skilled native migrant rates again and find that skilled natives mi-

grants are attracted to areas that receive more skilled immigrants from countries with high-

patenting relationships with the United States in 1900, giving more support for complemen-

tarity between these immigrants and skilled natives.

4.7 Conclusions

Understanding the impacts of skilled immigrants on innovation and the mechanisms that

generate these impacts is highly relevant in formulating immigration policies. The first

half of the 20th century which was characterized by mass migration from all over the world

provides an excellent setting for examining the impact of skilled-immigration on various local

innovation outcomes. This setting can be thought of a natural experiment in immigration

where treatment is assigned based on geographical variation in the rate of skilled immigrants

from different nationalities to different counties.

I use this county-level variation to predict skilled migration and estimate the impact of

skilled migration on innovation. I find that skilled immigrants did not affect total patenting

rates in the short-run. However, this is because counties that received more skilled immi-

grants shifted from traditional fields (mechanical and apparels and textiles) towards more

technologically advanced fields (electrical and chemical patenting) so we see no effect overall.

I also find that counties that received more skilled immigrants had more new patent cat-

egories in chemical and electrical patenting, providing evidence for a mechanism by which

skilled immigrants are “Transmitters of Knowledge”, that is, they increase innovation by

introducing new knowledge in their destination. These results are important for policy con-

siderations since they suggest that skilled immigrants push their counties towards other fields

that are in the technological frontier.

I also examine other mechanisms that better help understand the impact of skilled im-

migrants on patenting. I show that the arrival of skilled immigrants attracts skilled natives,
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providing evidence in favor of complementarity between skilled immigrants and skilled na-

tives. Moreover, I find that cultural factors such as language and patenting tradition in

the country of origin are important when considering the impact of skilled immigrants. I

find that immigrants from non-English-speaking countries or from countries who are more

involved in the US patent system have a positive effect on patenting rates and attraction of

other skilled natives.

This current study has many limitations and potential concerns regarding the validity of

the results which I do not address in this paper. The most obvious one is the availability

of data. Since I do not know if inventors are foreign- or native-born I cannot assess what

is the direct contribution of high-skilled immigrants to patenting. I am currently working

on acquiring this data to improve my analysis. Second, the validity of the instrument is a

concern not only in my case but in the immigration literature in general. I plan to use the

1920s quota as a natural experiment in the composition of skilled-immigrants in future work.

Overall, this paper contributes to the existing literature on skilled immigration by being

the first to examine the impact of skilled immigration on innovation in the beginning of the

20th century, using a rare large-scale and diverse supply shift of skilled immigrants. I find

that skilled immigrants are shifting the direction of innovation in their destinations from

traditional areas (mechanical and textiles) to technologically advanced areas (electricity and

chemistry), and show that the potential mechanism is that skilled immigrants are bringing

new knowledge to their destination.
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APPENDIX A

Appendix: Housing the Homeless:

The Effect of Housing Assistance on Recidivism to

Homelessness, Economic, and Social Outcomes

A.1 Additional Background

A.1.1 Homelessness in Los Angeles County: Overview

Los Angeles County’s homeless population is the second largest in the United States. Al-

though the composition of its homeless population is quite different compared to other com-

munities in the country, the characteristics of its single adult homeless population, as well

as the federal funding levels per homeless person counted, are similar to those in many other

communities.

Figure A.1 graphs Los Angeles Continuum of Care’s (CoC) homeless rate over time.1

Panel (a) includes both unsheltered and sheltered homeless individuals, while panel (b) in-

cludes only unsheltered homeless individuals.2 In 2010, there were an estimated 360 homeless

individuals per 100,000 in Los Angeles CoC. This rate has increased by 70 percent over time,

1Continuum of Cares (CoCs) are geographic units at which providers of homelessness assistance jointly
apply for federal resources and develop a strategic plan to address homelessness within their jurisdiction.
CoCs vary in size and composition and can be comprised of single cities, individual counties, several counties,
or entire states. In 2019, there were 394 CoCs in the United States and its territories.

2An unsheltered homeless is defined as an individual spending the night in a place not meant for human
habitation (e.g., street). A sheltered homeless is defined as an individual spending the night in a temporary
housing program (e.g., emergency shelter).
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with a rate of 608 per 100,000 in 2019, with 460 of them unsheltered. In 2019, Los Angeles

CoC had the nation’s second largest homeless population (approximately 60,000 individu-

als) and the largest unsheltered homeless population. The figure also plots the time trend

in homeless rates for the New York City CoC and the rest of the country. For comparison,

New York City CoC, which has the largest homeless population in the nation, has also ex-

perienced a similar increase over this period, although its increase was driven by sheltered

homeless, since it has a right-to-shelter policy. In contrast, when considering the rest of the

U.S., the homeless rate has declined by 21 percent, from 184 per 100,000 in 2010 to 144 per

100,000 in 2019.3

Comparing Los Angeles County and New York City to the rest of the CoCs shows that

despite their extraordinary large homeless populations, they share some similarities with

other communities in the U.S., as can be seen in Figure A.2, which plots homeless rates

versus designated homeless beds (in both temporary and permanent housing programs) for

371 CoCs in 2019. The dashed line in the figure presents the fitted line from a linear

regression of beds rate on homeless rate. The fitted line has a positive slope, implying that

CoCs with a higher rate of beds per capita have a higher homeless rate. In particular, there

are several CoCs with a similar homeless and beds rates to that of Los Angeles CoC.

The homeless population in Los Angeles CoC is somewhat different compared to that in

the rest of the U.S. along some dimensions. Columns 1-2 of Table A.1 present the charac-

teristics of the homeless populations of Los Angeles CoC and the rest of the United States,

as of 2019, respectively. The first important difference between Los Angeles and the rest of

the U.S. is that only 25% of Los Angeles’ homeless population is sheltered, compared to 68%

of the homeless population in the rest of the country. It is not clear why the unsheltered

homeless population in Los Angeles CoC is so large, but several explanations include high

3Evans et al. (2019) and O’Flaherty (2019) show that the large increases in homeless rates in Los Angeles
CoC and New York City CoC cannot be explained by the rising housing prices in these CoCs alone, and call
for additional research trying to find additional determinants of homelessness in these CoCs, which together
comprise 25% of the entire homeless population in the U.S.
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housing prices, lack of designated homeless housing, zoning laws and NIMBYism, and the

moderate climate (See Byrne et al., 2013; Cohen, 2019; Corinth, 2017; Corinth and Lucas,

2018). Additionally, homeless individuals in Los Angeles CoC are less likely to be female

(31% compared to 40% in the rest of the U.S.), more likely to be part of a minority group

(10% consider themselves non-Hispanic whites compared to 28% in the rest of the country),

less likely to be part of a family (15% of individuals compared to 32% in the rest of the

country), more likely to be chronically homeless (28% compared to 18% in the rest of the

country), and more likely to suffer from severe mental illness (27% compared to 20% in the

rest of the country).4

Columns 3-4 of Table A.1 compare the characteristics of single individuals experiencing

homelessness in Los Angeles CoC and the rest of the country, respectively. This is more

relevant for my study since it focuses on the single adult homeless population.5 Even when

restricting attention to single individuals, a lot fewer are sheltered in Los Angeles CoC (15%)

compared to the rest of the country (56%). However, Los Angeles CoC’s single individuals

experiencing homelessness share some similarities with single individuals experiencing home-

lessness in the rest of the country. For example, approximately 70% are male, blacks are

over-represented (40% in Los Angeles CoC and 34% in the rest of the US), and the share

of chronically homeless is larger compared to the general homeless population (31% in Los

Angeles CoC and 23% in the rest of the country).

Homeless programs and services have three main sources of funding: federal, local, and

private. Federal funding supports homeless programs through multiple agencies, the largest

the Department of Housing and Urban Development (HUD), which provides approximately

40% of overall federal funding (USICH, 2020). In addition, local governments (states, coun-

4Chronically homeless individual refers to an individual with a disability who has been continuously
homeless for one year or more or has experienced at least four episodes of homelessness in the last three
years, with a combined time homeless of at least 12 months (Henry et al., 2018).

5To be precise, my definition of single adult excludes individuals under 25 or above 65, while the single
individuals category does not.
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ties and cities) provide their own funding. Unfortunately, consistent data on local and private

funding does not exit at the CoC level and one must rely on federal funding data to make

comparisons across CoCs. The largest of the federal grants is the Continuum of Care (CoC)

Program Grant, which distributes more than $2 billion dollars for homeless programs annu-

ally.6 In 2018, the average CoC received $5.6 million dollars in CoC grants, or $5,000 dollars

per homeless person counted. Los Angeles CoC received slightly more than $123 million

dollars, the second largest grant after New York City, but this was translated to only $2,476

per homeless person counted.

The significant increase in the homeless population and the low federal spending rates

per homeless person counted in LA County have led decision makers, backed up by the

public, to allocate more resources to address the problem of homelessness.7 As a result, for

example, the county’s overall budget for homelessness in 2018 was $619 million (LA Times,

2018), with only $130 million (approximately 20 percent) granted by HUD, implying that

LA County spent on average $11,000 per homeless person counted in 2018.

A.1.2 Housing Assistance for the Homeless in Los Angeles County: Background

In this section, I briefly describe the different types of housing assistance programs avail-

able to individuals experiencing homelessness in Los Angeles County. Housing assistance

programs in Los Ageles CoC generally follow the Housing First strategy for addressing

homelessness, which is based on quickly finding housing solutions (preferably permanent)

6See Appendix A for a more detailed information on federal funding for homelessness and on local funding
for Los Angeles County.

7County voters have supported increasing homeless spending by approving billions of dollars in bonds
that would provide tens of thousands of affordable housing units and services for the homeless. Some of the
important propositions and measures are worth mentioning. In 2016, more than 77 percent of L.A. City
voters supported Proposition HHH, a $1.2 billion housing bond, to fund 10,000 units of supportive housing
over the next decade. Then, in March of 2017, 69 percent of L.A. County voters approved Measure H, a
$3.5 billion tax-funded measure for homeless services and rental subsidies that would provide permanent
housing for 45,000 families and individuals, while preventing homelessness for 30,000 others. In addition,
other affordable housing measures were approved by city, county, and state voters, including Measure JJJ
in 2016, State Propositions 1 and 2 in 2018, and L.A. City’s linkage fee on housing developers in 2017.
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for individuals experiencing homelessness, in order to minimize the trauma caused by home-

lessness and to better serve additional problems an individual experiencing homelessness is

facing (Burt et al., 2017).

The housing programs that serve the homeless population in Los Angeles County can be

broadly categorized into two types: Temporary and Permanent. Temporary housing pro-

grams, as the name suggests, provide housing assistance for a short period of time and are

meant to provide crisis housing until the person is able to find a permanent housing solution.

These programs are composed of two sub-types: Emergency Shelter and Transitional Hous-

ing. Permanent housing programs provide housing assistance for a medium or long-term

period and are based on finding a permanent housing solution for the client, which could be

used even after housing subsidy has ended. The three main permanent housing programs

are Rapid Re-Housing, Permanent Supportive Housing, and Other Permanent Housing.

In Los Angeles CoC, as of 2019, there was a total of 45,116 beds in 764 housing assistance

programs that serve the homeless or previously homeless population (LAHSA, 2019). 25,608

(57%) beds in 630 programs serve the single adult homeless population, and the rest serve

families or children and youth experiencing homelessness. When considering the distribution

of beds serving the single adult population, 7,184 beds (28% of all single adult beds) are

in temporary housing programs and 18,424 (72% of all single adult beds) are in permanent

housing programs. The average housing assistance program has 40 beds (an average of 49

for temporary housing programs and an average of 27 for permanent housing programs).

The largest temporary housing program is the Los Angeles Mission Overnight Beds for Men

with 212 beds, and the largest permanent housing program is Step Up on Second’s DHS

Scattered Sites permanent supportive housing program with 343 beds.

The Housing First policy, combined with the low supply of beds available to serve the

single adult homeless population, has two implications. First, there is a long waiting list for

any type of housing assistance. The shortest is for temporary (70 days on average in my data),

and the longest is for permanent (150 days on average in my data). Second, individuals with
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a higher level of needs or more acute situations (e.g., severe mental illness, substance abuse

problems, chronic homelessness) are being prioritized into housing assistance, especially for

permanent housing programs, implying that there is selection into housing assistance based

on observables. This is one motivation for me to find a source of exogenous variation in

housing assistance receipt using an instrumental variable research design.

Finally, it is important to note that many housing assistance programs offer non-housing

services as well to support the rehabilitation process of participants, especially in permanent

housing programs. In addition, the homeless support system offers additional non-housing

assistance programs.8 The most common non-housing services include case management,

basic hygiene services (e.g., meals and showers, health care), substance abuse treatment,

mental health treatment, life skills courses, and employment readiness courses.

8In my data, 35% of housing assistance programs participants were also enrolled in at least one non-
housing assistance program while receiving housing assistance.
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Figure A.2: Homeless Rates versus Homeless Beds Per Capita, 2019.
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Note: Sample consists of 371 CoCs with available data on homeless counts and designated homeless beds counts (both
temporary and permanent housing programs included). The dashed line presents the linear fit between homeless rate and

beds rate, with a 0.5 coefficient and .028 standard error. 3 CoCs with a homeless beds rate per 100,000 larger than 1,500 are
excluded from the figure.

Source: Byrne et al. (2013), US Department of Housing and Urban Development (HUD) Point-in-Time (PIT).
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Table A.1: Characteristics of Individuals Experiencing Homelessness, 2019.

Overall Population Single Individuals
Los Angeles CoC Rest of US Los Angeles CoC Rest of US

(1) (2) (3) (4)

Overall Homeless Population 56,257 505,927 47,810 344,899
Homeless Rate (per 100,000) 608 164 517 112

Shelter Type:
Sheltered 0.25 0.68 0.15 0.56
Unsheltered 0.75 0.32 0.85 0.44

Gender:
Females 0.31 0.40 0.26 0.30
Males 0.67 0.60 0.71 0.69

Race/Ethnicity:
Black 0.43 0.40 0.40 0.34
Hispanic 0.36 0.20 0.36 0.16
White 0.10 0.28 0.21 0.47
Other Race/Ethnicity 0.11 0.12 0.03 0.03

Household Type:
Families 0.15 0.32 - -
Anyone Else 0.85 0.68 - -

By Age:
Under 18 Years Old 0.09 0.20 0.001 0.01
18-24 Years Old 0.06 0.08 0.06 0.09
¿ 24 Years Old 0.85 0.72 0.93 0.90

Special Populations (18+ Years Old):
Chronically Homeless 0.28 0.18 0.31 0.23
Veterans 0.06 0.07 0.07 0.10
Severely Mentally Ill* 0.27 0.20 - -
Chronic Substance Abuse* 0.16 0.16 - -
HIV Positive* 0.02 0.07 - -

Note: Column 1-4 show different demographic characteristics of individuals experiencing homelessness. Columns 1-2 consider
the overall homeless population, while columns 3-4 consider the single individuals homeless population. Columns 1 and 3 show
demographics for Los Angeles CoC, while columns 3 and 4 show demographics for the rest of the US.

Source: United States Department of Housing and Urban Development (HUD) 2019 Point-in-Time (PIT) Report, Los
Angeles Homeless Services Authority (LAHSA) Point-in-Time Report, Byrne et al. (2013).
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Table A.2: Treatments Received.

Number of Cases Percent of Cases

(1) (2)

1. Permanent Supportive Housing (PSH): 1,962 100%

Permanent Supportive Housing (PSH) Only 564 29%
with Non-Housing Services (NH) 370 19%
with Temporary Housing (TH) 370 19%
with Temporary Housing (TH) and Non-Housing Services (NH) 429 22%
with Rapid Re-Housing (RRH) 76 4%
with Rapid Re-Housing (RRH) and Temporary Housing (TH) 38 2%
with Rapid Re-Housing (RRH) and Non-Housing Services (NH) 56 3%
with Rapid Re-Housing (RRH), Temporary Housing (TH), and Non-Housing Services (NH) 59 3%

2. Rapid Re-Housing (RRH): 3,204 100%

Rapid Re-Housing (RRH) Only 1,522 48%
with Temporary Housing (TH) 554 17%
with Non-Housing Services (NH) 567 18%
with Temporary Housing (TH) and Non-Housing Services (NH) 561 18%

3. Temporary Housing (TH): 9,412 100%

Temporary Housing (TH) Only 6,321 67%
with Non-Housing Services (NH) 3,091 33%

4. Non-Housing Services (NH): 4,031 100%

5. No Treatment Received 8,143 100%

Note: The initial sample consists of all assessments processed in Los Angeles County’s Coordinated Entry System in 2016-2017.
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A.2 Data Description and Construction

A.2.1 Data Sources

My analysis relies on data from several administrative sources. Table A.3 lists each admin-

istrative source, files provided, and the time period covered by the associated files.

Table A.3: List of Data Sources.

Source Data Time Period

Los Angeles Continuum of Care
(CoC) Homeless Support System

(1) Homeless Single Adults Intakes (VI-SPDAT)

- Demographics (age, race, gender, veteran status) 01/2016-12/2018
- Acuity indicators (homeless history, disabilities)
- Location of intake (SPA)
- Intake Date
- Case worker name 01/2016-02/2018
- Agency name

(2) Homeless Management Information System (HMIS) 01/2010-06/2019

- Homeless programs placements (housing and non-housing)
- Program start date and end date (when relevant)
- Program information (agency, name, type)
- Intake and exit interviews (demographics, health, employ-
ment and income, social benefits receipt, destination)

Enterprise Linakge Project (ELP) (3) Los Angeles County Department of Health Services (DHS) 01/2006-05/2018

- Services received by DHS
- Facility, claim amount, type of service, start/end date

(4) Los Angeles County Department of Mental Health (DMH) 01/2006-08/2018

- Services received by DMH
- Facility, claim amount, type of service, start/end date

(5) Los Angeles County Department of Public Health (DPH) 01/2006-12/2017

- Services received by DPH (substance abuse treatments)
- Facility, claim amount, type of service, start/end date

(6) Los Angeles County Department of Public and Social Services (DPSS) 02/2010-08/2018

- General Relief (GR) amount paid monthly
- Homelessness Indicator

(7) Los Angeles County Sheriff Department (LASD) 04/2005-08/2018

- Criminal charges
- Arrests
- Incarceration history

(8) Los Angeles County Department of Probation 01/2005-08/2018

- Start and end date of probation service

Note: This table lists data sources, files, and the time period covered by the associated files.
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A.2.2 Description of Files

Vulnerability Index - Service Prioritization Decision Assistance Tool (VISP-

DAT).

Information on the initial interaction between a client and a case worker comes from the Vul-

nerability Index - Service Prioritization Decision Assistance Tool (VI-SPDAT) assessments

data, which correspond to a survey conducted to single adults seeking assistance from the

county’s homeless support system. The dataset contains information for all assessments over

the period 2016-2018. The VI-SPDAT survey is a pre-screening tool that guides case work-

ers to determine the level of acuity of a particular client, which in the case of single adults

ranges from a score of 0 to 17. Higher levels of the VI-SPDAT score indicate a higher level

of acuity and, hence, a higher need for assistance. In addition, the VI-SPDAT contains a

client’s unique identifier assigned by the system, the date of the assessment, the acuity score,

demographic characteristics of the clients such as age, race, gender, disabilities and veteran

status. It also contains each of the questions that determine the acuity score. Finally, it

contains the names of the case workers assigned to conduct the assessments, the organization

where they conduct the survey and the location of the organization.

Homeless Management Information System (HMIS).

The Homeless Management Information System (HMIS) contains complete records of all

homeless services provided by service providers in Los Angeles County’s homeless response

system. The HMIS is a local information technology system used to collect client-level data

and data on the provision of housing and services to homeless individuals and families and

persons at risk of homelessness. I have access to this data for the Los Angeles Continuum of

Care from 2010 through June 2019. The HMIS reports information for all people considered

homeless, that is families, single adults and youth, and each observation corresponds to an

individual who can be tracked in time using a unique individual identifier. For each person
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in the HMIS, I observe demographic characteristics such as age, gender, disabilities, veteran

status, chronic homeless status and type of service and/or housing program (street outreach,

shelter, temporary housing, long-term housing, and non-housing services). For each program

I observe the enrollment date, the exit date when the service has finished, and the amount

of the subsidy if it corresponds. For a subsample of the population in the HMIS I observe

reported information on income, employment, social benefits receipt, as well as health status.

Los Angeles County Department of Health Services (DHS) Service Records.

The Los Angeles County Department of Health Services (DHS) is the second largest mu-

nicipal health system in the nation. DHS’s mission is to ensure access to high-quality,

patient-centered, cost-effective health care to Los Angeles County residents. DHS is as an

integrated health system, operating 26 health centers and four acute care hospitals, in addi-

tion to providing health care to youth in the juvenile justice system and inmates in the LA

County jails. Moreover, DHS runs the County’s 911 emergency response system. Across the

network of DHS’s directly operated clinical sites and through partnerships with community-

based clinics, DHS cares for about 750,000 unique patients each year, employs over 22,000

staff, and has an annual operating budget of $6.2 billion.9

The DHS service records contain information on facility, type of service (inpatient, out-

patient, emergency department), payee, and start and end dates of services. Additionally,

the records contain diagnosis and procedure codes.

Los Angeles County Department of Mental Health (DMH) Service Records.

The Los Angeles County Department of Mental Health is the largest county-operated mental

health department in the United States, directly operating programs at more than 85 sites,

and further providing services through contract programs and DMH staff at approximately

9https://dhs.lacounty.gov/more-dhs/about-us/
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300 sites co-located with other County departments, schools, courts and various organiza-

tions. Each year, the County contracts with close to 1,000 organizations and individual

practitioners to provide a variety of mental health-related services. On average, more than

250,000 County residents of all ages are served every year. Its mission is to enhance the

well-being of LA’s most vulnerable populations (such as the homeless).

The DMH service records contain information on mental health services provided, includ-

ing assessments, case management, crisis intervention, medication support, peer support,

psychotherapy and other rehabilitative services. In addition, they include information on

the facility, claim amount, and start and end date of services.

Los Angeles County Department of Public Health (DPH) Service Records.

The Los Angeles County Department of Public Health’s mission is to protect health, prevent

disease, and promote health and well-being for everyone in Los Angeles County. DPH

educates the population on good health practices, advocates for access to medical health

coverage, ensures safe drinking water, promotes childhood vaccination, and provides sex

education. It also provides clinical services through 14 public health centers (plus a satellite

site on Skid Row).

The DPH service records contain information on substance-abuse related services, includ-

ing detox, residential programs, and outpatient visits, among others. It contains information

on the facility, payment method, type of service, and start and end date of services. Addi-

tionally, it includes an intake questionnaire containing 92 questions regarding various topics,

from addiction history and medical history, to employment status.

General Relief (GR) Records.

General Relief is an emergency cash assistance program operated through the Department of

Public and Social Services (DPSS), the department responsible for providing social service
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benefits in Los Angeles County. DPSS provides services like Cash Assistance (CalWorks),

Food and Nutrition (CalFresh), Health Assistance, Job Assistance (GROW), General Relief

(GR), and other community services. DPSS serves 10 million residents with an annual budget

of $3.9 Billion. The General Relief records contain the monthly benefits each member of a

household receives, as well as two indicator variables that can be used to identify homeless

recipient. General Relief is distributed via EBT card. Eligible for General Relief are those

individuals who are unable to work and are not eligible for other state or federal cash

assistance programs. GR includes a monthly grant of $221 for a single person.

Los Angeles County Sheriff’s Department (LASD) Records.

The Los Angeles Sheriff’s Department (LASD) provides general law enforcement services to

40 contract cities; 90 unincorporated communities; 216 facilities, hospitals, and clinics located

throughout the County; nine (9) community colleges; the Metropolitan Transit Authority;

and 47 Superior Courts. LASD also provides services such as laboratories and academy

training to smaller law enforcement agencies within the County. Additionally, LASD is

responsible for securing approximately 18,000 inmates daily in 7 custody facilities, which

includes providing food and medical treatment.10

The LASD records contain information on the population of charged and incaracerated

individuals in Los Angeles County (2005-2018). The dates of each unique sentence are

observed, as well as the type of charge and the total sentence length. Specifically, the data

contain records of criminal charges, arrests (jail bookings), and incarceration history. For

criminal charges, date and type of crime committed are specified.

10The Sheriff’s data will not contain data for Los Angeles city jails except for those arrestees who remain
in custody after arraignment. These individuals are remanded to the custody of the LA County Sheriff’s
department.
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Los Angeles County Probation Department Records.

The Probation Department is responsible for enhancing public safety, ensuring victim’s

rights, and effecting positive probationer behavioral change. The Probation Department

provides several adult services like supervision after release, investigations, AB 109, and

specialized treatments for moderate-to-high-risk clients. In addition, they provide juvenile

services such as diversion and prevention, supervision and school based programs. They

operate on a $935 million budget and in 50 different facilities, working with 82,000 adults

and 1000 juveniles.

The probation records contain information on whether an individual is under probation

in a given month and the facility at which they are serving the probation period.

A.2.3 Data Cleaning and Sample Construction

The following provides detailed steps of the cleaning and restrictions I impose on different

data sources used in the study.

A.2.3.1 Vulnerability Index - Service Prioritization Decision Assistance Tool

(VISPDAT).

Steps involved in creating and cleaning the data:

1. Combine four different versions of the VI-SPDAT intake data that were given to me

at different points in time, each version containing all previous intakes in addition to

new intakes.

(a) Label all variables and variable values, drop observations with serious data entry

mistakes (no personal ID, missing values in all fields, etc.).

(b) Standardize variable types and names across all four versions.
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2. Combine four data versions into one version.

(a) Keep record from most recent version in case of duplicates.

(b) Combined data sets contain 87,500 records of new intakes.

3. Drop duplicate intakes.

4. Keep assessments conducted in 2016-2017.

5. Keep assessments conducted for individuals age 25-65.

6. Clean agency and case worker names and assign identifiers.

(a) Agency and case worker names available for intakes from 01/2016 through 02/2018.

(b) Manually standardize names: convert strings to uppercases, remove special char-

acters, fix spelling mistakes, change acronyms to full provider names, change

nicknames to full names.

(c) Assign agency identifier and worker-agency identifier (do not allow for case workers

to work on multiple agencies).

(d) Link clean agency and case-worker identifiers to main intake data.

(e) Overall, there are 350 sites (defined as agency-area combination) and 3,028 unique

case workers.

7. Drop cases with missing case worker, agency, or site information.

8. Remove duplicates or multiple-day intakes.

9. Remove veteran cases since their assignment does not affect case worker housing place-

ment rate (they are automatically referred to the VA homeless system).

10. Keep case workers with more than 15 non-veteran cases handled in 2016-2017. I impose

this restriction to avoid concerns regarding small cell sizes.
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11. Keep sites with at least 2 case workers conducting intakes in a given month. This

is done in order to keep only cases that were as-good-as-randomly assigned to case

workers.

A.2.3.2 Homeless Management Information System (HMIS).

The HMIS consists of 12 different files, each recording different items: Client, Disabilities,

Employment and Education, Enrollment, Exit, Funder, Health and Domestic Violence, In-

come and Benefits, Inventory, Project, Services, and Site. The steps involved in creating and

cleaning the combined HMIS data:

1. Combine four different versions of each file in the HMIS that were given to me at

different points in time, each version containing all previous intakes in addition to new

intakes.

(a) Label all variables and variable values, drop observations with serious data entry

mistakes (no personal ID, missing values in all fields, etc.).

(b) Standardize variable types and names across all four versions.

2. Combine four data versions into one version and merge all files into one ”master” HMIS

data based on enrollment identifier which links all data files.

(a) Keep record from most recent version in case of duplicates.

3. Keep records only for individuals in the intake data (both intake and HMIS data use

similar personal identifiers).

4. For programs with missing date, compute end date based on the following algorithm:

(a) If last service date is found, assign it to be exit date.
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(b) Assign median program length in cases with no exit date or last service date

that time from enrollment surpassed maximum length of stay for program (for

example, 3 months for emergency shelter).

(c) Assign last date of data (06/31/2019) to programs with no exit date or last service

date, where the time passed from enrollment date is lower than maximum duration

of the program.

5. Construct a panel dataset at the case-monthly data.

The key variables from the HMIS data are:

1. Housing assistance receipt: enrollment (yes/no), number of program enrollments, num-

ber of housing assistance days. This is done for housing assistance in general, and

separately for temporary and permanent housing assistance programs.

2. Recidivism to homeless system: defined as new intake (Intakes data) or a new enroll-

ment in a street outreach program (these are programs that serve individuals who live

on the streets, implying the individual is homeless again).

3. Destination: individuals report the destination to which they are headed to at program

exit (any program type). Destinations include permanent, temporary, or no housing

solutions.

4. Benefits, employment, and income: Individuals report whether they receive social

benefits, whether they are employed, and what their monthly income is.

A.2.3.3 Enterprise Linkage Project (ELP).

The linkage process of records between the various administrative sources and the HMIS

records is a complex process. Each month, the individual county agencies run an encryption

code that scrambles the names, birthdates, and social security numbers of the individuals
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in their data. The de-identified data is then uploaded to a secure server for inclusion into

the ELP. Staff in the Research and Evaluation Services division of the Service Integration

branch then run a matching code that uses the encrypted identifiers to link people together

across agencies. The linkage process uses a combination of perfect and fuzzy matches based

on combinations of SSN, and date of birth (Hess and Carollo, 2017).

The following steps were done in cleaning and constructing the various outcomes for the

different ELP data sources:

1. Label all variables and variable values, drop observations with serious data entry mis-

takes (no personal ID, missing values in all fields, etc.).

2. Keep records only for individuals in the intake data (both intake and HMIS data use

similar personal identifiers).

3. Remove duplicate records.

4. Construct a panel dataset of the case-monthly data, collapsing services for each agency.

5. Merge all monthly panel data for each agency into one large panel dataset.

The key variables from the ELP data are:

1. Health (DHS, DMH, DPH): any service received (yes/no), number of services received,

duration of services received.

2. Crime: Criminal charges, jail bookings (arrests), jail days, probation days.

3. Social Benefits: General relief receipt.
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Table A.2.4: Sample Restrictions.

Sample Sizes (Remaining after each restriction):

Number of
Intakes

Number of
Clients

Number of
Case

Workers

Number of
Service
Sites

(1) (2) (3) (4)

All Cases: 87,351 67,171 - -

Keep all intakes conducted in 2016-2017 55,366 42,655 - -

Keep individuals age 25-65 48,595 37,241 - -

Drop cases with missing case worker, organization, or site information 47,157 36,620 3,028 350

Remove duplicates or multiple same-day intakes 46,411 36,511 3,020 348

Keep all non-veteran cases 39,116 30,794 2,580 316

Keep case workers with more than 15 non-veteran intakes 31,629 25,556 524 112

Keep service sites with at least 2 case workers in a given month 26,752 22,011 502 95

Note: The initial sample consists of all intakes processed in Los Angeles County’s Coordinated Entry System in 2016-2018.
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Table A.2.5: Summary Statistics.

Estimation
Sample

Instrument
Sample

Excluded
Sample

(1) (2) (3)

Demographics:
Age 45.12 45.24 45.50

(11.23) (11.22) (11.20)
Female 0.342 0.359 0.396

(0.474) (0.480) (0.489)
Black 0.509 0.484 0.429

(0.500) (0.500) (0.495)
Hispanic 0.231 0.237 0.250

(0.421) (0.425) (0.433)
White 0.195 0.209 0.238

(0.396) (0.406) (0.426)

Acuity Assessment:
Acuity Score (0-17) 7.267 7.511 8.040

(3.710) (3.711) (3.660)
Homeless History 0.717 0.735 0.775

(0.450) (0.441) (0.418)
Chronic Homeless 0.613 0.640 0.698

(0.487) (0.480) (0.459)
Physical Disability 0.697 0.721 0.773

(0.459) (0.448) (0.419)
Mental Disability 0.576 0.606 0.669

(0.494) (0.489) (0.470)
Self Care Problems 0.291 0.293 0.297

(0.454) (0.455) (0.457)
Used Crisis Service in Past 6 Months 0.0425 0.0445 0.0486

(0.202) (0.206) (0.215)

Past Health, Criminal, Housing History:
Any DHS Treatment in Past 12 Months 0.172 0.172 0.172

(0.378) (0.378) (0.378)
Any DMH Treatment in Past 12 Months 0.116 0.116 0.116

(0.321) (0.320) (0.320)
Any Substance Abuse Treatment in Past 12 Months 0.0846 0.0841 0.0831

(0.278) (0.278) (0.276)
Involvement with Law Enforcement Agencies in Past 12 Months 0.137 0.136 0.134

(0.343) (0.343) (0.341)
Received Emergency Cash Assistance in Past 12 Months 0.192 0.191 0.190

(0.394) (0.393) (0.392)
Any Interaction with Homeless Support System in Past 12 Months 0.351 0.347 0.340

(0.477) (0.476) (0.474)
Any Housing Assistance Received in Past 12 Months 0.282 0.276 0.263

(0.450) (0.447) (0.440)

Number of Clients 22,011 30,794 11,346
Number of Cases 26,752 39,116 12,364

Note: Column 1 shows sample statistics for the estimation sample of intakes conducted in 2016-2017. Column 2 shows sample
statistics for the instrument sample consisting of all non-veteran intakes, and column 3 shows sample statistics of all cases that
are excluded from the estimation sample but are included in the instrument sample.

186



A.3 Additional Results - Recidivism

Figure A.3.1: Days in Housing Programs - CDF.
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Table A.3.1: Tests for the Monotonicity Assumption.

Baseline

Instrument

Reverse-Sample

Instrument

(1) (2)

Dependent Variable Pr(Received Housing Assistance)

A. Housing Assistance Propensity (All Covariates)

1. Sub-sample: Housing Assistance Propensity - 1st quartile (low-

est)

Estimate 0.718*** 0.730***

(SE) (0.0682) (0.0862)

Dependent Mean 0.38 0.38

Number of Assessments 6,138 6,138

2. Sub-sample: Housing Assistance Propensity - 2nd quartile

Estimate 0.669*** 0.780***

(SE) (0.0680) (0.0811)

Dependent Mean 0.51 0.51

Number of Assessments 6,453 6,453

3. Sub-sample: Housing Assistance Propensity - 3rd quartile

(highest)

Estimate 0.720*** 0.891***

(SE) (0.0583) (0.0695)

Dependent Mean 0.60 0.60

Number of Assessments 6,772 6,772

4. Sub-sample: Housing Assistance Propensity - 4th quartile

(highest)

Estimate 0.502*** 0.635***

(SE) (0.0594) (0.0597)

Dependent Mean 0.69 0.69

Number of Assessments 6,686 6,686

B. Case Characteristics (Acuity Score)

1. Sub-sample: Low Acuity Score (0-3)

Estimate 0.726*** 0.938***

(SE) (0.131) (0.143)

Dependent Mean 0.76 0.76

Number of Assessments 4,131 4,131

2. Sub-sample: Medium Acuity Score (4-7)

Estimate 0.762*** 0.897***

(continued on next page)
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Table A.3.1 – continued from previous page

Baseline

Instrument

Reverse-Sample

Instrument

(1) (2)

Dependent Variable Pr(Received Housing Assistance)

(SE) (0.0498) (0.0594)

Dependent Mean 0.58 0.58

Number of Assessments 10,461 10,431

3. Sub-sample: High Acuity Score (8-17)

Estimate 0.472*** 0.433***

(SE) (0.0474) (0.0501)

Dependent Mean 0.44 0.44

Number of Assessments 11,744 10,811

C. Chronic Homeless Status

1. Sub-sample: Chronic Homeless

Estimate 0.596*** 0.481***

(SE) (0.0449) (0.0497)

Dependent Mean 0.49 0.50

Number of Assessments 16,358 15,649

2. Sub-sample: Not Chronic Homeless

Estimate 0.685*** 0.735***

(SE) (0.0575) (0.0700)

Dependent Mean 0.63 0.63

Number of Assessments 10,205 10,184

D. Physical Disability

1. Sub-sample: With Physical Disability

Estimate 0.592*** 0.505***

(SE) (0.0427) (0.0454)

Dependent Mean 0.51 0.51

Number of Assessments 18,634 17,434

2. Sub-sample: No Physical Disability

Estimate 0.776*** 0.890***

(SE) (0.0584) (0.0822)

Dependent Mean 0.63 0.63

Number of Assessments 7,926 7,926

E. Mental Disability

(continued on next page)
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Table A.3.1 – continued from previous page

Baseline

Instrument

Reverse-Sample

Instrument

(1) (2)

Dependent Variable Pr(Received Housing Assistance)

1. Sub-sample: With Mental Disability

Estimate 0.566*** 0.497***

(SE) (0.0498) (0.0607)

Dependent Mean 0.50 0.52

Number of Assessments 15,364 13,573

2. Sub-sample: No Mental Disability

Estimate 0.731*** 0.777***

(SE) (0.0664) (0.0874)

Dependent Mean 0.61 0.61

Number of Assessments 11,238 11,238

F. Age

1. Sub-sample: Age at Assesment ¡ 47

Estimate 0.648*** 0.699***

(SE) (0.0431) (0.0510)

Dependent Mean 0.53 0.53

Number of Assessments 13,259 13,259

2. Sub-sample: Age at Assessment ¿= 47

Estimate 0.664*** 0.656***

(SE) (0.0484) (0.0595)

Dependent Mean 0.56 0.56

Number of Assessments 13,334 13,302

G. Gender

1. Sub-sample: Males

Estimate 0.675*** 0.503***

(SE) (0.0468) (0.0611)

Dependent Mean 0.53 0.49

Number of Assessments 17,539 15,818

2. Sub-sample: Females

Estimate 0.611*** 0.633***

(SE) (0.0521) (0.0698)

Dependent Mean 0.57 0.57

Number of Assessments 9,055 8,743

(continued on next page)
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Table A.3.1 – continued from previous page

Baseline

Instrument

Reverse-Sample

Instrument

(1) (2)

Dependent Variable Pr(Received Housing Assistance)

H. Race

1. Sub-sample: Blacks

Estimate 0.661*** 0.673***

(SE) (0.0492) (0.0583)

Dependent Mean 0.62 0.62

Number of Assessments 13,511 13,381

2. Sub-sample: Not Blacks

Estimate 0.622*** 0.466***

(SE) (0.0494) (0.0615)

Dependent Mean 0.47 0.47

Number of Assessments 13,057 12,813

I. Ethnicity

1. Sub-sample: Hispanics

Estimate 0.542*** 0.728***

(SE) (0.0783) (0.0857)

Dependent Mean 0.51 0.51

Number of Assessments 5,998 5,988

2. Sub-sample: Not Hispanics

Estimate 0.658*** 0.505***

(SE) (0.0369) (0.0597)

Dependent Mean 0.56 0.56

Number of Assessments 20,530 19,770

Note: Estimation sample of all assessments processed in 2016-2017. Controls include all variables listed in Table 1.2, including

controls for service site x month of assessment FEs. Reverse-sample instrument is computed as the share of cases handled by

the case worker that ended up receiving housing assistance in all other case types. Standard errors are two-way clustered at

the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.2: Characterization of Compliers.

Low Acuity High Acuity

(1) (2)

1. Sub-sample: Housing Assistance Propensity - 1st quartile (lowest)

Population Share 0.088 0.148
Complier Share 0.442 0.215
Complier Conditional Population Share 0.142 0.116
Complier Relative Likelihood 1.620 0.787
Number of Cases 2,351 3,957

2. Sub-sample: Housing Assistance Propensity - 2nd quartile

Population Share 0.121 0.126
Complier Share 0.307 0.251
Complier Conditional Population Share 0.137 0.116
Complier Relative Likelihood 1.126 0.919
Number of Cases 3,246 3,383

3. Sub-sample: Housing Assistance Propensity - 3rd quartile

Population Share 0.136 0.124
Complier Share 0.292 0.297
Complier Conditional Population Share 0.146 0.134
Complier Relative Likelihood 1.071 1.087
Number of Cases 3,643 3,310

4. Sub-sample: Housing Assistance Propensity - 4th quartile (highest)

Population Share 0.119 0.138
Complier Share 0.263 0.194
Complier Conditional Population Share 0.114 0.098
Complier Relative Likelihood 0.963 0.710
Number of Cases 3,176 3,686

Note: Estimation sample of assessments processed in 2016-2017. I split the sample into eight mutually exclusive and collectively
exhaustive subgroup based on acuity score (below and above 7) and quartiles of the predicted probability of housing assistance
which is estimated based on all variables listed in Table 1.2. I estimate the first stage equation separately for each subgroup,
which allows me to calculate the proportion of compliers by subgroup. For each subgroup, I report the population share (row
1), the complier share (row 2), and the probability of being in a subgroup conditional on being a complier (row 3). Finally, I
also report the complier relative likelihood (row 4), which is the ratio of group-specific complier share to the overall complier
share estimated to be 0.27 for the full estimation sample.
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Table A.3.3: Quarterly Estimates of the Effect of Housing Assistance on Recidivism.

Time Period (Months after Assessment): Months 1-3 Months 4-6 Months 7-9 Months 10-12 Months 13-15 Months 16-18
(1) (2) (3) (4) (5) (6)

Dependent Variable: A. Pr(Ever Returned to Homeless System)

OLS: Housing Assistance 0.160*** 0.106*** 0.0924*** 0.0742*** 0.0586*** 0.0479***
(0.0104) (0.00700) (0.00668) (0.00674) (0.00593) (0.00587)

RF: Housing Placement Rate -0.0767*** -0.0567** -0.0760*** -0.0522** -0.0935*** -0.0958***
(0.0268) (0.0222) (0.0235) (0.0205) (0.0187) (0.0211)

2SLS: Housing Assistance -0.119*** -0.0881** -0.118*** -0.0810** -0.145*** -0.149***
(0.0429) (0.0360) (0.0394) (0.0324) (0.0314) (0.0353)

Dependent Mean 0.17 0.13 0.12 0.11 0.10 0.10
Complier Dependent Mean if No Housing 0.23 0.13 0.17 0.14 0.12 0.10

Dependent Variable: B. Number of Times Returning to Homeless System

OLS: Housing Assistance 0.226*** 0.124*** 0.0876*** 0.0640*** 0.0381*** 0.0230***
(0.0168) (0.00914) (0.00803) (0.00829) (0.00594) (0.00527)

RF: Housing Placement Rate -0.113*** -0.0415 -0.0514** -0.0131 -0.0774*** -0.0646***
(0.0376) (0.0298) (0.0236) (0.0194) (0.0159) (0.0163)

2SLS: Housing Assistance -0.175*** -0.0644 -0.0797** -0.0204 -0.120*** -0.100***
(0.0601) (0.0477) (0.0386) (0.0299) (0.0269) (0.0267)

Dependent Mean 0.24 0.12 0.09 0.08 0.06 0.06
Complier Dependent Mean if No Housing 0.30 0.12 0.09 0.08 0.09 0.04

Number of Assessments 26,752 26,752 26,752 26,752 26,752 26,752

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.4: The Effect of Housing Assistance on New Housing Assistance and Days Spent
in Housing Programs in New Cases.

Dependent Variable: Pr(Returned to
Homeless

Support System)

Pr(Housing
Assistance in
New Cases)

Pr(Housing
Asisstance in
New Cases —
Returned to

Homeless
Support System)

Total Days in
Housing

Programs in
New Cases

(1) (2) (3) (4)

RF: Case Worker Housing Placement Rate -0.133*** 0.00847 0.0563 8.455
(0.0336) (0.0219) (0.0498) (6.913)

IV: Housing Assistance -0.206*** 0.0132 0.137 13.13
(0.0564) (0.0339) (0.119) (10.55)

Dependent mean 0.36 0.12 0.24 28.59
Number of Assessments 26,752 26,752 5,965 26,752

Note: Estimation sample of assessments processed in 2016-2017. Controls include all controls listed in Table 1.2, including
site x month of assessment fixed effects. Standard errors are two-way clustered at the case worker and individual level. *p¡0.1,
**p¡0.05, ***p¡0.01.

Table A.3.5: The Effect of Housing Assistance for First-Time Users of Homeless Support
System.

Dependent Variable: Pr(Ever Returned to Homeless System) Number of Returns

Months 1-9 After
Assessment

Months 10-18
After

Assessment

Months 1-18
After

Assessment

Months 1-18
After

Assessment
(1) (2) (3) (4)

OLS: Housing Assistance 0.234*** 0.0988*** 0.265*** 0.545***
All Controls (0.0140) (0.0103) (0.0157) (0.0438)

RF: Housing Placement Rate -0.132*** -0.0760** -0.109** -0.297***
All Controls (0.0398) (0.0302) (0.0421) (0.0885)

2SLS: Housing Assistance -0.181*** -0.104** -0.149** -0.407***
All Controls (0.0564) (0.0424) (0.0591) (0.126)

Dependent Mean 0.23 0.14 0.30 0.50
Complier Mean if No Housing Assistance 0.32 0.19 0.32 0.62
Number of Assessments 15,146 15,146 15,146 15,146

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
clustered at the case worker level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.6: Heterogeneous Effects of Housing Assistance on Recidivism.

OLS 2SLS

(1) (2)

Dependent Variable: Pr(Returned to Homeless System)

A. Housing Assistance Propensity (All Covariates)

1. Sub-sample: Housing Assistance Propensity - Below Median

Estimate 0.266*** -0.168**

(SE) (0.0154) (0.0719)

Dependent Mean 0.31 0.31

Number of Assessments 12,860 12,860

2. Sub-sample: Housing Assistance Propensity - Above Median

Estimate 0.274*** -0.221***

(SE) (0.0153) (0.0831)

Dependent Mean 0.41 0.41

Number of Assessments 13,717 13,717

B. Case Characteristics (Acuity Score)

1. Sub-sample: Below Median

Estimate 0.294*** -0.113*

(SE) (0.0172) (0.0635)

Dependent Mean 0.36 0.36

Number of Assessments 14,825 14,825

2. Sub-sample: Above Median

Estimate 0.251*** -0.332***

(SE) (0.0142) (0.107)

Dependent Mean 0.37 0.37

Number of Assessments 11,744 11,744

C. Chronic Homeless Status

1. Sub-sample: Chronic Homeless

Estimate 0.262*** -0.206***

(SE) (0.0134) (0.0696)

Dependent Mean 0.38 0.38

Number of Assessments 16,358 16,358

2. Sub-sample: Not Chronic Homeless

Estimate 0.284*** -0.235***

(SE) (0.0199) (0.0824)

Dependent Mean 0.34 0.34

(continued on next page)
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Table A.3.6 – continued from previous page

OLS 2SLS

(1) (2)

Dependent Variable: Pr(Returned to Homeless System)

Number of Assessments 10,205 10,205

D. Physical Disability

1. Sub-sample: With Physical Disability

Estimate 0.267*** -0.252***

(SE) (0.0135) (0.0688)

Dependent Mean 0.38 0.38

Number of Assessments 18,634 18,634

2. Sub-sample: No Physical Disability

Estimate 0.291*** -0.0748

(SE) (0.0219) (0.0651)

Dependent Mean 0.33 0.33

Number of Assessments 7,926 7,926

E. Mental Disability

1. Sub-sample: With Mental Disability

Estimate 0.272*** -0.263***

(SE) (0.0133) (0.0766)

Dependent Mean 0.38 0.38

Number of Assessments 15,364 15,364

2. Sub-sample: No Mental Disability

Estimate 0.271*** -0.123

(SE) (0.0181) (0.0811)

Dependent Mean 0.33 0.33

Number of Assessments 11,238 11,238

F. Age

1. Sub-sample: Age at Assesment ¡ 47

Estimate 0.266*** -0.124*

(SE) (0.0162) (0.0724)

Dependent Mean 0.33 0.33

Number of Assessments 13,259 13,259

2. Sub-sample: Age at Assessment ¿= 47

Estimate 0.273*** -0.277***

(SE) (0.0151) (0.0760)

(continued on next page)
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Table A.3.6 – continued from previous page

OLS 2SLS

(1) (2)

Dependent Variable: Pr(Returned to Homeless System)

Dependent Mean 0.39 0.39

Number of Assessments 13,334 13,334

G. Gender

1. Sub-sample: Males

Estimate 0.279*** -0.188***

(SE) (0.0152) (0.0601)

Dependent Mean 0.35 0.35

Number of Assessments 17,539 17,539

2. Sub-sample: Females

Estimate 0.254*** -0.238***

(SE) (0.0156) (0.0914)

Dependent Mean 0.39 0.39

Number of Assessments 9,055 9,055

H. Race

1. Sub-sample: Blacks

Estimate 0.291*** -0.223***

(SE) (0.0171) (0.0682)

Dependent Mean 0.39 0.39

Number of Assessments 13,511 13,511

2. Sub-sample: Hispanics

Estimate 0.246*** -0.00375

(SE) (0.0215) (0.144)

Dependent Mean 0.33 0.33

Number of Assessments 5,998 5,998

3. Sub-sample: Whites

Estimate 0.239*** -0.315***

(SE) (0.0195) (0.118)

Dependent Mean 0.36 0.36

Number of Assessments 5,034 5,034

Note: Estimation sample of all assessments processed in 2016-2017. Controls include all variables listed in Table 1.2, including

controls for service site x month of assessment FEs. Dependent variable in all specifications is an indicator for whether an

individual returned at least once to the homeless support system by 18 months after intake. Standard errors are two-way

clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.7: Summary Measures of Treatment Effects Based on the 2SLS and the MTE.

A. Treatment Parameters Based on the 2SLS
Local Average

Treatment
Effect (LATE)

for the
estimation

sample

Local Average
Treatment

Effect (LATE)
for the

Common
Support
Sample

(1) (2)

Pr(Returned to Homeless Support System) -0.206*** -0.144***
(0.0564) (0.0482)

Number of Assessments 26,752 26,484

B. Treatment Parameters Based on the MTE for the Common Support Sample

Average
Treatment

Effect on the
Treated (ATT)

Average
Treatment

Effect (ATE)

Average
Treatment

Effect on the
Untreated
(ATUT)

(1) (2) (3)

1. Linear Specification

Pr(Returned to Homeless Support System) -0.1771* -0.130** -0.073
(0.0977) (0.0637) (0.0956)

2. Global Quadratic Polynomial

Pr(Returned to Homeless Support System) -0.178* -0.131* -0.074
(0.1002) (0.0688) (0.1005)

3. Global Cubic Polynomial

Pr(Returned to Homeless Support System) -0.185** -0.132*** -0.069
(0.0816) (0.05) (0.0707)

4. Global Quartic Polynomial

Pr(Returned to Homeless Support System) -0.215** -0.163** -0.100
(0.1016) (0.0691) (0.1006)

Number of Cases 26,484 26,484 26,484

Note: Full sample of assessments processed in 2016-2017 and trimmed sample with common support (1%). The rescaled
treatment parameters are weighted averages (for the treated (ATT), for all (ATE), and for the untreated (ATUT)) over the
MTE curves over the area with common support (weights sum to 1) Standard errors are constructed based on 100 non-parametric
bootstrap replications. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.8: The Effect of Case Workers Housing Placement Rate on Various Case Worker
Treatment Margins.

Temporary vs. Permanent Housing Duration of Housing Assistance Non-Housing
Services

(1) (2) (3) (4) (5)

Dependent Variable: Pr(Permanent
Housing)

Pr(Temporary
Housing)

No. of Days in
Any Housing

Program

Average Time to
Housing

Assistance
Treatment (in

Days)

Pr(Received
Non-Housing

Services)

Housing Placement Rate 0.408*** 0.318*** 164.9*** -188.3*** -0.100
(0.0631) (0.0867) (14.12) (15.09) (0.0730)

Dependent mean 0.193 0.427 94.68 107.862 0.343
Number of Assessments 26,752 26,752 26,752 26,752 26,752

Note: All specifications include site x month of assessment fixed effects and all of the controls listed in Table 1.2. The estimates
present the reduced-form estimates of case worker housing placement rate. In column 5, average time to housing assistance is
defined as the mean number of days passed from assessment date to first housing program enrollment, at the case worker level.
In column 6, the outcome variable is a binary variable equal to one if the individual was enrolled at least once in a non-housing
services program since assessment date, and zero otherwise. Standard errors are two-way clustered at the case worker and
individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.9: Balancing Tests of Temporary and Permanent Housing Instruments.

Permanent Housing Temporary Housing

Received Placement
Rate

Placement
Rate Above

Median

Received Placement
Rate

Placement
Rate Above

Median
(1) (2) (3) (4) (5) (6)

Demographics:
Age 0.000827*** -0.000147** 0.000138 -0.000321 0.0001 0.000284

(0.000261) (0.0001) (0.000286) (0.000281) (0.0001) (0.000284)

Female 0.0392*** 0.00800*** -0.0129 -0.0226*** -0.00554* -0.00911
(0.00708) (0.00281) (0.0337) (0.00698) (0.00282) (0.0271)

Black 0.0985*** 0.00744** 0.0299* 0.0434*** -0.0001 0.00424
(0.0122) (0.00333) (0.0179) (0.0121) (0.00328) (0.0153)

Hispanic 0.0485*** 0.00276 0.0237 0.0538*** 0.00362 -0.000939
(0.0120) (0.00283) (0.0177) (0.0122) (0.00351) (0.0150)

White 0.0542*** 0.00265 0.0185 0.0407*** 0.00236 -0.000325
(0.0124) (0.00321) (0.0184) (0.0128) (0.00374) (0.0161)

Acuity Assessment:
Acuity Score (0-18) -0.000955 -0.000217 0.00369 0.00211 -0.000880 -0.00278

(0.00143) (0.000808) (0.00337) (0.00131) (0.000709) (0.00293)

Homeless History -0.0199* 0.00598** 0.0152 -0.00765 -0.00810*** -0.0209
(0.0104) (0.00299) (0.0137) (0.00913) (0.00265) (0.0161)

Chronic Homeless 0.00277 -0.00563* -0.00510 -0.00304 0.00566** 0.0152
(0.0108) (0.00314) (0.0132) (0.00935) (0.00254) (0.0148)

Physical Disability 0.000800 -0.000660 -0.00539 -0.00484 0.00236 0.000831
(0.00663) (0.00224) (0.0112) (0.00680) (0.00190) (0.0110)

Mental Disability -0.00721 -0.00423** 0.00306 0.00695 0.00471** 0.0196*
(0.00710) (0.00182) (0.0142) (0.00731) (0.00239) (0.0112)

Self Care Problems 0.00109 -0.00601* -0.0342 -0.0142** -0.00002 0.00102
(0.00695) (0.00333) (0.0209) (0.00682) (0.00339) (0.0195)

Used Crisis Service in Past 6 Months 0.000682 -0.00131 0.00883 -0.0177 0.00552 0.0246
(0.0134) (0.00433) (0.0191) (0.0124) (0.00361) (0.0198)

Past Health, Criminal, Housing History:
Any DHS Treatment in Past 12 Months -0.0114 -0.000261 -0.00564 0.0216*** 0.00161 0.0133*

(0.00843) (0.00165) (0.00668) (0.00831) (0.00149) (0.00714)

Any DMH Treatment in Past 12 Months -0.00594 -0.000865 -0.00133 0.00573 0.000564 -0.00782
(0.00981) (0.00167) (0.00916) (0.00948) (0.00153) (0.00937)

Any Substance Abuse Treatment in Past 12 Months -0.0111 0.00179 0.0147 0.00999 0.00143 -0.00978
(0.0112) (0.00189) (0.00897) (0.0103) (0.00175) (0.00880)

Involvement with Law Enforcement Agencies in Past 12 Months -0.00646 0.00251 0.00598 -0.00672 -0.00357** -0.00379
(0.0101) (0.00182) (0.00896) (0.00913) (0.00172) (0.00895)

Received Emergency Cash Assistance in Past 12 Months 0.00860 -0.000957 0.00630 -0.00554 0.00141 0.00143
(0.00787) (0.00156) (0.00732) (0.00889) (0.00168) (0.00750)

Any Interaction with Homeless Support System in Past 12 Months 0.0220* 0.00291 0.00339 -0.00264 -0.00226 -0.0189*
(0.0125) (0.00254) (0.0113) (0.0125) (0.00211) (0.0112)

Any Housing Assistance Received in Past 12 Months -0.0152 -0.00333 0.0122 0.0828*** 0.00765*** 0.0299**
(0.0136) (0.00342) (0.0126) (0.0134) (0.00272) (0.0124)

F-statistic for joint test 7.802 1.667 1.463 7.113 1.372 1.280
p-value 0.000 0.038 0.093 0.000 0.134 0.191

Number of Cases 26,752

Note: Columns 1-6 show estimates for estimation sample of individuals assessed in 2016-2017. All estimations include controls
for site x month of assessment FEs. Reported F-statistic refers to a joint test of the null hypothesis for all variables. The omitted
category for race is missing/multiple/other race. Standard errors are two-way clustered at the case worker and individual level.
*p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.10: The Effect of Number of Days in Housing Programs on Recidivism.

Dependent Variable: Pr(Ever Returned to Homeless System) Number of
Returns to
Homeless
System

Time Period (Months After Assessment): Months 1-9 Months 10-18 Months 1-18 Months 1-18
(1) (2) (3) (4)

OLS: Days in Housing Programs (in 250s) 0.159*** 0.0435*** 0.154*** 0.343***
All Controls (0.00852) (0.00680) (0.00889) (0.0273)

RF: Housing Placement Rate -0.108*** -0.131*** -0.133*** -0.361***
All Controls (0.0325) (0.0266) (0.0336) (0.0712)

2SLS: Days in Housing Programs (in 250s) -0.203*** -0.199*** -0.202*** -0.547***
All Controls (0.0679) (0.0419) (0.0506) (0.112)

Dependent Mean 0.28 0.18 0.36 0.64
Number of Assessments 26,752 26,752 26,752 26,752

Note: Estimation sample of all assessments in 2016-2017. The estimates show the effect of an increase in duration of housing
assistance by 250 days. All specifications include service site x month of assessment FEs and all the controls listed in Table 1.2.
Standard errors are two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.13: Specification Checks - Minimum Number of Cases per Case Workers

Cases Handled by Case Worker in Sample

Baseline ≥ 10 Cases ≥ 20 Cases ≥ 30 Cases ≥ 40 Cases
(1) (2) (3) (4) (5)

Dependent Variable: A. Pr(Received Housing Assistance)
First Stage: Case Worker Housing Placement Rate 0.644*** 0.609*** 0.661*** 0.664*** 0.684***

(0.0377) (0.0351) (0.0411) (0.0508) (0.0605)

Dependent Mean 0.5449 0.5419 0.5512 0.5559 0.5664

Dependent Variable (Months 1-18 after Assessment): B. Pr(Returned to Homeless Support System)

RF: Case Worker Housing Placement Rate -0.133*** -0.118*** -0.136*** -0.146*** -0.134***
(0.0336) (0.0308) (0.0366) (0.0447) (0.0484)

IV: Housing Assistance -0.206*** -0.194*** -0.206*** -0.220*** -0.196**
(0.0564) (0.0536) (0.0599) (0.0746) (0.0805)

Dependent Mean 0.36 0.36 0.36 0.36 0.36

Dependent Variable (Months 1-18 after Assessment): C. Number of Times Returning to Homeless Support System

RF: Case Worker Housing Placement Rate -0.361*** -0.334*** -0.344*** -0.376*** -0.346***
(0.0712) (0.0655) (0.0771) (0.0916) (0.0943)

IV: Housing Assistance -0.560*** -0.549*** -0.521*** -0.565*** -0.506***
(0.125) (0.120) (0.131) (0.161) (0.168)

Dependent Mean 0.64 0.64 0.64 0.65 0.65

Number of Assessments 26,752 28,309 25,386 23,340 20,873

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.14: Specification Checks - Fixed Effects Selection.

Fixed Effects Selection

Baseline Site x Quarter Site x Year Provider x Month SPA x Month
(1) (2) (3) (4) (5)

Dependent Variable: A. Pr(Received Housing Assistance)
First Stage: Case Worker Housing Placement Rate 0.644*** 0.593*** 0.571*** 0.647*** 0.577***

(0.0377) (0.0414) (0.0467) (0.0477) (0.0910)

Dependent Mean 0.5449 0.5356 0.5328 0.5323 0.5297

Dependent Variable (Months 1-18 after Assessment): B. Pr(Returned to Homeless Support System)

RF: Case Worker Housing Placement Rate -0.133*** -0.130*** -0.130*** -0.124*** -0.123**
(0.0336) (0.0320) (0.0344) (0.0342) (0.0486)

IV: Housing Assistance -0.206*** -0.219*** -0.227*** -0.192*** -0.213**
(0.0564) (0.0580) (0.0630) (0.0568) (0.106)

Dependent Mean 0.36 0.36 0.36 0.36 0.36

Dependent Variable (Months 1-18 after Assessment): C. Number of Times Returning to Homeless Support System

RF: Case Worker Housing Placement Rate -0.361*** -0.326*** -0.322*** -0.352*** -0.327***
(0.0712) (0.0674) (0.0725) (0.0735) (0.0933)

IV: Housing Assistance -0.560*** -0.549*** -0.564*** -0.544*** -0.567***
(0.125) (0.126) (0.135) (0.127) (0.217)

Dependent Mean 0.64 0.64 0.63 0.63 0.63

Number of Assessments 26,752 29,422 30,343 28,788 30,393

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.3.15: Specification Checks - Treatment Timing Definition.

Treatment Definition: Received Housing Assistance Within:

Baseline 1 Month 3 Months 6 Months 12 Months
(1) (2) (3) (4) (5)

Dependent Variable: A. Pr(Received Housing Assistance)
First Stage: Case Worker Housing Placement Rate 0.644*** 0.859*** 0.788*** 0.735*** 0.682***

(0.0377) (0.0264) (0.0298) (0.0317) (0.0345)

Dependent Mean 0.5449 0.3615 0.4160 0.4601 0.5157

Dependent Variable (Months 1-18 after Assessment): B. Pr(Returned to Homeless Support System)

RF: Case Worker Housing Placement Rate -0.133*** -0.0992*** -0.104*** -0.120*** -0.130***
(0.0336) (0.0288) (0.0299) (0.0311) (0.0327)

IV: Housing Assistance -0.206*** -0.116*** -0.133*** -0.164*** -0.190***
(0.0564) (0.0349) (0.0393) (0.0443) (0.0507)

Dependent Mean 0.36 0.36 0.36 0.36 0.36

Dependent Variable (Months 1-18 after Assessment): C. Number of Times Returning to Homeless Support System

RF: Case Worker Housing Placement Rate -0.361*** -0.215*** -0.241*** -0.293*** -0.353***
(0.0712) (0.0610) (0.0621) (0.0656) (0.0693)

IV: Housing Assistance -0.560*** -0.250*** -0.306*** -0.398*** -0.518***
(0.125) (0.0748) (0.0831) (0.0957) (0.112)

Dependent Mean 0.64 0.64 0.64 0.64 0.64

Number of Assessments 26,752 26,752 26,752 26,752 26,752

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.

207



Table A.3.16: Specification Checks -Instrument Definition.

Instrument Definition:

Baseline Winsorized Instrument Split Sample with Veteran Cases Residualized
Placement
Rate

(1) (2) (3) (4) (5)

Dependent Variable: A. Pr(Received Housing Assistance)
First Stage: Case Worker Housing Placement Rate 0.644*** 0.666*** 0.613*** 0.657*** 0.713***

-0.0377 (0.0419) (0.0461) (0.0377) (0.0435)

Dependent Mean 0.5449 0.5449 0.5504 0.5449 0.5449

Dependent Variable (Months 1-18 after Assessment): B. Pr(Returned to Homeless Support System)

RF: Case Worker Housing Placement Rate -0.133*** -0.141*** -0.100** -0.129*** -0.150***
(0.0336) (0.0359) (0.0410) (0.0342) (0.0389)

IV: Housing Assistance -0.206*** -0.212*** -0.164** -0.196*** -0.211***
(0.0564) (0.0582) (0.0671) (0.0557) (0.0592)

Dependent Mean 0.36 0.36 0.36 0.36 0.36

Dependent Variable (Months 1-18 after Assessment): C. Number of Times Returning to Homeless Support System

RF: Case Worker Housing Placement Rate -0.361*** -0.384*** -0.304*** -0.357*** -0.409***
(0.0712) (0.0760) (0.0799) (0.0726) (0.0821)

IV: Housing Assistance -0.560*** -0.577*** -0.497*** -0.543*** -0.574***
(0.125) (0.130) (0.138) (0.124) (0.132)

Dependent Mean 0.64 0.64 0.64 0.64 0.64

Number of Assessments 26,752 26,752 13,394 26,752 26,752

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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A.4 Additional Results - Economic and Social Outcomes

Table A.4.1: First Stage and Recidivism Estimates by Sub-Sample.

(1) (2) (3) (4) (5) (6) (7)
Sample: Baseline DHS DPH DMH,

Sheriff,
Probation

and General
Relief

Employment,
SSI and SSDI

Sample

Income Food Stamps

I. Balancing Tests
F-statistic for joint test of covariates 1.12 0.99 1.24 1.46 1.07 1.07 1.15
p-value 0.33 0.47 0.23 0.09 0.37 0.37 0.29

II. First Stage: Pr(Received Housing Assistance)

Housing Placement Rate 0.644*** 0.598*** 0.541*** 0.633*** 0.627*** 0.613*** 0.592***
(0.0377) (0.0440) (0.0803) (0.0381) (0.0382) (0.0398) (0.0407)

F-stat. (Instrument) 292.22 184.88 45.35 275.82 268.92 237.42 211.76

Dependent mean 0.545 0.575 0.543 0.578 0.623 0.630 0.643
Number of Assessments 26,752 11,339 5,314 15,510 23,387 23,054 18,773

III. 2SLS: Pr(Return to Homeless Support System - Months 1 to 18)

Housing Assistance -0.206*** -0.242*** -0.242 -0.230*** -0.323*** -0.325*** -0.317***
(0.0564) (0.0831) (0.148) (0.0646) (0.0639) (0.0664) (0.0691)

Dependent mean 0.362 0.440 0.458 0.418 0.405 0.402 0.424
Number of Assessments 26,752 11,339 5,314 15,510 23,387 23,054 18,773

Note: Columns 1-7 show the main results on recidivism into homelessness for the different sub-samples used in the analysis.
All specifications include service site x month of assessment fixed effects. Standard errors are two-way clustered at the case
worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.4.2: The Effect of Housing Assistance on Department of Health Services.

Dependent Variable : Any Treatment Inpatient Outpatient Emergency
(1) (2) (3) (4)

A. Ever Received (1-18 Months after Assessment):

OLS: Housing Assistance 0.00249 0.00268 0.00707 0.00159
All Controls (0.00739) (0.00310) (0.00529) (0.00619)

RF: Housing Placement Rate -0.0367* 0.0242** -0.0285 -0.0323*
All Controls (0.0220) (0.0120) (0.0207) (0.0178)

2SLS: Housing Assistance -0.0613* 0.0405* -0.0476 -0.0541*
All Controls (0.0370) (0.0206) (0.0347) (0.0302)

Dependent Mean 0.10 0.02 0.05 0.06
Number of Assessments 11,339 11,339 11,339 11,339

B. Number of Days/Episodes (1-18 Months after Assessment):

OLS: Housing Assistance 0.0195 0.0672 0.0268 -0.0124
All Controls (0.0729) (0.0862) (0.0629) (0.0237)

RF: Housing Placement Rate -0.0417 0.573* -0.0202 -0.0817
All Controls (0.230) (0.329) (0.188) (0.0851)

2SLS: Housing Assistance -0.0697 0.958* -0.0338 -0.137
All Controls (0.384) (0.562) (0.314) (0.143)

Dependent Mean 0.50 0.27 0.33 0.14
Number of Assessments 11,339 11,339 11,339 11,339

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.

211



Table A.4.3: The Effect of Housing Assistance on Mental Health Services.

Dependent Variable: Any Treatment Inpatient/Residential Outpatient
(1) (2) (3)

A. Ever Received (1-18 Months after Assessment):

OLS: Housing Assistance -0.00539 -0.00339* -0.00463
All Controls (0.00380) (0.00200) (0.00367)

RF: Housing Placement Rate -0.0292** -0.00471 -0.0212
All Controls (0.0136) (0.00717) (0.0131)

2SLS: Housing Assistance -0.0460** -0.00744 -0.0334
All Controls (0.0218) (0.0114) (0.0208)

Dependent Mean 0.03 0.01 0.028
Complier Mean if No Housing Assistance 0.07 0.00 0.06
Number of Assessments 15,510 15,510 15,510

B. Number of Days/Episodes (1-18 Months after Assessment):

OLS: Housing Assistance -0.0211 -0.103 -0.0173
All Controls (0.130) (0.523) (0.129)

RF: Housing Placement Rate -0.809 -2.005* -0.788
All Controls (0.502) (1.112) (0.501)

2SLS: Housing Assistance -1.278 -3.165* -1.244
All Controls (0.809) (1.803) (0.806)

Dependent Mean 0.38 1.14 0.36
Complier Mean if No Housing Assistance 1.75 3.55 1.73
Number of Assessments 15,510 15,510 15,510

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.4.4: The Effect of Housing Assistance on Substance Abuse Treatments.

Dependent Variable: Any Treatment Detox Residential Outpatient
(1) (2) (3) (4)

A. Ever Received (1-18 Months after Assessment):

OLS: Housing Assistance 0.00388 0.00330 0.00154 -0.000366
All Controls (0.00388) (0.00212) (0.00305) (0.00283)

RF: Housing Placement Rate -0.00363 0.00460 -0.00569 -0.0152
All Controls (0.0171) (0.0108) (0.0142) (0.00999)

2SLS: Housing Assistance -0.00671 0.00851 -0.0105 -0.0282
All Controls (0.0316) (0.0200) (0.0264) (0.0191)

Dependent Mean 0.01 0.00 0.007 0.01
Complier Dependent Mean if No Housing Assistance 0.01 0.00 0.03 0.03
Number of Assessments 5,314 5,314 5,314 5,314

B. Number of Days/Episodes:

OLS: Housing Assistance 0.00753 0.722 1.387 -0.00316
All Controls (0.0116) (0.448) (1.054) (0.00696)

RF: Housing Placement Rate -0.0723 0.480 0.143 -0.0568**
All Controls (0.0473) (2.780) (5.274) (0.0222)

2SLS: Housing Assistance -0.134 0.887 0.265 -0.105**
All Controls (0.0878) (5.154) (9.755) (0.0423)

Dependent Mean 0.04 0.53 2.07 0.01
Complier Dependent Mean if No Housing Assistance 0.12 0.53 10.68 0.08
Number of Assessments 5,314 5,314 5,314 5,314

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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Table A.4.6: The Effect of Housing Assistance on Income, Employment and Social Benefits

Sample: Income Employment and Wages Social Benefits

Dependent Variable: Any Income Monthly Income Employed Monthly Wage Any Benefits Monthly Benefits
(1) (2) (3) (4) (3) (4)

OLS: Housing Assistance 0.146*** 202.2*** 0.0834*** 134.7*** 0.130*** 88.36***
All Controls (0.0109) (14.36) (0.00794) (14.14) (0.0107) (9.436)

RF: Housing Placement Rate 0.162*** 271.4*** 0.152*** 269.3*** 0.0566 17.40
All Controls (0.0366) (89.07) (0.0447) (83.19) (0.0397) (35.51)

2SLS: Housing Assistance 0.264*** 442.5*** 0.242*** 429.4*** 0.0923 28.36
All Controls (0.0609) (148.4) (0.0724) (135.3) (0.0646) (57.83)

Dependent Mean 0.76 586 0.14 196 0.67 399
Complier Dependent Mean if No Housing Assistance 0.49 390 0.05 69 0.44 323
Number of Assessments 23,054 23,054 23,387 23,387 23,054 23,054

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.

Table A.4.7: The Effect of Housing Assistance on Social Benefits Take Up.

Social Benefit Type: General Relief SSI SSDI Food Stamps

(1) (2) (3) (4)

OLS: Housing Assistance 0.00257 0.0646*** 0.0376*** 0.104***
All Controls (0.00630) (0.00815) (0.00584) (0.0133)

RF: Housing Placement Rate -0.0178 0.0365 0.0104 0.0180
All Controls (0.0197) (0.0310) (0.0215) (0.0366)

2SLS: Housing Assistance -0.0280 0.0582 0.0165 0.0304
All Controls (0.0313) (0.0497) (0.0344) (0.0617)

Dependent Mean 0.10 0.26 0.09 0.56
Complier Dependent Mean if No Housing Assistance 0.08 0.20 0.09 0.45
Number of Assessments 15,510 23,387 23,387 18,773

Note: All specifications include site x month of assessment FEs and all the controls listed in Table 1.2. Standard errors are
two-way clustered at the case worker and individual level. *p¡0.1, **p¡0.05, ***p¡0.01.
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APPENDIX B

Appendix: The Effects of Immigration on the

Economy: Lessons from the 1920s Border Closure

B.1 Tables

Table B.1.1: Border Closure Policy and World War I Intensity Measures by Country

(1) (2) (3) (4)
Country Group Quota Intensity 1 Quota Intensity 2 Quota Intensity 3 World War I Intensity

A. High-Restriction Countries

Asia 1 0.912 0.947 0.496
Central Europe 1 0.935 0.968 0.978
Eastern Europe 1 0.830 0.935 0.957
Greece 1 0.935 0.965 0.502
Italy 1 0.921 0.962 0.887
Portugal 1 0.840 0.945 0.411
Rest of World 1 0.640 0.686 0.000
Russia 1 0.834 0.933 0.950
Spain 1 0.867 0.980 0.140

B. Low-Restriction Countries

Germany 0 0.000 0 0.919
Ireland 0 0.133 0 0.789
Scandinavia 0 0.540 0.100 0.675
United Kingdom 0 0.293 0 0.795
Western Europe 0 0.497 0.559 0.716

C. Non-Restriction Countries

Canada 0 0 0 0
Caribbean 0 0 0 0.112
Latin America 0 0 0 0
Mexico 0 0 0 0

Notes: This table presents the list of countries used in the paper to construct the quota intensity measures and the World War
I intensity measure for the different 18 country groups used in the analysis. Columns 1-3 present the country-specific quota
intensity measure, according to the equations described in the text. Column 4 presents the country-specific WWI intensity
measure, constructed as described in the text. Panel A lists the high-restriction country groups, Panel B lists the low-restriction
country groups, and Panel C lists the non-restriction country groups, as decribed in the text.
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Table B.1.2: The Effect of Exposure to Policy on Occupational Score of US-born

Outcome: Foreign-Born
Share

Log Mean Occupational Score (No %FB)

Sample: Full Count Matched
Sample:
Overall

Matched
Sample:
Stayers

Matched
Sample:
Movers

(1) (2) (3) (4)

A. Urban Sample (SEAs = 177)

Policy Exposure x 1930 -1.129*** -0.584*** -0.607*** -0.929***
(0.173) (0.159) (0.173) (0.151)

B. Mining Sample (SEAs = 115)

Policy Exposure x 1930 -1.361*** -0.464*** -0.594*** -0.769***
(0.152) (0.179) (0.192) (0.135)

C. Rural Sample (SEAs = 168)

Policy Exposure x 1930 -1.064** -0.465*** -0.467*** -0.205*
(0.417) (0.117) (0.102) (0.120)

D. Full Sample (SEAs = 460)

Policy Exposure x 1930 -1.252*** -0.481*** -0.505*** -0.689***
(0.164) (0.0848) (0.0993) (0.120)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. Panel A presents results for the urban sample of 177 SEAs, Panel B presents results for the mining sample of 115 SEAs,
Panel C presents results for the rural sample of the remaining 168 SEAs and Panel D presents results for the full sample of
460 SEAs. The dependent variables in these specifications are the foreign-born share (column 1) and the log of the average
occupational score among working-age males (Age 15-65, columns 2-4). In all specifications, each SEA has three observation for
the years 1900, 1910, and 1930. All specifications include SEA and decade fixed effects and census region time trends. Column
2 considers all matched US-born individuals, column 3 considers US-born individuals from the matched sample who reside in
the same SEA at the beginning and at the end of the decade, and column 4 considers US-born individuals who reside in the
SEA at the beginning of the decade but do not reside in the SEA at the end of the decade. The number of observations is 531
in the urban sample, 345 in the mining sample, 504 in the rural sample and 1,380 in the full sample. Robust standard errors,
clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.
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Table B.1.5: Lasso Results for the Relationship Between Quota Exposure Measure and 1900
SEA Characteristics

Sample: Urban Mining Rural Full Sample
(1) (2) (3) (4)

Foreign Born Share x x - x
Log Total Population - - - -
Share Urban Population - - - -
Share Black Population - - - -
Literacy Rate - - - -
Share Workers in Manufacturing - - - -
Share Workers in Agriculture x - - x
Share Workers Holding White Collar Occupation - - - -
Log Average Wage in Manufacturing - - - -
Log Average Farm Value - - - -
Log Value of Farm Output per Acre - - - -
Share Owner Operated Farms - - - -
Share Farmland Cultivated - - - -
Share Wheat in Cultivated Farmland - - - -
Share Cotton in Cultivated Farmland - - - -
Share Hay/Corn in Cultivated Farmland - - - -

Census Region FE Yes Yes Yes Yes
Observations 177 115 168 460

Notes: This table presents the coefficient selected by a lasso procedure of a cross-sectional specification where the dependent
variable is the SEA quota exposure measures and the potential explanatory variables are a set of 1900 SEA socioeconomic
characteristics. All Lasso procedure partial out census region fixed effects prior to control selection. Column 1 shows the
controls selected for the urban sample of 177 SEAs, column 2 shows the controls selected for the 115 SEAs in the mining
sample, column 3 shows the controls selected for the 168 SEAs in the rural sample, and column 4 shows the controls selected
for the 460 SEAs in the full sample. Controls marked with an ”x” are chosen by the Lasso specification.

220



Table B.1.6: The Effect of Exposure to Policy on Population Change: Robustness to Share
farming in 1900

Population Group: European
immigrants,

Recent
arrivals

Native Born
White

Native Born
Non-White

European
immigrants,
10+ years in

US

Immigrants
from Western
Hemisphere

(1) (2) (3) (4) (5)

A. Urban Sample
Policy Exposure x (1920-1930) -1.093* 3.270*** 0.372* 0.121 0.589

(0.664) (1.041) (0.190) (0.496) (0.444)

B. Mining Sample
Policy Exposure x (1920-1930) -1.136* 1.714 0.352*** -0.456 1.150***

(0.623) (1.296) (0.131) (0.384) (0.376)

C. Rural Sample
Policy Exposure x (1920-1930) -1.350*** -2.911*** -0.191** -1.619*** 0.157

(0.201) (1.086) (0.0864) (0.389) (0.128)

D. Full Sample
Policy Exposure x (1920-1930) -1.436*** -0.140 0.0531 -0.907** 0.586**

(0.278) (1.112) (0.0937) (0.373) (0.235)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text for various populations. The dependent variables in these specifications are defined as the decadal change in working-age
male population change for the relevant population group over total working-age male population in the beginning of the decade.
In all specifications, each SEA has one observation for the 1900-1910 decade and another observation for the 1920-1930 decade.
All specifications include SEA and decade fixed effects, census region time trends, and initial (1900) foreign-born share and
share of labor force in farming time trends. The number of SEAs in the urban sample is 177, 115 in the mining sample, and
168 in the rural sample. The number of observations is 354 in the urban sample, 230 in the mining sample, and 336 in the
rural sample. The number of SEAs in the full sample is 460 and the number observations in the full sample specifications is
920. Robust standard errors, clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.
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Table B.1.8: The Effect of Exposure to Border Closure Policy on Population Change Rates
- County Level

Population Group: European
immigrants,

Recent
arrivals

Native Born
White

Native Born
Non-White

European
immigrants,
10+ years in

US

Immigrants
from Western
Hemisphere

(1) (2) (3) (4) (5)

A. Urban Sample
Policy Exposure x (1920-1930) -0.763** 0.123 -0.0215 -0.402 0.159

(0.363) (0.571) (0.0621) (0.296) (0.150)

B. Mining Sample
Policy Exposure x (1920-1930) -1.464*** 11.29 0.168 0.279 0.470***

(0.269) (14.68) (0.158) (0.952) (0.120)

C. Rural Sample
Policy Exposure x (1920-1930) -0.668*** -1.401** -0.0750** -1.050*** 0.128**

(0.231) (0.640) (0.0373) (0.264) (0.0635)

D. Full Sample
Policy Exposure x (1920-1930) -0.866*** 1.529 -0.0359 -0.692** 0.189***

(0.175) (3.291) (0.0408) (0.282) (0.0536)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text for various populations. The dependent variables in these specifications are defined as the decadal change in working-age
male population change for the relevant population group over total working-age male population in the beginning of the decade.
In all specifications, each county has one observation for the 1900-1910 decade and another observation for the 1920-1930 decade.
All specifications include county and decade fixed effects, census region time trends, and initial (1900) foreign-born share time
trend. The number of counties in the urban sample is 517, 705 in the mining sample, 1,592 in the rural sample and 2,814 in the
full sample. The number of observations is 1,034 in the urban sample, 1,410 in the mining sample, 3,184 in the rural sample
and 5,628 in the full sample. Robust standard errors, clustered at the county level, in parenthesis. *** p < 0.01; ** p < 0.05; *
p < 0.1.
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Table B.1.9: The Effect of Exposure to Border Closure Policy on Population Change Rate -
1900 Population Weights

Population Group: European
immigrants,

Recent
arrivals

Native Born
White

Native Born
Non-White

European
immigrants,
10+ years in

US

Immigrants
from Western
Hemisphere

(1) (2) (3) (4) (5)

A. Urban Sample
Policy Exposure x (1920-1930) -0.625* 0.931** 0.0612 -0.369* 0.0293

(0.372) (0.404) (0.0880) (0.197) (0.104)

B. Mining Sample
Policy Exposure x (1920-1930) -0.721 1.435 0.261** -0.469 0.513*

(0.738) (1.108) (0.105) (0.360) (0.295)

C. Rural Sample
Policy Exposure x (1920-1930) -1.029*** -2.792** -0.277 -1.473*** 0.0787

(0.340) (1.106) (0.229) (0.448) (0.148)

D. Full Sample
Policy Exposure x (1920-1930) -1.114*** 0.289 0.0344 -0.663*** 0.124

(0.339) (0.446) (0.0629) (0.173) (0.0787)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text for various populations. The dependent variables in these specifications are defined as the decadal change in working-age
male population change for the relevant population group over total working-age male population in the beginning of the decade.
In all specifications, each SEA has one observation for the 1900-1910 decade and another observation for the 1920-1930 decade.
All specifications include SEA and decade fixed effects, census region time trends, and initial (1900) foreign-born share time
trend. The number of SEAs in the urban sample is 177, 115 in the mining sample, 168 in the rural sample, and 460 in the full
sample. The number of observations is 354 in the urban sample, 230 in the mining sample, 336 in the rural sample, and 920
in the full sample. All speciifications are weighted by 1900 population. Robust standard errors, clustered at the SEA level, in
parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.
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Table B.1.10: The Effect of Exposure to Border Closure Policy on Population Change Rate
- Alternative Urban Sample Definition

Population Group: European
immigrants,

Recent
arrivals

Native Born
White

Native Born
Non-White

European
immigrants,
10+ years in

US

Immigrants
from Western
Hemisphere

(1) (2) (3) (4) (5)

A. ”High” Urban Sample (Above 30% Urban Share in 1900)
Policy Exposure x (1920-1930) -1.622** 2.601*** 0.247 0.280 0.0295

(0.735) (1.009) (0.155) (0.345) (0.124)

B. Mining Sample
Policy Exposure x (1920-1930) -1.102* 1.240 0.382*** -0.525 1.164***

(0.629) (1.303) (0.118) (0.386) (0.372)

C. Rural Sample (Below 30% Urban Share in 1900)
Policy Exposure x (1920-1930) -1.115*** -2.421* -0.192** -1.618*** 0.566

(0.273) (1.343) (0.0812) (0.480) (0.396)

D. Full Sample
Policy Exposure x (1920-1930) -1.485*** -0.115 0.0257 -0.899** 0.576**

(0.296) (1.119) (0.0779) (0.376) (0.231)

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text for various populations. The dependent variables in these specifications are defined as the decadal change in working-age
male population change for the relevant population group over total working-age male population in the beginning of the decade.
In all specifications, each SEA has one observation for the 1900-1910 decade and another observation for the 1920-1930 decade.
All specifications include SEA and decade fixed effects, census region time trends, and initial (1900) foreign-born share time
trend. The number of SEAs in the ”high” urban sample is 136, 115 in the mining sample, and 209 in the rural sample. The
number of observations is 272 in the urban sample, 230 in the mining sample, and 418 in the rural sample. The number of
SEAs in the full sample is 460 and the number observations in the full sample specifications is 920. Robust standard errors,
clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.
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Table B.1.11: The Effect of Exposure to Policy on Population Change - Robustness to
Outliers

Population Group: Policy Restricted Policy Unrestricted

Outliers Excluded: Policy
Exposure

Policy
Restricted
Population

Change
Rate

Policy-
Unrestricted
Population

Change
Rate

Policy
Exposure

Policy
Restricted
Population

Change
Rate

Policy-
Unrestricted
Population

Change
Rate

(1) (2) (3) (4) (5) (6)

A. Urban Sample
Policy Exposure x (1920-1930) -1.925** -1.750** -1.665* 2.810* 3.404** 3.236**

(0.821) (0.771) (0.886) (1.493) (1.562) (1.493)

Number of SEAs 169 165 166 169 165 166
Number of Observations 338 330 332 338 330 332

B. Mining Sample
Policy Exposure x (1920-1930) -1.045* -0.807 -1.026 2.502 2.491 2.592

(0.589) (0.534) (0.662) (1.756) (1.629) (1.654)

Number of SEAs 111 108 110 111 108 110
Number of Observations 222 216 220 222 216 220

C. Rural Sample
Policy Exposure x (1920-1930) -0.399** -0.429* -1.348*** 0.137 -3.443 -4.817***

(0.195) (0.222) (0.196) (2.175) (2.216) (1.488)

Number of SEAs 160 151 157 160 151 157
Number of Observations 320 302 314 320 302 314

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in
the text. Panel A presents results for the urban sample of 177 SEAs, and panel B presents results for the mining sample of
115 SEAs, and Panel C presents results for the rural sample of the remaining 168 SEAs. The dependent variables in these
specifications are the decadal change in policy restricted and unrestricted working-age male population over total working-age
male population in the beginning of the decade. In all specifications, each SEA has one observation for the 1900-1910 decade
and another observation for the 1920-1930 decade. Columns 1 and 4 present results from a specification that excludes SEAs
from the bottom and top 2.5% of policy exposure distribution. Columns 2 and 5 exclude SEAs who were in the bottom or top
2.5% distribution of the policy restricted population change rate in either 1900-1910 or 1920-1930, and columns 3 and 6 exclude
SEAs in the bottom or top 2.5% for the distribution of policy unrestricted population change rate. All specification include
SEA fixed effects, census region and 1900 foreign-born rate time trends. Robust standard errors, clustered at the SEA level, in
parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.
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Table B.1.12: The Effect of Exposure to Border Closure Policy on Population Change Rate
- Robustness to World War I

Population Group: Policy
Restricted

Policy Un-
restricted

(1) (2)

A. Urban Sample
WWI Exposure X (1910-1920) -0.798*** 0.864***

(0.154) (0.247)

Policy Exposure X (1920-1930) -1.582*** 1.636**
(0.424) (0.645)

Number of SEAs 177
Number of Observations 531

B. Mining Sample
WWI Exposure X (1910-1920) -1.384*** -0.406

(0.300) (0.580)

Policy Exposure X (1920-1930) -1.670*** -0.960
(0.529) (0.934)

Number of SEAs 115
Number of Observations 345

C. Rural Sample
WWI Exposure X (1910-1920) -0.500** -0.367

(0.241) (1.141)

Policy Exposure X (1920-1930) -0.763*** -2.348**
(0.186) (1.193)

Number of SEAs 168
Number of Observations 504

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. Panel A presents results for the urban sample, Panel B presents results for the mining sample, and Panel C presents results
for the rural sample. The dependent variables in these specifications are the decadal change in quota restricted and unrestricted
working-age male population over total working-age male population in the beginning of the decade. All specifications include
SEA fixed effects, Census region time trends, and 1900 foreign born share time trends. The number of SEAs is 230 in both
the urban and rural samples. Robust standard errors, clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; *
p < 0.1.
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Table B.1.13: The Effect of Border Closure Policy Exposure on Population Change Rates of
Women

Population Group: Policy Restricted Policy Unrestricted

(1) (2) (3) (4)

A. Urban Sample
Policy Exposure x (1920-1930) -1.206*** -0.869*** 1.131 1.729

(0.248) (0.335) (0.756) (1.544)

Control for 1900 Foreign Born Share No Yes No Yes

B. Mining Sample
Policy Exposure x (1920-1930) -1.827*** -1.233*** -0.351 2.377

(0.376) (0.409) (0.881) (1.522)

Control for 1900 Foreign Born Share No Yes No Yes

C. Rural Sample
Policy Exposure x (1920-1930) -2.568*** -2.579*** -3.007*** -3.316***

(0.487) (0.583) (1.130) (1.238)

D. Full Sample
Policy Exposure x (1920-1930) -1.825*** -1.731*** -0.688 -0.275

(0.308) (0.432) (0.845) (1.315)

Control for 1900 Foreign Born Share No Yes No Yes

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. Panel A presents results for the urban sample of 177 SEAs, Panel B presents results for the mining sample of 115 SEAs,
Panel C presents results for the rural sample of the remaining 168 SEAs and Panel D presents results for the full sample of 460
SEAs. The dependent variables in these specifications are the decadal change in policy restricted and unrestricted working-age
women population over total working-age women population in the beginning of the decade. In all specifications, each SEA
has one observation for the 1900-1910 decade and another observation for the 1920-1930 decade. All specifications include SEA
and census region time trends. Even-numbered column include trends by initial (1900) foreign-born share. The number of
observations is 354 in the urban sample, 230 in the mining sample, 336 in the rural sample and 920 in the full sample. Robust
standard errors, clustered at the SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.
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Table B.1.14: The Effect of Exposure to Policy on Female Labor Force Participation

(1) (2) (3) (4)

Policy Exposure x 1930 -0.0287 0.000950 -0.0754 -0.0121
(0.0867) (0.0452) (0.0673) (0.0404)

Sample Urban Mining Rural Full
Number of SEAs 177 115 168 460
Number of Observations 531 345 504 1380

Notes: This table presents the coefficient of interest from the continuous difference-in-differences specification described in the
text. Column 1 presents result for the urban SEAs, column 2 presents result for the mining SEAs, column 3 presents result
for the rural SEAs and column 4 presents result for the all SEAs. The dependent variable in these specifications is the share
of policy unrestricted women with gainful occupation among the policy unrestricted working-age women population. In all
specifications, each SEA has three observations for each of the years 1900,1910, and 1930. All specifications include SEA and
year fixed effects, and trends by census region and initial (1900) foreign-born share. Robust standard errors, clustered at the
SEA level, in parenthesis. *** p < 0.01; ** p < 0.05; * p < 0.1.
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