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A characte~ation of a single-trial adaptive filter and its i m ~ e n t a t i o n  
in the frequency domain 

Joseph P. Arpaia, Robert Isenhart and Curt A. Sandman 
State Developmental Research Institute, Fairview, Costa Mesa, CA 92626 (U.S.A.), and University of California lrvine Medical Center, 

Department of Psychiatry and Human Behavior, Orange, CA 92668 (U.S.A.) 

(Accepted for publication: 28 April 1989) 

Summary A single-trial adaptive filter (SAF) was implemented in the frequency domain (FDAF) by using the Fast Fourier 
Transform. The FDAF is significantly more efficient than the SAF. In the data presented the F D A F  ran approximately 2 times faster 
than the SAF. For time series containing larger numbers of data points (n) the efficiency of the calculation will increase on the order 
of N/Ln(N).  The FDAF was tested under a variety of conditions to determine the limits of its usefulness. Pre-fihering the data was 
found to be necessary to prevent the FDAF from lining up on high frequency activity not related to the signal. The importance of 
minimizing the amount of low frequency noise was emphasized since it adversely affected the performance of the FDAF and was 
difficult to filter. The single-trial latencies predicted by the FDAF were much more sensitive to increasing noise than the final wave 
form. In th~ absence of excessive low frequency noise a negative exponential relationship was found between the mean error in 
latency prediction and the SNR estimate. Since the SAF technique is also used to determine signal latency in single sweep data the 
SNR estimate can be a useful test to determine if the FDAF is locating the signal correctly or merely amplifying chance regularities 
in noisy data. 

Key words: Woody filter; Fast Fourier Transform; Single-trial latencies 

One difficulty encountered by investigators 
studying event-related potentials (ERPs) is the 
need for accurate extraction of signal from back- 
ground noise. Although averaging numerous 
epochs improves the signal-to-noise ratio, middle- 
and long-latency responses (>  25 msec) are unsta- 
ble and not strictly time-locked to the stimulus 
(Sutton and Ruchkin 1984). This variable latency 
of the signal in single sweeps can greatly and 
artificially attenuate amplitude of the averaged 
signal. A single-trial adaptive filter technique 
(SAF) has been proposed (Woody 1967) to esti- 
mate the latency of the signal in each single sweep 
and enhance the signal-to-noise ratio (Pfeffer- 
baum et al. 1980, 1984; Michalewski et al. 1986). 

Correspondence to: Curt A. Sandman, Ph.D., State Devel- 
opmental Research Institute, Fairview, 2501 Harbor Boule- 
vard, Costa Mesa, CA 92626 (U.S.A.). 

In the SAF technique each sweep is pre-filtered 
with a low-pass digital filter and shifted along an 
initial template. Pre-filtering is necessary to keep 
the SAF from amplifying high frequency activity 
unrelated to the signal. The cross-covariance be- 
tween the sweep and the template is calculated 
and the temporal shift which gives the maximum 
value of the cross-covariance is chosen as the 
latency 'correction' for that sweep. Each sweep is 
then shifted by its corresponding latency. The 
average of all the shifted sweeps becomes the new 
template and the entire process is repeated (Woody 
1967). One disadvantage of this procedure is that 
the number of calculations involved is approxi- 
mately the square of the number of data points in 
each time series. Therefore, as either the sampling 
period or the sampling rate increases, the number 
of calculations increases. 

However, the same procedure can be done in 
the frequency domain using the Fast Fourier 
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Transform (FFT). The pre-filtering can be done in 
the frequency domain by multiplying the Fourier 
coefficient for each frequency by a scaling factor 
between 0 and 1. The latency giving the maximum 
value of the cross-covariance function also can be 
found from the F F T  of the two time series. It is 
well known that the complex conjugate product of 
the Fourier Transforms of two time series is the 
Fourier Transform of their cross-covariance func- 
tion (Otnes and Enochson 1972; Elliott and Rao 
1982). That is, given the two time series f(t) and 
g(t) with Fourier Transforms F[f(t)] and F[g(t)] 
respectively, 

F - l { F [ f ( t ) ]  × F[g( t ) ]*  } = z(T) 

where z( ) is the cross-covariance function be- 
tween the two time series, and F[g(t)]* is the 
complex conjugate of F[g(t)]. If f(t) is the template 
and g(t) is the sweep then this efficient formula 
can be used to find the sweep latency correspond- 

FLOWCHART FOR FDAF 

Get initial template 

1 
) Find FFT of template 

1 
Pre-filter FFT of template 

1 
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1 
Get trial L ! 

1 
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1 
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Fig. 1. Flow chart of the FDAF, 

) S e t L - L +  1 

ing to the maximum value of the cross-covariance 
function. The trial is shifted by the latency which 
gives the maximum value for the cross-covariance 
function and the shifted trials are averaged to 
form a new template. The new template is used 
and another iteration is performed. A flow chart 
of the frequency domain adaptive filter (FDAF) is 
presented in Fig. 1. Note that the F D A F  uses 
pre-filtered data only to calculate the cross-covari- 
ance function. Since unfiltered data are used to 
generate the new template none of the data is lost 
in the filtering procedure. 

The number of calculations involved in finding 
the F F T  of a time series with N data points 
increases as N ln(N) while the number of calcula- 
tions needed to find the cross-correlation function 
increases as N 2. Therefore, for time series contain- 
ing large numbers of data points the FDAF will 
take less time than the SAF (Borgioli 1968). 

In the present report the FDAF was tested on 
synthetic data while parametrically altering the 
signal-to-noise ratio to define the limits of its 
usefulness. Pre-filtering was performed by setting 
all Fourier coefficients above the pre-filter value 
to zero, while the coefficients corresponding to 
frequencies at or below the pre-filter value were 
left unchanged. Finally the FDAF was used on 
single-trial EEG data. 

Methods and results 

Synthetic sweeps were modeled to resemble the 
EEG by adding together 3 sine waves, gaussian 
random noise, and a signal. Each sine wave was 
given a frequency in one of the following bands: 
0.5-1.5 Hz, 8.0-10.0 Hz and 13.0-17.0 Hz. A 
random frequency value in each band was picked 
and a sine wave of that frequency and a random 
phase was added to each sweep. The gaussian 
random noise was generated by averaging 8 num- 
bers from a pseudo-random number generator for 
each noise point. The signal (Fig. 2) was given by 
the equation 

s(t) = 60 e x p ( -  3.5(t - 0.4)) 

× sin(2(1.5 + 8.2 (t - 0.4))(t  - 0.4)) 

on the interval 0 ~< t ~< 0.4 (Coppola et al. 1978). 
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1 O0 rnsec  

T 
t = 0  

Fig. 2. Signal used in the synthetic sweeps. Signal is a swept 
frequency from 4.8 to 1.5 Hz. The amplitude of the signal was 
held constant across sweeps and across all tests of the FDAF.  

The midpoint of each sweep was defined as t = 0 
and the signal was allowed to appear within -+ 400 
msec of the 0 point. The equation for the synthetic 
sweep is given by: 

d(t) = A0n(t ) + A, sin(wit + Pl) 

+A2  sin(wet + P2) + A3 sin(w3t + P_~) 

+ A 4 s ( t  + P a )  

where n(t) and s(t) are the noise and the signal 
respectively, A 0 - A  4 are the amplitudes for each 
term, 

0 ~ < p l , p ~ , p ~ < 2  and -0.4~<p4~<0.4 

are the phase shifts, and 

0.5 ~< w t ~ 1.5, 8.0 ~< w 2 ~< 10.0, 13.0 ~< w 3 ~< 17.0 

are the frequencies of the 3 sine waves, respec- 
tively. One hundred synthetic sweeps were used in 
each test of the filter. Signal jitter was modeled by 
randomly assigning a different latency value to the 
signal component of each sweep. The variance 
ratio (VR) over the 100 sweeps was defined as the 
variance of the signal divided by the mean of the 
variance of each sweep. This is equivalent to the 
mean signal-to-noise ratio over the period of the 
sweep. The signal amplitude, A 4 ,  w a s  held con- 
stant for all tests of the FDAF and the other 
amplitude coefficients A 0 - A  3 were varied to test 
the behavior of the FDAF at different variance 
ratios. 

The FDAF was first checked against the SAF 
to compare their relative speeds. Each trial con- 
sisted of 128 data points (2 sec at 64 Hz resolu- 
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tion) and the single trials were allowed to shift 
over +400 msec giving 50 points at which to 
calculate the cross-covariance function. The FDAF 
ran approximately twice as fast as the SAF. If 
twice the number of data points had been used 
(data points at 128 Hz resolution) the FDAF 
would have run more than 3 times as fast as the 
SAF. 

The FDAF was next implemented on the syn- 
thetic data to determine which pre-filter value 
would give the best results. Two criteria were used 
to check the operation of the FDAF. The first was 
the shape of the wave form generated by the 
FDAF compared to the shape of the signal. The 
second was the difference between the signal 
latency for each trial. A summary statistic for the 
second criterion was defined as 

a= ~ (fl,-sl~y /100 
. i ~ l  

where fl, is the latency predicted by the FDAF for 
trial i and sl, is the actual latency for trial i. The 
FDAF was tested separately on 3 different types 
of noise: 8-10 Hz activity. 0.5-1.5 Hz activity, 
and gaussian random noise. 

First the FDAF was used oll synthetic data 
generated with increasing activity in the middle 
frequency band. The wave form after 5 iterations 
was examined for different pre-filter values. A 
pre-filter value corresponding to a low pass filter 
with a cut-off frequency of 8 Hz or less is needed 
to eliminate the 8 10 Hz sine wave activity from 
the final wave form (Fig. 3). A pre-filter of 6 Hz 
gave the smallest value of 8 in this case, but a 
pre-filter of 7 Hz gave a smaller value of 8 when 
large amounts of gaussian noise were present (data 
not shown). Therefore a pre-filter value of 7 Hz 
was used in all subsequent tests of the FDAF. 

The FDAF was next tested on synthetic data 
generated with increasing amplitude of gaussian 
noise. Since the amplitude of the signal was con- 
stant, the variance ratio (VR) decreased as the 
amplitude of the noise increased. The wave form 
and 8 are presented for the initial template and 
after each iteration of the FDAF in Fig. 4. The 
variance ratios for the graphs are 0.19, 0.12, 0.08. 
0.07, 0.06, 0.054, 0.048 for graphs 4a--4g respec- 
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Fig. 3. Wave forms generated after 5 iterations of the FDAF 
operating on synthetic data with high alpha band activity. The 
same synthetic data was used in each case, only the pre-filter 

value (see Fig. 1) was changed. 

tively. The  wave form labe led  as i t e ra t ion  0 in 
each set of  g raphs  is the t ime- locked  average of  
the sweeps and  was used as the ini t ia l  t empla te  for  
the F D A F .  Surpr is ingly  the shape  of  the final 
wave form was r e m a r k a b l y  stable,  wi th  only  the 
ampl i tude  of  the N2-P3 di f ference be ing  art if i -  
c ial ly increased at  lower VR, and  the shape of  N1 
be ing  obscured  at the lowest  V R  of  0.048. The  
value of ~ was much  more  sensit ive to the  increas-  
ing amount s  of  noise,  c l imbing  rap id ly  as the V R  
d r o p p e d  be low 0.08. This  indica tes  tha t  the ab i l i ty  
of  the F D A F  to de te rmine  the signal  l a tency  in 
ind iv idua l  sweeps decreased  as the a m o u n t  of  
noise  increased.  

The  F D A F  f inal ly  was tested on synthe t ic  d a t a  
wi th  increas ing amoun t s  of low f requency noise  

a d d e d  to the sweeps. As  above,  the wave form and 
are shown for the ini t ia l  t empla te  and af ter  each 

i te ra t ion  of  the F D A F  (Fig.  5). Here  the var iance  
ra t ios  are 0.19, 0.18, 0.16, 0.15 and  0.12 (Fig.  5 a - e  
respectively) .  Aga in  6 was much  more  sensit ive 

$ {reset} a~lo~,v /~  ,tetohon 

i ~ o  0 

(mse¢} ~,Ou.V ~ ,relation # 

t560 0 

156 0 

156 0 

Fig. 4. a-g: wave forms generated by the FDAF. Each set of 
wave forms is from a different set of synthetic data containing 
different amounts of gaussian noise. Part a contains the least 
amount of noise and part g contains the greatest amountof 

noise. 
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Fig. 5. a -e :  wave forms generated by the FDAF. Each set of 
wave forms is from a different set of synthetic data containing 
different amounts of low frequency noise. Part a contains the 
least amount of noise and part e contains the greatest amount 

of noise. 

than the shape of the wave form to increasing low 
frequency noise and increased rapidly as the 
amount  of power in the low frequency noise in- 
creased above the amount  of  power in the signal. 

The complete set of tests described above was 
repeated using the positive half of a 2 Hz sine 
wave (Pfefferbaum et al. 1984) centered at 390 
msec after the 0 points as the initial template. All 
values of 6 as well as all the resultant wave forms 
were virtually the same as when the time-locked 
average was used as the initial template. 

Since the VR is not available for real EEG data  
it is important  to have an estimate that indicates if 
the Woody  filter is finding a signal that is there, or 
is merely amplifying noise. A signal-to-noise 
estimate (SNR) was at tended using the formula 

s = exp(2.66 - 1.56 * exp( - 1.16 * z + 1.56)) 

J.P. ARPAIA ET AL. 

where z is the mean z- t ransform of the cross-corre- 
lation coefficient between each sweep and the 
template taken over the 400 msec signal period 
(Coppola  et al. 1978). The 400 msec signal period 
was the data  between 0 and 400 msec (which 
would completely contain an unshifted signal). A 
semi-log plot of ln( ) vs. the SNR after 5 itera- 
tions is shown in Fig. 6. The data can be divided 
into two sets based on the power present in the 
low frequency band. The triangular points corre- 
spond to data  sets in which the mean power in the 
low frequency band  was greater than 0.9 times the 
power in the signal. Two separate regressions were 
performed on the two data  sets. In the absence of 
excessive low frequency power the relationship 
w a s  

8(msec)  = 399 e 34~SNRi 

and if the low frequency power was greater than 
0.9 times the signal power the relationship was 

3(msec)  = 659 e 1 8~s.Nm 

The sensitivity of the F D A F  to low frequency 
noise occurred because 90% of the signal power 
appeared between 0 and 6 Hz with a peak between 
4 and 5 Hz. It is not  possible to effectively pre-filter 
the low frequency noise without overly at tenuating 
the signal. It is also difficult to test for this condi- 
tion since any test involves a priori assumptions 
about  what  is signal and what is noise. However.  
since the ERP  paradigms are searching for a signal 
with similar spectral characteristics to the test 
signal described above, one test is to examine the 
power spectrum of the final wave form in the 0- 2 
Hz bandwidth.  A plot of  3 vs. the fraction of 
power in the 0 - 2  Hz band,  F, is shown in Fig. 7. 
The steep negative relationship between 6 and F 
emphasizes the need to control  low frequency drift 
from the ins t rumentat ion used in collecting the 
EEG. 

Single-trial EEG was collected from C3, C4, Fz 
and Pz using a Grass polygraph,  Model 79, 
equipped with 7P511 amplifiers. Subjects were 
seated with eyes closed and pure tone stimuli of  
450 and 550 Hz  at 92 dB SPL were presented at 
2.56 sec intervals. The 550 Hz  tone was designated 
as the target stimulus and subjects depressed a key 
each time they detected the target. The E E G  re- 
sponses to the target stimuli were collected by 
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Fig. 6. Plot of In(g) vs. SNR. Note that increased amounts  of low frequency noise, the triangular points, cause a much  greater 

increase in ~ than increased amounts  of gaussian random noise. 
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Fig. 8. FDAF used on real EEG data. Part a from subject I 
shows a modest increase in N2-P3 amplitude after 5 iterations. 
Part b from subject 2 has a signal-to-noise ratio that is too low 
for the FDAF to work reliably• Part c from subject 3 illustrates 
the performance of the FDAF with a pre-filter of 10 Hz and is 
an example of how the FDAF may amplify extraneous high 
frequency noise in the single sweeps if the data are not 
pre-filtered appropriately. Part d shows the same data from 
subject 3 using a pre-filter of 8 Hz, illustrating how the 
pre-fiher allowed the FDAF to amplify the signal without 

amplifying the extraneous high frequency noise. 

s a m p l i n g  at 200 H z  for  1280 msec  p re  s t imulus  to 

1280 msec  pos t  s t imulus .  A low pass  f i l ter  was 

i m p l e m e n t e d  by a d d i n g  toge the r  4 sequen t i a l  sam-  

ples to p r o d u c e  each  d a t a  p o i n t  for  analysis ,  giv-  

ing  a f inal  da t a  r e so lu t ion  o f  50 Hz. F o r t y - f o u r  

sweeps  were  o b t a i n e d  for  each  subjec t  and  the 

F D A F  was tes ted on  these  d a t a  f r o m  the  Pz 

e lec t rode .  T h e  F D A F  s h o w e d  i m p r o v e d  S N R  up 

to the th i rd  i t e r a t ion  and  then  no  s u b s e q u e n t  

i m p r o v e m e n t .  T h e  useful  p a r a m e t e r s  de r i ved  f r o m  

the  syn the t i c  da t a  were  tes ted  in 4 subjec ts  as 

d i sp layed  in Fig.  8. Sub jec t  no.  1 (Fig.  8a) shows  

an inc reased  P300 af te r  3 i t e ra t ions  o f  the  fi l ter.  

Sub jec t  no.  3 (Fig.  8c, d)  shows  an inc reased  P300 

wi th  a p re - f i l t e r  o f  8 H z  and  10 Hz ,  bu t  the 

pre - f i l t e r  o f  10 H z  (Fig.  8d) a l l owed  the  F D A F  to 

l ine  up on  the sub jec t ' s  p r o m i n e n t  a lpha  ac t iv i ty  

and  thus  o b s c u r e d  the P300 w a v e  fo rm.  In  b o t h  

subjec ts  1 and  3 the e s t ima ted  S N R  increased  

a p p r o x i m a t e l y  40% af te r  3 i t e ra t ions  of  the F D A F ,  

Th i s  r e q u i r e d  1.5 r a i n / s u b j e c t .  In subjec t  2 (Fig.  

8b) the S N R  inc reased  a f te r  3 i t e ra t ions :  however ,  

there  is no  i den t i f i ab l e  P300 in the final  wave  

form.  This  is in a g r e e m e n t  wi th  the  syn the t i c  tr ials 

where  the f inal  S N R  e s t i m a t e  was  ind ica t ive  o f  the 

re l iabi l i ty  o f  the F D A F .  Because  the  f inal  S N R  

es t ima te  was 0.08, the F D A F  w o u l d  no t  be  ex- 

pec ted  to succeed ,  and  the o b s e r v e d  wave  fo rm 

was due  to the  F D A F  l in ing up  c h a n c e  regular i t ies  

in a no i sy  signal.  
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