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ABSTRACT This paper presents a methodology for generating geometries for interior permanent magnet
(IPM) motors in electric vehicles (EVs) through the application of artificial intelligence (AI) and image
processing (IP) techniques. Due to the implementation of green agreements and policies aimed at reducing
greenhouse gas emissions, EVs have become popularity. As a consequence, the improvement studies on
the powertrain and battery system of EVs are focused. Especially for the powertrain, design optimization
studies of e-motor have increased in the literature. One of the most widely used e-motor topologies is interior
permanent magnet (IPM) motor. However, designing the IPMmotor presents a challenge due to the dynamic
considerations with geometric constraints. Therefore, e-motor designers encounter challenges related to
determining initial geometry and the long time of the optimization process. To address these challenges,
a novel approach is proposed that leverages machine learning (ML) techniques in combination with IP
to generate initial geometries and design parameters for IPM motors. The proposed approach generates
images of the motor geometry and extract dimensional features from the resulting images by using artificial
neural networks (ANNs). The proposed method performs an analysis of the input vectors to reduce their size
using techniques such as Histogram, 2D Maximum, 2D Mean, 2D Minimum, 2D Standard Deviation, and
2D Variance to enhance feature extraction. Additionally, FFT (Fast Fourier Transform) and IFFT (Inverse
Fast Fourier Transform) are used to improve the neural network process in generating the image geometry.
Further, the generated image geometry is improved by applying digital filtering techniques such as Log, FFT,
Log+FFT, Laplacian, Sobel, and Histogram Equalization. Finally, the trained ANNs are tested to validate
the results by using Ansys RMXprt and Maxwell. Eventually, the proposed method represents an innovative
solution to generating initial geometries for IPM motors in EVs that satisfies desired design requirements.
This approach leverages the power of AI and image processing techniques, which could lead to significant
improvements in the optimization process for IPM motors, accelerate the designer’s analysis process, and
enhance the performance of EVs.

INDEX TERMS Artificial neural network, feature extraction, image generation, interior permanent magnet
motor, machine learning, 2D filter.

The associate editor coordinating the review of this manuscript and

approving it for publication was Mostafa M. Fouda .

I. INTRODUCTION
Electric vehicles (EVs) have become a part of our daily
lives, driven largely by concerns over global warming and
carbon dioxide emissions, which have now spread throughout
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TABLE 1. Commonly used electric motor types [4].

the earth [1]. Transportation is responsible for over 21%
of the EU’s CO2 emissions, with 57% of these emissions
oriented from passenger vehicles. Despite the improvement
of energy efficiency, the sector’s oil dependency remains
over 96%. Therefore, the increasing interest of clean energy
and energy savings is fueled by the demand for ecologically
friendly products and fuel efficiency. The hybrid electric
car vehicle (HEV) has emerged as a potential alternative
for electric traction systems, and so HEV’s popularity is
growing in the automotive market. To minimize the car-
bon footprint, additional measurement processes are being
developed within the framework of the Green Agreement by
European Union (EU), the environmental plan set forth in
line with the goal of reducing greenhouse gas emissions by
55% by 2030 and achieving carbon neutrality by 2050. The
EU aims to transform the fossil fuel-based economic model
entirely by extending the criteria it has established to achieve
this goal to the countries with which it has commercial
relations [2].

A. ELECTRIC MOTOR AS DRIVETRAIN TRACTION MODULE
EVs can be dealt with as twomain varieties. These are battery
electric vehicle (BEV) and hybrid electric vehicle (HEV).
Two types of EVs are Battery Electric Vehicles (BEVs)
and Fuel Cell Electric Vehicles (FCEVs). BEVs are pow-
ered solely by one or more electric motors. On the other
hand, HEVs use both a battery to power an electric motor
and an internal combustion engine that can be fueled by
petroleum-based or alternative fuels [3].

Traction motors are an essential component of electric
vehicles, providing the necessary torque to propel the vehicle.
Electric motors can be broadly categorized as either DC or
AC motors, with both types being suitable for use in elec-
tric vehicle applications. High efficiency, high instantaneous
power, fast torque response, high power density, low storage,
high acceleration, and robustness are all desirable character-
istics for an EV motor.

The most common electric motor types are listed in
Table 1. In terms of technical properties, Table 1 compare
them [4]. The Permanent Magnet Synchronous Motor type
is dealt with in this study considering the evaluation results
in Table 1. The range extension in EVs with the same bat-
tery capacity and low range can approach 25% with the
efficiency increases (6%) gained by design optimization of
electric motors [5]. This means that both design and new
optimization approaches are used to contribute the design of
electric motors.

There are numerous optimization studies for the electric
motor to satisfy desired performance requirements in the
literature. Design of experiment (DoE), sequential quadratic
programming, genetic algorithm, ant colony optimization,
particle swarm optimization, and backtracking search algo-
rithm are the most used optimization approaches in the
literature [6], [7], [8], [9], [10].

B. AIM OF THE STUDY
Development process of EV requires the optimization of
several critical technologies such as vehicle body, energy
systems, management systems, and motor drive systems.
Among these, the motor drive system is the most impor-
tant component because it is the only source of energy for
the vehicle. Therefore, the development of high-performance
electric vehicle drive motors has been a focus of research for
many years.

The critical aspect of design of a drive motor is the param-
eter matching between geometric design and desired per-
formance. Computer-aided design tools are used to perform
extensive electromagnetic, electromechanical, and thermal
analyses of electric motors. A virtual prototype of the motor
is modeled, and design software solutions determine the
electrical, magnetic, mechanical, and thermal values results
of various types of electric motors. This process enables
manufacturers to evaluate the best motor design before
production.
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Electrical machine manufacturers seek to create the best
and cost-effective motor design and bring them to the market
quickly. To analyze and design the performance of electric
motor using simulation software may enhance market com-
petitiveness. The simulation performance of electric motors
can be considered as accuracy and calculation time.

The computational and numerical simulation approaches
are used to calculate the performance of electric motors.
These approaches include classic closed-form analysis, clus-
tered parameter models based on definitions obtained from
finite element analysis, and non-linear time-based finite ele-
ment analysis. Each method has advantages and disadvan-
tages, but all of them provide valuable insights into electric
motor performance.

The development of high-performance electric vehicle
drivemotors using advanced computer-aided design tools and
simulation software is a critical step in achieving this goal.
Therefore, this study focuses on avoiding the iterative opti-
mization process to reduce the long simulation time by using
neural network. In this way, the challenge the creating the
initial design of geometry can be overcame for minimization
of the development process.

For example, a 2D Geometric FEM Analysis of E-motor
may take 200 minutes considering the average 200 iterations
depends on the computation speed of the workstation. On the
other hand, the duration of a 2D Geometric FEM Analysis of
E-motor in the case of successful initial geometry generated
by NN may reduce up to 5 iterations, therefore the analysis
may take 5+15 (NN training) minutes. And this achievement
provides the designer more time to build the optimal e-motor.

C. DESIGN OPTIMIZATION STUDIES FOR E-MOTOR
There are a lot of design optimization studies for
e-motor in the literature. In summary, in these studies copper
losses, state of charge, damage analysis, efficiency, power
consumption, heat transfer analysis, core losses, fuel con-
sumption, power losses, current density, rated power, torque
density, iron losses, torque ripple, winding temperature and
driver losses are investigated in terms of the performance
metric such as acceleration, hill start, over loading, nor-
mal cruise, regenerative breaking, speed variation. And
geometric e-motor design parameters are tried to be opti-
mized by using the algorithm such as Frequency Cubic,
Sequential Surrogate Optimizer, Genetic Algorithm, Sequen-
tial Quadratic Programming, System-Based Minimization,
Machine-Based Minimization Algorithms, Bi-Objective
Optimization, Multi-Objective Design Optimization, Multi-
Objective Genetic Algorithm, Multi-Objective Sequential
Optimization Method, Root-Mean-Square Error, Kriging
model using NSGA-II, Central Composite Design, Loss-
Minimization Algorithm, Differential Evolution Algorithm,
Base Point Optimization, Particle Swarm Optimization,
Design of Experiment and Non-dominated Sorting Genetic
Algorithm [11], [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21], [22], [23], [24], [25], [26], [27], [28], [29], [30],
[31], [32], [33], [34], [35], [36], [37], [38], [39], [40]. All the

FIGURE 1. IPM structure.

algorithms mentioned here are techniques that are used for
e-motor analysis, such as the numerical or iterative (finite
element) method, to obtain results by running iteratively
on algorithms. In addition to the long calculation times of
methods such as finite elements, the optimization process
takes a long time with iterative optimization algorithms.
The important point here is that this optimization process
basically depends on the initial geometry. If it can be started
with a suitable initial geometry, optimization processes can be
shortened considerably. Here, the main purpose of this study
is to derive the most suitable initial geometry.

D. CONTRIBUTION
Electric motor design is geometry depended process. There-
fore, the process of geometry generation and calculation is
crucial to improve efficiency and desired performance of the
electric motor. For the design process, topology optimiza-
tion has a significant role in recent years as it enables the
discovery of new structures during the conceptual design
phase. Additionally, deep learning can accelerate topology
optimization using evolutionary algorithms, leading to faster
fitness evaluation without the need for time-consuming finite
element methods. Topology optimization offers a ground-
breaking framework for creating high-performance electric
motors that may not be achievable through traditional engi-
neering methods [41], [42], [43].

Artificial Neural Networks (ANNs) are utilized for classi-
fication and regression tasks, extracting features from input
images automatically. It means that ANNs can extract torque
performance information from cross-sectional images of inte-
rior permanent magnet (IPM) motors. To perform the recog-
nition of the pattern of IPM motor, ANNs need training data
that includes labeled performance data and cross-sectional
images geometry of the e-motor.

Deep Learning, or Deep Neural Networks (DNNs), refers
to multi-layer ANNs. This approach has been recognized
as one of the most powerful tools in recent years and is
widely utilized in the literature due to its ability to handle
vast amounts of data and creating meaningful results [44].

It is aimed to contribute to the literature with a
method developed with neural network approach and image
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FIGURE 2. The process steps of the methodology.

processing techniques in order to derive the initial e-motor
geometry as an image by reducing the iterative optimization
times and to extract the design parameters with geometric
dimensioning.

II. IPM STRUCTURE AND OPERATION PRINCIPLE
The widespread usage of electric powertrain is replacing tra-
ditional internal combustion engines to reduce fossil fuel con-
sumption, exhaust emissions, and improve vehicle efficiency
and performance [45], [46], [47], [48]. One of the primary
technologies contributing to this transformation is the electric
traction motor, known for its high-power density, wide speed
range, and efficiency [49], [50]. AC traction machines, which
are more efficient than DC traction machines, dominate the
market due to enhanced power electronics and contemporary
controls. Both synchronous and asynchronous AC machines
are used in commercially available electric vehicles, with
asynchronous machines being a more established technology
with lower costs and better controllability, but with increased
rotor copper losses due to conductors on the rotor, leading
to higher cooling requirements and lower overall operat-
ing efficiency compared to permanent magnet synchronous
machines (PMSM) [51], [52].

In the past two decades, interior permanent magnet (IPM)
motor have undergone significant development, and have
become popular in the automotive sector. IPM motors are
widely employed in automotive and other servo drives due
to their superior advantages such as high efficiency, high
torque density, high power factor, high power density, and
wide speed range operation [53], [54], [55]. The geometric
structure of an IPM motor is shown in Fig. 1. An IPM motor
has a permanent magnet structure which is placed in the

rotor, which reduces the reluctance torque and chance of
magnet stripping by centrifugal force, and can be embedded
in various constructions, making it easier to manufacture and
more efficient than surface permanent magnets. IPM motors
are also compatible and easy to replace with standard asyn-
chronous motors of the same size, with the highest efficiency
level of all electric motor types, synchronous rotation speed,
no slip, precise speed control, and use of a standard inverter.

The magnet position is optimal, leading to minimal losses
compared to standard asynchronous motors, with less loss
in the rotor, and other benefits such as the ability to change
balls without removing the rotor, less fan noise with smaller
fans, and energy savings [56]. In the literature, there are a lot
of studies for the IPM motor to analyze its performance and
to understand the dynamical behaviour. It has been observed
that the geometric design parameters of the IPM motor are
associated with the performance outputs in order to provide
the desired requirements for the powertrain of EV.

III. METHODOLOGY
In this study, artificial neural networks, filter techniques, and
machine learning algorithms are used to predict the geometry
and extract features of the targeted electric motor. Fig. 2
illustrates the generalized process steps.

A. THE OPERATING PRINCIPLE
As can be seen from Fig. 2, the process includes 4 steps. Here,
it is attempted to generate the image of the motor geome-
try that satisfies the desired design requirements. Then, the
design metric (geometric dimensions) of the motor geometry
is tried to be extracted.
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1) STEP 1
In this step, the image of the motor geometry is generated.
The design requirements such as desired motor efficiency,
motor power, rated speed, rated torque, stator, rotor, and air
gap flux density constraints are taken as a vector matrix in
a Matlab
environment. Then, these data are normalized. The
normalized vector is transmitted as input to 5 different neural
networks (NN) so that the trained neural networks generate
an output matrix. Here, the block with one neural network
structure is denoted SNNG. And it is intended to generate
directly the image of the motor geometry. Since it is known
that 2-dimensional direct and inverse Fourier transforms have
important properties in the processing of image matrices,
it is also desired to benefit from the Fourier transform in
this section [57]. Therefore, two different neural networks for
FFTRI Real Part and FFTRI Imag Part are used to evaluate the
obtained real and imaginary parts after the Fourier transform,
and two different neural networks for FFTMA Mag Part and
FFTMA Angle Part neural networks are used to evaluate the
obtained magnitude and angle parts after the Fourier trans-
form. The generated output matrices from 5 different NNs are
denormalized, and each parameter is returned to its numerical
magnitudes. Then, FFTRI Real Part and FFTRI Imag Part
are transmitted to the inverse FFT (IFFT) process to compose
the image of the motor geometry. Similarly, FFTRI Mag Part
and FFTRI Angle Part are transmitted to the inverse FFT
(IFFT) process to compose the image of the motor geometry.
Thus, 3 generated images of themotor geometry from SNNG,
FFTRI, and FFTMA neural networks are obtained.

2) STEP 2
Here, some filter techniques such as Log, FFT, Log+FFT,
Laplacian, Sobel and Histogram Equalization are used to
improve the noise on the obtained images and to increase the
correlation to the motor geometry matrices used as training
data. Then, the used image of the motor geometry as training
data, the filtered and unfiltered images are analyzed and
evaluated according to the correlation results. Logarithmic
transform is an image enhancement technique which is used
to correct the intensity distribution in the image matrix gen-
erated by SNNG. The logarithmic transformation given in (1)
is used to increase the pattern generated by SNNG to a visible
level. Where S is the output image, c is the constant and r is
the input image.

S = clog (1 + r) (1)

The histogram equalization is a histogram transformation
method used to transform the intensity distribution into a
shape. Here, when the cumulative distribution function has
(cdf) given in equation 2 is applied on the image histogram,
the histogram distribution of the image is to be uniform and
as in (2) [58].

pS (s) =
1

L − 1
(2)

This technique ensures that the intensity distribution in the
image is evenly distributed between full dark and full light,
and standardizes the color contrast.

T (r) = (L−1)

r∫
0

p (r) ωdω (3)

In (3), T (r) is the cdf applied image matrix, L is the intensity
resolution of the image and p (r) is the histogram distribution
vector of the input image.

The Laplacian is the divergence of the vector obtained by
taking the gradient of a scalar field. It is applied in both
spaces of the image matrix, allowing discontinuities to be
emphasized, and continuous points are suppressed. As can
be seen in (4), Laplacian, which is calculated by taking the
second-order discrete-time derivative in both spaces, is a
useful method for finding the edges in the image.

∇
2f =

∂2f
∂x2

+
∂2f
∂y2

∂2f
∂x2

= f (x+1,y) + f (x−1,y) − 2f (x, y)

∂2f
∂y2

= f (x, y+1)+f (x, y−1) − 2f (x, y) (4)

The Sobel filter provides estimating discontinuities by
convoluting the kernels from (5) with the image matrix, this
approach gives directional gradient matrices as well as ampli-
tude and angle matrices [59].

Gx =

∣∣∣∣∣∣
−1 0 1
−2 0 2
−1 0 1

∣∣∣∣∣∣ Gy =

∣∣∣∣∣∣
−1 −2 −1
0 0 0
1 2 1

∣∣∣∣∣∣
M (x, y) ≈ |Gx | +

∣∣Gy∣∣
A (x, y) = atan2

(
I⋆Gx
I ⋆ Gy

)
(5)

Here Gx ,Gy,M (x, y) , I ,A (x, y) and ′⋆′ represent the sobel
kernels, magnitude, the image matrix, the edge angle matrix
and the convolution operation, respectively.

The Fourier transform is the process of transforming the
image from the spatial domain to the frequency domain. With
this process, the image can be easily filtered by separating its
frequency components. The discrete-time Fourier transform
equation is given in (6) [60]. FFT (Fast Fourier Transform)
method is used in this study.

F(µ, ν) =

∑M−1

x=0

∑N−1

y=0
f (x, y)e−j2π (µx/M+νy/N )

µ = 0, 1, 2, . . . , M−1;ν= 0, 1, 2, . . . , N−1; (6)

where f represent the image matrix. M and N are the spa-
tial pixel numbers of the image. µ and v are the frequency
variables.
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FIGURE 3. Dataset preparing and model training processes.

3) STEP 3
Here, the design parameters of the generated images of the
motor geometry are extracted. In order to extract the design
parameters, it is considered to analyze the results compar-
atively by evaluating 3 different geometry images (SNNG
Image, FFTRI Image, and FFTMA Image) in 3 different

categories. These 3 different categories consist of Direct,
Histogram, and Feat.Extrc. The Direct is used the generated
image geometry data without any process. The Histogram
is used by considering Histogram data. And the Feat.Extrc.
is used Feature Extraction data. The reason for this way is
to observe the performance of NN in different matrix sizes,
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because of 2500 × 1 matrix size for Direct operation, 300 ×

1 matrix size for Histogram, and 6 × 1 matrix size for
Feat.Extrc are dealt with.

Considering these combinations, 9 different NNs are cre-
ated. These consists of NNs with SNNG Direct, FFTRI
Direct, FFTMA Direct, SNNG Histogram, FFTRI His-
togram, FFTMA Histogram, SNNG Feat.Extrc., FFTRI
Feat.Extrc. and FFTMA Feat.Extrc. Input data coming to
the inputs of these neural networks is applied to the input
of NN by normalizing for SNNG Direct, and FFTRI Direct,
FFTMADirect. For the SNNGHistogram, FFTRI Histogram
and FFTMA Histogram, the generated image of the motor
geometry is applied to the NN inputs after the Histogram
algorithm (Equation 6) and then normalized [61]. On the
other hand, For SNNG Feat.Extrc., FFTRI Feat.Extrc. and
FFTMA Feat.Extrc., the generated image of the motor geom-
etry is applied to the NN inputs after the Feature Extraction
algorithm and then normalized.

Due to the nonlinear structure of the ANN algorithm, the
relationships on the input information must be dimensioned
in order to make a successful classification. The defined
dimensions by different mathematical relations create a frame
in which neural networks can solve the linear classification
problem. The selected features increase the success of ANN
by carrying the problem to a multidimensional space. In this
study, 2D Maximum, 2D Mean, 2D Minimum, 2D Standard
Deviation and 2D Variance attributes are dealt with the his-
togram of the image and its components in the frequency
space [62], [63].

These statistical parameters are used as auxiliary tools to
implement processing results that increase linear classifica-
tion such as histogram and frequency conversion. The max-
imum, average, and minimum information in the frequency
domain and histogram area, which are formed with certain
framing coefficients in the spatial domain, give information
about the rank statistics, and the standard deviation and vari-
ance give information about the distribution statistics. The
motor design parameters related to stator and rotor inner and
outer diameters, stator and rotor slot geometries and magnet
dimensions are extracted as an output of NNs. The obtained
motor design parameters are compared with the motor design
parameters used as training data and the percentage errors are
analyzed and evaluated.

p (rk) =
nk
MN

(7)

In (7), p (rk) is the probability density function (histogram
distribution) of the image matrix. MN is the pixel number of
the image, and nk is the frequency of the intensity value in the
image matrix.

4) STEP 4
Here, the extraxted motor design parameters are modeled in
Ansys RMXPrt and Maxwell Environment. Then, the model
are compared with the desired design parameters in Step 1
and analyzed in various scenarios.

B. THE TRAINING PROCESS FOR NNs
The preparation of data sets for the neural networks shown in
Fig. 2 includes various steps. The detailed process steps are
given in Fig. 3. As can be seen from Fig. 3, the preparation of
training sets consists of gradual and various steps. These steps
are carried out by extracting the motor design parameters for
the design of experiments (DoE), creating the image of the
motor geometry, preparing the training data and performing
the training processes.

Design of experiment (DoE) are used to create the training
data set. Here, 18 motor design parameters (for minimum,
average andmaximum values of the parameters) and 8 factors
are considered to run DoE. To performDoE, L36 for 18motor
design parameters and 3 Levels is determined as orthogonal
array. Therefore, 36 × 1 different motor geometry, design
parameters 36×18 and performance results 36×8 are created
as training data set.

Basically, this study consists of parameter fitting operation
therefore neural network structure is determined for fitting
process. All NN structures has 2 layers which are hidden
and output layers. The neuron number in the output layer of
all NNS is depended with the desired output vector (2500).
However, the neuron number in hidden layer of all NNs is
optimized for input (8) and output (2500) vector. Here in the
1st step (image generation) shown in Fig.2, all NN structure
have same input and output neurons. These neuron number in
hidden layer are optimized by Box Behnken Design (BBD)
which provides experimental results. In BBD, 10, 100 and
1000 neurons in hidden layer is run and resulting of the linear
regression an optimal neuron number are calculated as 275 in
hidden layer to avoid the long calculation process. And the
output layer has already 2500 neuron due to the expected
motor geometry (50 × 50). On the other hand, in the 3rd
step (parameter extraction) shown in Fig.2, there are basically
3 different input vector as Direct (2500 × 1), 2D Histogram
(300 × 1), and Feature Extraction (6 × 1). and there is one
type of output vector as 18 × 1, therefore all NNs here have
18 neurons. Similarly, the neuron number in hidden layer are
optimized by Box Behnken Design (BBD) which provides
experimental results. In BBD, 10, 100 and 1000 neurons in
hidden layer is run and resulting of the linear regression an
optimal neuron number are calculated as 225 in hidden layer.
During the BBD, all assessments are performed considering
the results ofMSE (Mean Squared Error) and R (Regression).

1) MOTOR DESIGN PARAMETERS FOR DoE
Here, the determining of the design parameters for the IPM
and DoE scenarios are dealt with. Considering the param-
eters in the stator and rotor geometries, 18 parameters are
taken into account. These are Stator Outer Diameter SOD
and Stator Inner Diameter SID, Stator Slot S_HS0, Stator
Slot S_HS1, Stator Slot S_HS2, Stator Slot S_BS0, Stator
Slot S_BS1, Stator Slot S_BS2, Rotor Outer ROD and Inner
Diameter RID, Rotor R_D1, Rotor R_O1, Rotor R_O2, Rotor
R_B1, Rotor R_RIB is Rotor R_HRIB, Magnet Thickness
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TABLE 2. Training results and features for NNs.

FIGURE 4. Generated motor geometries from nns and training targets.

R_MT andWidth R_MW.When these parameters are consid-
ered as a 3-level orthogonal array, the L36 matrix is chosen.
The experimental parameters are prepared according to the
scenarios in L36.

2) MOTOR GEOMETRY IMAGE CREATING
36 different motor models for L36 are modeled and analyzed
in Ansys RMXPrt and the results are logged.

3) TRAINING DATASET PREPARATION—1
The results of the motor models created in Ansys RMXPrt
are imported to the Matlab
working environment and 8 ×

36 matrix is created for Efficiency [%], Rated Torque [Nm],
Stator Tooth Flux Density [Tesla], Stator Yoke Flux Den-
sity [Tesla], Rotor Top-Tooth Flux Density [Tesla], Rotor
Yoke Flux Density [Tesla], Magnet Flux Density [Tesla] and
Air-Gap FluxDensity [Tesla]. Then, this matrix is normalized
and saved as data on the NN input side as the desired motor
design requirements.

4) TRAINING DATASET PREPARATION—2
The images of the motor models created in Ansys RMXPrt
are saved as JPEG format and imported to theMatlabworking
environment. The images of the motor geometry consist of a
526 × 526×3 dimensional matrix.
Considering the Workstations in our laboratory, it is pre-

ferred to the data reduction, as it would increase the perfor-
mance of the process. Then, the RGB images are transformed
to Gray format and so the dimension of the matrix is 526 ×

526. Then, the 526×526 sized matrices are resized and trans-
formed to 50 × 50 sized matrices. For NN training, 2500 ×

1 dataset is prepared by transforming the 50× 50 matrix into
a vector matrix. Then, it is passed through the normalization
process and saved as data on the NN output side as the images
of the motor geometry.

5) TRAINING DATASET PREPARATION—3
It decomposes the 50 × 50 matrices obtained in the previous
step with FFT. As a result of the decompose process, 2500×1
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TABLE 3. L36 experiments (in millimeter).

TABLE 4. Correlation results for NNs.

data set is created by transforming the matrices formed in
50 × 50 Real Part and 50 × 50 Imag Part into vector matrix.

Then, they are normalized and saved as datasets on the NN
output side as the images of the motor geometry.
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TABLE 5. MAPE (mean absolute percentage error) for NNs.

TABLE 6. Testing data of the methodology.

FIGURE 5. Generated motor geometries from nns according to testing data.

TABLE 7. Generated motor features from the generated motor geometries according to testing data.

6) TRAINING DATASET PREPARATION—4
Similar to the previous step, 50×50matrices are decomposed
with FFT. As a result of the decompose process, a 2500 ×

1 data set is created by transforming the matrices formed in
50× 50 Mag Part and 50× 50 Angle Part into vector matrix.
Then, they are normalized and saved as datasets on the NN
output side as the images of the motor geometry.

7) TRAINING DATASET PREPARATION—5
Stator Outer Diameter SOD and Stator Inner Diameter
SID, Stator Slot S_HS0, Stator Slot S_HS1, Stator Slot
S_HS2, Stator Slot S_BS0, Stator Slot S_BS1, Stator Slot
S_BS2, Rotor Outer ROD and Inner Diameter RID, Rotor
R_D1, Rotor R_O1, Rotor R_O2, Rotor R_B1, Rotor R_RIB
is Rotor R_HRIB, Magnet Thickness R_MT and Width
R_MW parameters produced in Motor Design Parameters for
DoE are imported to Matlab
working environment and saved
as data on the NN output.

8) NEURAL NETWORKS TRAINING OPERATION—1
The training processes with the datasets produced fromTrain-
ing Dataset Preparation -1 to 5 are carried out for SNNGs
of SNNG, FFTRI Real Part, FFTRI Imag Part, FFTMA Mag
Part and FFTMA Angle Part.

9) TRAINING DATASET PREPARATION—6
Output data from the trained SNNG NN directly, output data
from FFTRI Real Part, FFTRI Imag Part, FFTMA Mag Part
and FFTMA Angle Part NNs are passed and composed with
IFFT process to Direct (Reshaping 2500×36), 2D Histogram
(300 × 36), and Feature Extraction (6 × 36) operations are
performed. Then, they are normalized and saved as data on
the NN input as the images of the motor geometry.

10) NEURAL NETWORKS TRAINING OPERATION—2
The training processes with the datasets produced fromTrain-
ing Dataset Preparation 1 to 5 are carried out for SNNG
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FIGURE 6. IPM performance results in ansys maxwell 2d according to Table 7.
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TABLE 8. IPM performance results in ansys RMXprt according to Table 7.

Direct, FFTRI Direct, FFTMA Direct, SNNG Histogram,
FFTRI Histogram, FFTMA Histogram, SNNG Feat.Extrc.,
FFTRI Feat.Extrc. ve FFTMA Feat.Extrc.

IV. RESULTS AND DISCUSSION
During this study, a total of 14 neural networks (NNs) were
utilized, with each NN having a similar structure but differing
in the number of input and output ports. The NNs comprise
an input port, output port, hidden layer, and output layer, with
the parameter fitting being achieved through themanipulation
of these layers.

The details of the NNs and their training performance
results are given in Table 2. The activation functions used
in the hidden and output layers during the parameter fitting
process were tansig and pureline, respectively, as is com-
monly employed in such operations [64], [65]. The training
algorithms used for the parameter fitting were Levenberg
Marquardt and Scaled Conjugate Gradient, with the latter
becoming necessary as the size of the input or output vector
increases. Training algorithms such as Levenberg-Marquardt
(Fast), Bayesian Regularization (Slow, Generalization Well),
and Scaled Conjugate Gradient (Memory Efficient) are typ-
ically preferred for parameter fitting operations [65], [66].
Training was halted once the MSE and regression (R) values
reached or exceeded the minimum regression value of 0.9.

A. TRAINING DATASET ANALYSIS
In this section, the trained networks are evaluated by con-
sidering the training datasets in L36. The L36 orthogonal
test sequence is given in Table 3. Here, the parameters of
the IPM used to create the datasets and the motor design
parameter values corresponding to these levels are given.
SOD, SID, ROD, RID, R_MT and R_MW given in Table 3
represent Stator Outer Diameter, Stator Inner Diameter, Rotor
Outer Diameter, Rotor Inner Diameter, Rotor Magnet Thick-
ness and Rotor Magnet Width, respectively. S_HS0, S_HS1,
S_HS2, S_BS0, S_BS1, S_BS2, R_D1, R_O1, R_O2, R_B1,

R_RIB represent stator and rotor slot geometries. All data
given in Table 3 are used in mm.
In Fig. 4, the motor models created in Ansys RMXprt

using the data in Table 4 and subjected to gray scale and
scaling processes in Matlab, and the image of the motor
geometries derived from networks as a result of training are
given. As can be seen in Table 4, the Log filter contributes to
the improvement of the image by the best correlation result.

B. FEATURE EXTRACTION FROM THE GENERATED MOTOR
GEOMETRY
In this section, the images of the motor geometries generated
from SNNG, FFTRI and FFTMA NNs that provide the best
results are evaluated. And the motor design parameters are
obtained from the image of the motor geometry. Here, using
3 different algorithms (Direct (2500×56), Histogram (300×

36) and Feature Extraction (6 × 36)) for 3 different NNs,
the training of 9 NNs (SNNG Direct, FFTRI Direct, FFTMA
Direct, SNNG Histogram, FFTRI Histogram, FFTMA His-
togram, SNNG Feat.Extrc., FFTRI Feat.Extrc. and FFTMA
Feat.Extrc.) are carried out. In the feature extraction process,
2D Maximum, 2D Mean, 2D Minimum, 2D Standard Devia-
tion, 2D Variance and Histogram tools are used to create the
input vector for NNs. The performance indicators obtained
as a result of the training are given in Table 2 in terms of
MSE and regression. As can be seen from the results here, the
performance increased as input data size of the NN decreased.
Similarly, the MAPE results for the motor design parameters
in Table 5 show that the performance increases as input data
size of the NN decreased

C. TESTING THE PROPOSED MODEL
As can be seen in Tables 4 and 5, SNNG gives the best
performance in terms of the image of the motor geometry
generation and FFTRI Feat.Extrc in terms of extracting motor
design parameters. In order to reduce the processing, SNNG
is chosen for the generation the image of the motor geometry
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for testing, and SNNG Feat.Extrc is chosen for extracting the
motor design parameters from the image geometry because
SNNG Feat.Extrc provides the 2nd best performance in the
estimation of motor design parameters. When the training
data are analyzed, the parameters used as input data for the
neural network test and their variations are given in Table 6.
Here, the test combination that gives the best performance
is processed. And with the changes in its percentile digit,
test variations are created. The images of the motor geometry
generated in the tests performed using the data in Table 6 and
the design parameters of these motor are given in Fig. 5 and
Table 7.
For the motor design parameters taken from Table 7, the

obtained results for the 3 motor models created in Ansys
RMXprt are given in Table 8. Similarly, the percentage error
results obtained for the test data applied to the input of the
neural networks in Table 6 are given in Table 8.
The results of the 2D finite element model (2D Ansys

Maxwell) for the IPM models created using the Ansys
RMXprt model are given in Fig. 6. Input and Output powers
and RMS values for these analyzes are given for each IPM
model in Fig. 6. The efficiency of the IPM models is calcu-
lated by RMS values. In addition, the results regarding the
flux densities on the rotor, stator and slot geometries are given
in Fig. 6. As it can be understood from Fig. 6, the obtained
results with the empirical equations in Ansys RMXprt and
the obtained results from the 2D Ansys Maxwell models
are converge each other in terms of both efficiency and flux
densities and confirmation of the model.

As a result of experiment and testing processes, the pro-
posed model shows the satisfied results to generate the initial
geometry image and extract the design parameters from
image geometry of IPM motor. Furthermore, the generated
geometry and extracted motor design parameters are met
the desired performance requirements. Besides, the proposed
method helps to extract the satisfied motor geometry and
design parameters in one go and to prevent time wastage,
despite the long computational processes of iterative opti-
mization methods.

V. CONCLUSION
The process of selecting an initial model geometry, design-
ing and verifying the motor, and conducting computer-aided
analysis can be time-consuming and lead to reduced effi-
ciency and higher costs. To improve this process, designers
often focus on optimization techniques, including traditional
design of experiment methods and artificial intelligence-
based approaches. However, inappropriate initial model
selection can prolong the optimization process. To address
this challenge, a new approach that combines artificial intel-
ligence and image processing is proposed in this study to
improve the design, analysis, and optimization processes for
motor designers. On the other hand, this approaches requires
data preparation and training process for NN. Because the
main problem on the optimization process is long FEM anal-
ysis, although the data preparation and training process are

required, this approaches provide the simplification for the
optimization process of e-motor by avoiding the iterative
FEM analysis.

The proposed approach aims to generate motor geometries
that meet specific design requirements using an artificial neu-
ral network. Different neural network structures are evaluated
for their ability to generatemotor geometries, and the learning
rate of the artificial neural network is improved by decom-
posing and composing geometry images with FFT and IFFT.
The neural networks are trained successfully using decom-
posing operation with FFT, which provides real-imaginary,
magnitude-angle parts of the image geometry. However, the
composition process with IFFT results in data loss due to float
point situations, and the correlation coefficients of the gener-
ated geometries are not as similar as the learning success.

To improve the generated motor geometries, 2D filter tech-
niques such as Log, FFT, Log+FFT, Laplacian, Sobel, and
Histogram Equalization are applied. The Log filter is found
to improve the motor geometry image. The dimension of
the generated motor geometries is determined using feature
extraction techniques such as Histogram, 2D Maximum, 2D
Mean, 2D Minimum, 2D Standard Deviation, and 2D Vari-
ance to observe the neural network performance with dif-
ferent input vector dimensions. The results show that neural
networks with small input vectors perform better and produce
more successful results.

To validate the trained neural networks, three different
requirement sets are created, and the trained neural networks
and the IPM models in Fig. 5 are generated. The dimensional
features of the generated IPM models are extracted using the
trained neural networks, and the IPM design parameters in
Table 7 are obtained. The performance of the neural networks
is verified by modeling and analyzing the values in Table 7
in Ansys RMXprt, and the results in Table 8 are obtained.
The neural network can generate models that meet efficiency
and torque requirements with very high performance but flux
densities with lower performance. Ansys RMXprt models are
transformed into finite element models with Ansys Maxwell
and analyzed, and similar results are obtained.

The proposed model is validated through analysis, and
in future studies, the model will be trained with different
topologies to generate solutions from a broader perspective.
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