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Abstract

van der Waals Corrected Density Functional Theory Calculations on Zeolitic
Imidazolate Frameworks

by

Keith George Ray

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Mark Asta, Co-Chair

Professor Steven Louie, Co-Chair

The van der Waals force is ubiquitous in nature, however, first principles calcu-
lations of this interaction for large systems, i.e., around 1000 atoms, have been performed
only recently. In the following are presented results on the application of the van der
Waals density functional (vdW-DF) to gas adsorption and transport in zeolitic imidazolate
frameworks (ZIFs).

Carbon dioxide and methane binding energies and positions are calculated with the
vdW-DF in three distinct binding sites in a series of five rho topology ZIFs. The isostruc-
tural set of ZIFs was selected in order to isolate the effect of framework functionalization.
Gas molecules are found to bind in locations with high coordination to framework atoms
at distances of around 3 Å. Contributions to the binding energy from induced polarization
and dispersion are quantified in order to elucidate the origins of strong CO2 adsorption and
selectivity over CH4. The dispersion energy is found to dominate the interactions, however,
CO2 adsorption is also enhanced by electrostatic interactions with asymmetrically function-
alized linkers. Steric constraints for methane molecules, that do not impede carbon dioxide
binding, further contribute to selectivity.

Binding energy landscapes for CO2 and CH4 are calculated using classical force
fields for the same set of rho ZIFs and several other ZIFs that differ in functionalization
and topology. Quantities extracted from these landscapes are used to explain the effect of
framework topology on gas adsorption at low and high pressure as well as how the positions
of adsorbed gas molecules evolve as a function of pressure. Materials with large surface
areas have greater gas uptake at high pressure, while smaller pores, which are associated
with stronger binding, adsorb more gas at low pressure.

Finally, the effect of framework flexibility on CO2 transport through the double
8-ring channel of ZIF-97 is investigated with computationally intensive climbing-nudged
elastic band calculations utilizing two versions of the vdW-DF. The results are largely
consistent between the two versions and show a small decrease (12-33 meV) in the transport
barrier with flexibility.

In addition, several versions of the vdW-DF are applied to the Kr dimer, graphite,
and H2, Al, and Li on graphene. For these systems experimental binding energies and
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separations are available, such that they provide useful benchmarks for the accuracy of the
vdW-DF type methods. The vdW-DF2 and vdW-optB88 methods are found to both pro-
duce accurate results for dispersion dominated binding. Analyses of mixed ionic-dispersion
binding highlight the importance of further study of these functionals at short-range.
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Chapter 1

Introduction

Complex materials can now be fabricated with unprecedented control over the com-
position and structure, producing interesting and technologically useful physical properties.
Carbon nanomaterials with different dimensionalities, such as buckyballs[71, 109, 40, 42],
nanotubes[88, 48, 87, 153], and graphene[161, 53], for instance, continue to be the subject
of intense study. In these materials have been found strong exciton binding energies[218,
148, 171, 202], exceptionally high Young’s moduli[211], relativistic Dirac quasiparticles[161],
high thermal stabilities[19], unique field emission properties[39], and an anomalous quan-
tum hall effect[233, 161], among other phenomena, demonstrating the variety that can come
from a single atomic building block.

The combinatorics arising from a more liberal use of the periodic table are stag-
gering. Zeolitic imidazolate frameworks (ZIFs)[84, 167] are nanoporous materials that can
be engineered in terms of both their network topology and composition by the use of differ-
ent chemical reactants and growth conditions[13]. This control over structure and chemical
functionality in a nanoporous material provides the opportunity to study interesting interac-
tions with gas molecules that may be optimized for adsorption and separation applications.
Such applications include hydrogen storage and the separation of CO2 from CH4 for the
purification of biogas and upgrading of natural gas.

ZIFs are a metal organic framework (MOF)[131] subset in which transition metal
atoms, such as zinc or cobalt, are tetrahedrally coordinated by organic imidazolate linkers
and connected in such a way that the metal-imidazole-metal angle is similar to the Si-
O-Si bond angle in a zeolite[84, 167]. Thus ZIFs form in network topologies which are
homeomorphic to those found in zeolites. Figure 1.1 explicitly illustrates the connection
between the topology of the zeolite rho material[43] and the rho topology of ZIF-93. The
imidazolate linkers, which bridge the transition metal atoms, are five-membered heterocycles
made of 3 carbon atoms and 2 nitrogen atoms. The members of the ring, which also
correspond to sites available to bond other atoms and molecules, can be numerically labeled
1–5, as in Figure 1.1. Sites 1 and 3 are occupied by nitrogen atoms, which are bonded to
transition metal atoms in ZIFs. These bridging bonds form the backbone of the material.
Sites 2, 4, and 5 can be decorated with chemical functional groups such as amines, methyl
groups, and nitriles.

The interior structure of these materials may be considered as a network of pores
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Figure 1.1: The tiling of the zeolite rho topology and two instances of this topology, zeolite
rho and ZIF-93, are shown. The cage (polyhedron) highlighted in green in the rho tiling
corresponds to the groups of atoms given for zeolite rho and ZIF-93. The vertices of this
cage are given by Si in zeolite rho and Zn in ZIF-93. The yellow spheres represent empty
space in the frameworks. The Si-O-Si bond angle and the similar Zn-imidazole-Zn bond
angle are depicted for comparison.

connected by channels. Pores are the empty regions represented by yellow spheres in Figure
1.1. In ZIF-93, channels run through the rings of eight zinc atoms and rings of six zinc
atoms, which correspond to the octagonal and hexagonal faces in the rho tiling, all shown
in Figure 1.1. ZIFs contain all the topological variety of zeolites (as well as forming some
unique topologies not observed in zeolites[13, 217]), with larger pores and channels due to
the organic linkers, which increase the metal to metal distance compared to the equivalent
vertex to vertex distance in zeolites. Furthermore, ZIFs add another dimension of variation
coming from the possible functionalizations of the linker.

ZIFs can possess surface areas as high as 1947 m2/g[167]. They are also thermally
stable, with some structures being able to withstand temperatures as high as 550◦ C, as
well as being chemically robust[167]. For example, ZIF-8 retains crystallinity after being
subjected to the reflux of benzene, methanol, and water at temperatures between 65◦ and
100◦ C for up to 7 days, and the reflux of aqueous NaOH for up to a day[167]. Due to
the zeolite structural variety and the catalog of possible imidazole functionalizations, there
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is a large number of possible ZIF materials[173]. These characteristics make ZIFs ideal
candidate materials to be engineered on the molecular level for gas adsorption and separation
applications as well as fundamental studies of gas-framework interactions. Example gas
adsorption applications include the storage of hydrogen to be burned or used in a fuel
cell for energy[222] and CO2 capture technologies to reduce the emission of greenhouse
gases[13]. ZIFs may also be ideal for a host of gas separations, such as: H2 from CO2,
for pre-combustion coal gasification, CO2 from N2, for flue gas carbon capture from the
post-combustion of coal, CO2 from CH4, for natural gas upgrading, and O2 from N2, for
the oxy-combustion of coal[208].

Different ZIF topologies have been synthesized with the same chemical compo-
sition [155] and ZIFs with the same topology can be synthesized with different chemical
functional groups attached to the imidazole ring[156, 5]. This freedom in synthesis can
allow for somewhat independent control over chemical functionalization from structural
properties like surface area, channel morphology, and pore size, shape, and connectivity.
Structural characteristics can enhance gas membrane selectivity (the capacity to separate
gases by the selective transport of gas through the material), gas adsorption selectivity, gas
transport, and overall uptake through changing steric constraints and varying binding site
geometries[208, 17, 70, 155]. Imidazolate linker functionalization can also influence struc-
tural properties, for example, functional groups can protrude into pores and channels (the
resultant constriction in a channel is known as a gate[2, 62]) or block entrance to specific
binding sites. However, at least of equal significance, ZIF functionalizations affect ZIF-gas
electrostatic, hydrogen bonding, and van der Waals interactions through the type and size
of the chemical group, as well as the use of multiple groups to break symmetries in the ZIF
crystal and its internal electrostatic potential[185, 156, 129, 172, 10].

Monte Carlo or molecular dynamics simulations[101] based on classical force fields
are often used to model the adsorption and transport of gas molecules in ZIFs. Adsorption
isotherms and diffusion coefficients can be calculated for several gases individually, or in
mixtures, in systems that contain thousands of atoms. The force fields can include Coulomb
and van der Waals interactions, and polarization, depending on the level of detail relevant to
the problem and the desired complexity of the simulation. However, there are inaccuracies
associated with using these potentials. A functional form for a particular potential may
not be exact for all distances. For example, charge overlap would modify a pairwise atomic
Coulomb interaction model for atoms in close proximity. Also, the parameterization of the
potentials for a pair of atoms may not be valid for a particular system because the electronic
structure of an atom changes based on its local environment. For these reasons and others,
first principles quantum mechanical calculations are necessary to obtain accurate interaction
energies between the ZIF and gas molecule, without parameterization and including all
relevant contributions.

Density functional theory (DFT)[78, 105] is a first principles quantum mechanical
method, useful for its combination of accuracy for many materials properties and ability to
handle systems with up to around a thousand atoms. It is based on a construction of the
electron Hamiltonian as an operator on the electron density instead of the full many-body
electron wavefunction. While this substitution is formally exact with the correct density
functional, only approximate functionals are known. The primary approximation is that
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the energy associated with electron correlation, divided into portions called correlation and
exchange (the latter simply being the correlation associated with satisfying the symmetry
of fermion exchange), is often made a function of the local electron density and its gradient
only. This is sufficient for determining many quantities for systems that are covalently,
metallically, and ionically bound. However, for systems in which the so-called van der
Waals interaction is important, this approximation will fail.

The van der Waals interaction, specifically London dispersion, is an attractive
force arising from non-local electron correlation. In a simple case, it can be considered as
an instantaneous dipole-induced dipole interaction. As such, it will be neglected in any
local or semilocal correlation energy. However, recent theoretical developments[195, 194,
46, 207, 188] on the incorporation of a non-local correlation energy into density functional
theory have produced a van der Waals density functional (vdW-DF) capable of accurately
including these interactions for a variety of materials and geometries. Thus the usefulness
of DFT has been extended to a new class of materials, from sparse matter and layered
materials to liquids, gases, and their interfaces with each other and solids.

In the following we apply the vdW-DF to study gas binding and transport in ZIFs.
Chapter 2 is dedicated mostly to our primary theoretical tool, DFT, and the approximations
and implementations that make it practical. These include common forms of the exchange-
correlation functional and generalized pseudopotential schemes. Chapter 3 introduces the
London dispersion force, several methods of its calculation, and the vdW-DF. We present
a derivation of the vdW-DF and discuss popular variations.

Section II begins with chapter 4 on vdW-DF calculations on relatively simple
dispersion bound systems, such as noble gas dimers and graphite, as a prelude to the larger
ZIF calculations in later chapters. Different vdW-DF variants are compared to each other, as
well as to results from the literature. Chapter 5 is an in depth vdW-DF study of CO2 binding
in a set of ZIFs which share the same topology and differ only in the functionalization of the
imidazole ring. This unique set of materials allows us to isolate the effect of these chemical
groups on CO2 adsorption. Gas binding energy landscapes, calculated with classical force
fields, are used in Chapter 6 to elucidate the effect, at different pressures, of ZIF topology
on CO2 uptake and ZIF functionalization on CH4 uptake. Chapter 7 expands the results
in Chapter 5 using the vdW-DF to explain how CO2/CH4 adsorption selectivity is affected
by ZIF functionalization through a variety of mechanisms. Steric constraints, electrostatic
interactions, dispersion energy, and induced polarizations are considered and quantified.
Finally, Chapter 8 uses the vdW-DF method in a climbing nudged elastic band (climbing-
NEB) calculation to examine the role of framework flexibility in CO2 inter-pore transport
through constrained channels.

Section III ends the dissertation with a summary of results, conclusions, and pos-
sible future work. The vdW-DF2 and vdW-optB88 methods have been used to carefully
examine non-bonded interactions between gas molecules and ZIFs. CO2 adsorption strength
and selectivity over CH4 was determined to originate from both geometric and electrostatic
effects, which depend on linker functionalization. ZIF topology affects low and high pressure
gas uptake differently due to the competition between surface area and strong dispersion
binding. And finally, framework flexibility can affect the transport of CO2 through the
channels between pores. General trends found in this body of research are presented. Open
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questions and possible future lines of research are discussed.
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Chapter 2

Theoretical Framework

2.1 Introduction to the Many-Body Schrödinger Equation

A central problem in the theory of condensed matter physics is the calculation of
the physical properties of a solid or liquid system knowing only the atomic positions and
species[236, 146, 147]. Such a system in the steady state is described by the many-body
Schrödinger equation

ĤΨ(r1, ..., rN ,R1, ...,RS) = EΨ(r1, ..., rN ,R1, ...,RS), (2.1)

where the Hamiltonian is given by

Ĥ =

N∑
i=1

−h̄2∇2
i

2me
+

S∑
I=1

−h̄2∇2
I

2MI
+

N∑
i=1

N∑
j>i

e2

|ri − rj |
+

S∑
I=1

S∑
J>I

e2ZIZJ
|RI −RJ |

+
N∑
i=1

S∑
J=1

e2ZJ
|ri −RJ |

+ V (r1, ..., rN ,R1, ...,RS).

(2.2)

In the above, the first and second terms are the kinetic energies of the electrons and nuclei;
the third, fourth, and fifth terms are the Coulomb interaction energies between the electrons
only, between the nuclei only, and between the electrons and nuclei; and finally the sixth
term is energy due to an external potential. This form already makes many assumptions: we
are not interested in anything but the electromagnetic force, the system is non-relativistic,
the nuclei have no internal structure, quantum field fluctuations are unimportant, and spin
orbit interactions are not explicitly included. However, this will do for our purposes and
more terms can be added later if necessary.

Equations (2.1,2.2) are unfortunately far too complicated to solve for all but the
smallest systems, let alone macroscopic ones where the wavefunction has 3(N + S) ≈ 1023

variables, where N is the number of electrons and S is the number of nuclei. Further
approximations must be made. The first will be the Born-Oppenheimer or adiabatic ap-
proximation which makes use of the large discrepancy in the masses of the electrons and
that of the nuclei, which differ by a factor of around 104. This allows the electronic and nu-
clear degrees of freedom to be decoupled and as a result we can solve for the wave function
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of the electrons alone with a Hamiltonian parameterized by the nuclear positions,

ĤB−O(R1, ...,RS) =

N∑
i=1

−h̄2∇2
i

2me
+

N∑
i=1

N∑
j>i

e2

|ri − rj |
+

N∑
i=1

S∑
J=1

e2ZJ
|ri −RJ |

+V (r1, ..., rN ). (2.3)

Thus, the ground state energy of the electronic system, E0(R1, ...,RS), corresponds to the
solution of the equation

ĤB−O(R1, ...,RS)Ψ(r1, ..., rN ) = E0(R1, ...,RS)Ψ(r1, ..., rN ). (2.4)

As the direct consequence of the Born-Oppenheimer approximation the electronic
system is assumed to be in its ground state for each instantaneous position of the nuclei.
This approximation has a very wide domain of applicability, but can break down at very
high temperatures or with very light nuclei, such as the proton in a hydrogen bond.

One of the first attempts at solving the many-body Schrödinger equation, the
Hartree-Fock method, involved simplifying the many-body wavefunction by using a Slater
determinant of single particle orbitals, i.e., the simplest antisymmetric sum of products of
single particle orbitals[49]. This scheme, however, does not include any electron correlation
besides that required by exchange antisymmetry. There are several “post-Hartree-Fock”
methods that include correlation in various ways, such as coupled cluster[37, 38, 120, 36,
165, 16, 181] and Møller-Plesset perturbation theory[154]; however, currently the number
of operations needed with these techniques scales much too quickly with the number of
electrons to be applicable to large systems.

2.2 Density Functional Theory

In 1964, Hohenberg and Kohn showed that the external potential, v(r), can be
expressed as a unique functional of the ground state electron density, n(r)[78]. Here, and in
the rest of this section, the nuclear potential is considered part of the external potential. The
external potential defines the system Hamiltonian, HB−O above, so the wavefunction itself
and related quantities, such as kinetic energy and the electron-electron potential energy, are
functionals of the density. From that and the variational principle, one can define (Note: in
this section we use Hartree atomic units, while the rest of the dissertation utilizes mostly
CGS)

E[n] = min
Ψ
〈Ψ|H[n]|Ψ〉 = min

n′→n

[∫
drv[n](r)n′(r) + F [n′]

]
(2.5)

where on the left we have energy as a functional of the ground state electron density, in
the middle we have the ground state energy as the minimum over the possible many-body
wavefunctions and the Hamiltonian is a functional of the ground state electron density, and
on the right we have split the energy functional into a system dependent term with v[n]
being the external potential creating the ground state density, n, and a system independent
term, F [n′], allowing the energy to be realized as a minimum over electron densities, n′(r),
such that ∫

drn′(r) = N, (2.6)
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where N is the number of electrons in the system. Also,

F [n] = E[n]−
∫
drv[n](r)n(r) (2.7)

where we note the use of v[n], the external potential as a functional of the density. Techni-
cally, it was only shown by Kohn and Hohenberg that E[n], and therefore F [n], was defined
on the space of ground state densities. However, it was proved by Chayes, Chayes, and
Ruskai that in quantum lattice models every strictly positive, properly normalized, and
Pauli principle consistent n, is a ground state density for some external potential[32].

Conceptually, this theorem simplified the problem tremendously since the electron
density is a function of 3 variables instead of the 3(N + S) variables in the full many-body
wavefunction. Practically, the true form of the functional is unknown and it has been shown
that the computational complexity of solving it exactly is still prohibitive[198]. However,
this scheme has allowed for the use of approximate functionals that have offered excellent
accuracy for many properties, such as lattice constants, elastic constants, magnetic struc-
ture, phase transitions, and others, combined with the computational efficiency necessary
to allow application to systems of over one thousand atoms[63].

In 1965 Kohn and Sham showed that the variational problem of solving for the
electron density that minimizes the energy functional in equation 2.5 could be mapped onto
a system of non-interacting orbitals and solved iteratively[105]. First, the energy functional
in brackets on the right hand side of 2.5 can be further partitioned,

E[v, n(r)] =

∫
drv(r)n(r) + F [n(r)]

=

∫
drv(r)n(r) +

∫
drdr′

n(r)n(r′)

2|r− r′|
+ T [n(r)] + Exc[n(r)],

(2.8)

where the electron-electron Coulomb energy, the kinetic energy functional (T [n(r)]), and the
exchange-correlation functional have been introduced. E is now a functional of v because
we will solve for the ground state density of a particular external potential. Finding the
ground state electron density for the above equation is equivalent to solving the one particle
Schrödinger equations[105],[

−1

2
∇2 + v(r) +

∫
dr′

n(r′)

|r− r′|
+ µxc(r)

]
φi(r) = εiφi(r), (2.9)

where

µxc(r) =
δExc[n]

δn(r)
(2.10)

and

n(r) =

occupied∑
i

|φi(r)|2. (2.11)

Equation 2.11 says that the sum of the probability densities of the orbitals of the auxil-
iary system up to the highest energy occupied orbital corresponds to the electron density,
n(r). This system of equations are the Kohn-Sham equations, which may be solved self-
consistently to find the ground state density.
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2.3 The Exchange-Correlation Energy Functional

The exact form of Exc[n], a functional of the electron density over all space defined
by Equation 2.8, is unknown. A reasonable first approximation is to express this energy
functional as a local potential

Exc =

∫
drn(r)εxc(n↑(r), n↓(r)) (2.12)

where εxc(n↑(r), n↓(r)) now takes the value of the exchange and correlation energy per par-
ticle of a homogeneous electron gas at the density (n↑(r), n↓(r)) with spin up and spin down
densities represented. This approximation, known as the local spin density approximation
(LSDA), is often used and one can reasonably expect it to produce good results when the
system in question is close to the homogeneous electron gas. Hence solids are in general
better represented than molecules or atoms. However, even in inhomogeneous cases, the
method often still produces accurate results, aided by the fact that the exchange-correlation
hole satisfies the related sum rule, creating a cancellation of errors. In more detail, due to
the effects of exchange and electron correlation, an electron at a particular position, r, af-
fects the density of electrons around it, at positions r′. This can be given as a modification
to the joint probability function,

P (r, r′) = n(r)n(r′) + n(r)nxc(r, r
′). (2.13)

where nxc(r, r
′) is the exchange-correlation hole density, surrounding each electron at posi-

tion r. The sum rule ∫
dr′nxc(r, r

′) = −1 (2.14)

is obeyed because the integral over the exchange hole is -1 and the correlation hole integrates
to zero.

An improvement on the LSDA is the generalized-gradient approximation (GGA)
where εxc(n↑(r), n↓(r), |∇n↑(r)|, |∇n↓(r)|) is now a function of the density and the magni-
tude of its gradient[169]. The exchange-correlation energy is now best expressed as

Exc =

∫
drn(r)εx(n(r))fxc(n↑(r), n↓(r), |∇n↑(r)|, |∇n↓(r)|) (2.15)

where εx(n(r)) is the exchange energy per particle of the homogeneous gas and fxc, the
enhancement factor, is dimensionless[169]. There are different forms used for fxc in the
literature and they are often carefully constructed[170, 169] since a naive expansion of
the exchange correlation energy in the gradient breaks sum rules and does not improve
the LDA systematically[76]. Including a gradient dependence can lead to more accurate
atomization energies, total energies, and reaction barriers than the LDA, which in turn
made DFT more appealing to the chemistry community[169]. In addition, properties such
as the lattice constants and bulk moduli of solids are improved from already accurate LDA
predictions[169].

It will be useful in later sections to know about a few of the different exchange
energy functionals currently available. When working with various GGAs, the reduced
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gradient

s =
|∇n|

(2kF )n
, (2.16)

is often used, where kF is the fermi wave vector. There are many formulations of the
exchange energy enhancement factor, fx(n, s). This quantity is the exchange only and
spinless version of fxc, defined above. For example, the Becke 88 exchange functional[18]
(B88) is given by

fx = 1 +
µs2

1 + βs sinh−1(cs)
, (2.17)

where c = 24/3(3π2)1/3, µ ≈ 0.2743, and β = 9µ(6/π)1/3/(2c), while the optB88 ex-
change functional[102] uses µ/β = 1.2 and µ = 0.22, the Perdew Burke Ernzerhof exchange
functional[170] (PBE) is given by

fx = 1 + κ− κ

1 + µs2/κ
, (2.18)

where µ = β(π2/3), β = 0.066725, and κ = 0.804, while the revPBE exchange functional[232]
uses κ = 1.245, and finally the Perdew Wang 86 functional[168] (PW86) is given by

fx = (1 + 1.296s2 + 14s4 + 0.2s6)1/15. (2.19)

The enhancement factors for these five exchange functionals are plotted in Fig. 2.1.
We can relate the shape of these factors with how repulsive each functional will be. Since
the exchange energy will be negative, a larger exchange enhancement factor means lower
energy. Therefore larger exchange enhancement factors mean that regions of charge inho-
mogeneity are made to have relatively less energy when compared with smaller exchange
enhancement factors. Charge inhomogeneity is more associated with separated atoms than
bound atoms, thus larger exchange enhancement factors correspond to more repulsive ex-
change functionals. B88 will be more repulsive than optB88 and revPBE will be more
repulsive than PBE or PW86.

2.4 Pseudopotentials and the Projector Augmented Wave
Method

Not all electronic states in a general condensed matter system are created equal.
Valence states contribute the most to bonding and are also most influenced by their en-
vironment. Core states do not contribute to binding, are relatively insensitive to their
environment, and are tightly bound to a nucleus. Semi-core states are less tightly bound to
the nuclei than core states and can polarize under the influence of local potentials, but do
not greatly contribute to binding. This distinction allows for these states to be treated dif-
ferently in practical DFT calculations. For example, in some all-electron methods (methods
that explicitly solve for electronic states corresponding to all the electrons in the system),
space is divided between regions near the nuclei and the region outside corresponding to
valence electrons, then boundary conditions are enforced between the two. Other methods
use different basis sets for core and valence states[104].
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Figure 2.1: Enhancement factors are plotted for the B88, optB88, PBE, revPBE, and PW86
exchange functionals.
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Since the valence electron states are the most important for binding and differ the
most in solids and molecules from isolated atoms, it is logical to focus on those states and
their interaction with the nuclei and core electrons. We will call the combination of a nucleus
and its core electrons an ion. Then, the details of the core can be treated minimally. For
example, the frozen core approximation fixes the core electron states and occupations, which
introduces a usually small constant error in the energies[104]. The details of the valence
electron states themselves in the core region are also usually relatively unimportant, which
motivates the use of non-physical smoother functional forms in these regions. After such
a replacement, the valence states are called pseudo-valence states. Using these functions is
computationally advantageous, since outside the core regions, the valence states are already
smooth and require a smaller number of basis functions, often plane waves, to represent.
Inside the core regions large potential energy gradients produce rapidly varying, nodal,
wavefunctions. Pseudopotentials replace the ionic potential with one that is smoother in
the core region, but still reproduces the true valence charge density outside the core region.

There are many pseudopotential schemes. For instance, norm-conserving pseu-
dopotentials [65] are accurate and transferable[147], requiring that the all-electron and
pseudo valence states have the same eigenvalues and amplitude outside of the core region,
while ultrasoft pseudopotentials[23, 213] relax certain requirements and are faster. Here
we will focus on the projector augmented wave (PAW)[22] method as it is used throughout
this work. First, we introduce pseudo wavefunctions |ψ̃〉 and all-electron wavefunctions |ψ〉
(Kohn-Sham orbitals in that formalism) related by

|ψ〉 = T |ψ̃〉 (2.20)

where T = 1+T 1 is a linear transformation and T 1 is zero outside a sphere centered at the
nucleus which we will call the augmentation region, R. Within that region

|ψ̃〉 =
∑
m

cm|φ̃m〉 and |ψ〉 =
∑
m

cm|φm〉 within R (2.21)

where |φ̃m〉 and |φm〉 are pseudo and all-electron partial waves, respectively, which coincide
outside of R. Therefore, we have

|ψ〉 = |ψ̃〉+
∑
m

cm(|φm〉 − |φ̃m〉). (2.22)

T is linear so the cm coefficients must be linear functionals of the |ψ̃〉, that is

cm = 〈p̃m|ψ̃〉 (2.23)

for projector functions, 〈p̃m| that satisfy 〈p̃m|φ̃n〉 = δmn. Then equations 2.20 and 2.22 can
be rewritten as

|ψ〉 = T |ψ̃〉 =

[
1 +

∑
m

(|φm〉 − |φ̃m〉)〈p̃m|

]
|ψ̃〉. (2.24)

The electronic wavefunctions are expressed in 3 parts: the smooth pseudo wavefunction ψ̃,
which can be evaluated conveniently on a Cartesian grid, the pseudo partial waves φ̃m, and
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the all-electron partial waves φm, which both are evaluated on radial grids. Precalculated
atomic reference states can be used for the core electrons, which can be frozen, allowing the
use of the PAW formalism on the valence states only, in the spirit of generalized pseudopo-
tentials, as described above.

As a final note, pseudopotentials are generally created using the same exchange-
correlation functional as will be used in the full calculation. This is not the case for the
van der Waals density functional, described in the next chapter. Instead, this functional
is employed with PBE PAW potentials, however, such an inconsistency has been shown to
have a negligible effect on the binding energies and distances[64].
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Chapter 3

The van der Waals Force and its
Calculation

In general, the term van der Waals forces can refer to the aggregate of several
intermolecular forces, interactions Johannes Diderik van der Waals included in his equation
of state for gases and liquids[212]. These interactions can include Pauli exclusion repulsion,
dipole-dipole, dipole-induced dipole, and instantaneous dipole-induced dipole. The last
interaction, instantaneous dipole-induced dipole, is also known as the London dispersion
force, or simply dispersion, and that will be our focus in what follows as well as what we
refer to when we mention the van der Waals force. The London dispersion force will often
dominate the binding of systems that consist of components that have at least one small
dimension (e.g., small clusters, narrow fibers, and thin sheets) and are not otherwise bound
by stronger forces. This includes weakly bonded molecules in nanoporous materials, layered
materials such as graphite, the interaction of nanomaterials, proteins, molecular crystals,
and other sparse matter. The dispersion energy is always present and can also significantly
affect the structure (e.g., bond lengths, energies, and geometry) and structurally related
properties (e.g., elastic constants and changed band structure due to changed orbital over-
lap) of many other systems that are primarily bound by other forces. CGS units are used
in this chapter.

3.1 London Dispersion Force

The London dispersion force[143] is a quantum mechanical correlated electron
effect. The simplest example, which we derive below, is the attractive interaction between
separated hydrogen atoms given by correlated instantaneous dipoles, although in general
this effect includes N-body terms and higher multipoles. We start with the Hamiltonian for
the two hydrogen atoms, call them 1 and 2, neglecting any cross interaction

H0 = − h̄
2∇2

1

2m
− e2

r1
− h̄2∇2

2

2m
− e2

r2
(3.1)
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where ri is the distance from nucleus i to electron i. The cross interaction is treated as a
perturbation

H = H0 +H ′ (3.2)

H ′ =
e2

r
+

e2

|r− r1 + r2|
− e2

|r + r2|
− e2

|r− r1|
(3.3)

where r is the vector from nucleus 1 to nucleus 2 and ri is the vector from nucleus i to
electron i. Expanding H ′ in powers of ri/r, which we assume to be small, results in

H ′ =
e2

r3
(x1x2 + y1y2 − 2z1z2) +O

(
1

r4

)
(3.4)

where xi, yi, and zi are the components of ri and the separation between the H nuclei is
in the z direction. The first term represents the interaction between two dipoles in the far
field limit and higher order terms represent the interaction of higher multipoles. The first
order perturbation theory energy correction is zero,

E
(1)
0 = 〈0|H ′|0〉 = 0 (3.5)

since the ground state is spherically symmetric. The second order leading term is given by

E
(2)
0 =

∑
k 6=0

|〈k(0)|H ′|0(0)〉|2

E
(0)
0 − E(0)

k

=
e4

r6

∑
k 6=0

|〈k(0)|x1x2 + y1y2 − 2z1z2|0(0)〉|2

E
(0)
0 − E(0)

k

. (3.6)

where E
(m)
k is the mth order correction to the energy of the kth state and |k(m)〉 is the mth

order correction to the kth state. The 0th state is the ground state and the 0th correction
is the unperturbed object. Here we see the r−6 dependence of the London dispersion

interaction and that it is attractive since E
(0)
k > E

(0)
0 . Although this functional form was

derived for hydrogen atoms, it is the limit for the dispersion interaction between two finite
general clusters of atoms or molecules at large separation and thus is often the form used
for pair-wise approximations to the dispersion energy. These pair-wise approximations are
given as C6/r

6 where C6 is a constant dependent on the interacting pair of atoms.
A first step in considering more complex systems would be the examination of the

dispersion interaction between three atoms. The three-body term in perturbation theory
to the third order, the Axilrod-Teller term[9], is given by

E
(3)
0 = C

3 cos γ1 cos γ2 cos γ3 + 1

r3
12r

3
23r

3
31

(3.7)

where C is a constant depending on the atomic polarizabilities and ionization energies, rij
is the distance from atom i to atom j, and γi is the angle between rij and rik. Depending
on the arrangement of the three atoms this term can be repulsive or attractive. Many-body
terms can have a significant effect. For instance, as the size of silicon clusters grows from 1
to 172 atoms, the effective C6 coefficient (coefficient that would describe the vdW energy
if only pairwise r−6 interactions are considered) decreases by 27% due to renormalization
from the many-body interaction[210]. Furthermore, in systems where long-range charge
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fluctuations can persist, such as metals and π-conjugated materials, the asymptotic scaling
behavior of the interaction between two components can be qualitatively different than that
given by a sum of pairwise potentials[47]. The energy between two 2D metal sheets goes
like −D−5/2 instead of −D−4 as with insulators, where D is the separation, for instance[47].
Finally, it is worth noting that past 137a0, where a0 is the Bohr radius, it was shown by
Casimir and Polder that retardation effects, i.e., considering the effect of the finite speed
of light using quantum electrodynamics, become important and the asymptotic pairwise
interaction goes as −D7[27].

3.2 Methods of Calculation for the van der Waals Force

A simple expression for the van der Waals force between two hydrogen atoms was
presented in the previous section, however, for larger systems the exact solution quickly
becomes impractical to calculate. DFT, as introduced in section 2.2, remains appealing be-
cause of its accuracy for many systems and computational efficiency. However, for systems
in which the dispersion energy is important, the approximations for the exchange-correlation
energy described in section 2.3 are inadequate. LDA and GGA exchange-correlation func-
tionals are expressed as integrals of local and semi-local functions of the density alone and
the density and its gradient, respectively. The van der Waals force is a non-local correlation
effect and so it is neglected by these functionals.

Several methods have been developed to add back to DFT, under the LDA or
GGA, the non-local correlation energy associated with the van der Waals force. In the
Grimme approach[57, 58, 59], also referred to as DFT-D(versions 1, 2, and 3), the van der
Waals energy is given by a sum of pairwise interatomic interaction terms over all atom
pairs in the system. That form to the lowest order (r−6, although in some versions r−8 and
higher terms are also considered) is given by

E
(2)
6 = s6

∑
i<j

Cij6
|ri − rj |6

fd,6(|ri − rj |). (3.8)

where the superscript (2) denotes atom pairs, s6 is an overall scaling factor, set to 1 in
the most recent DFT-D3 version, the Cij6 coefficients are determined in different ways with
different levels of empiricism depending on the version of the method used, and fd,6 is
a damping function. The damping function is used to damp the singularity in r−6; it
approaches 1 at large |ri − rj | and 0 at small |ri − rj |. In DFT-D1 the Cij6 coefficients
are given by averages of the empirical coefficient value over the hybridization states of
each atom and in DFT-D2 they are given as a function of the atomic ionization energies
and polarizabilities, calculated with the PBE0 hybrid functional[1]. In DFT-D3 they are
calculated with time-dependent DFT (TDDFT)[193] for different sample geometries which
are interpolated in a logical way for the given system that is being calculated, making this the
only version that makes the vdW interaction of an atom sensitive to its local environment.
In addition, in DFT-D3, 3-body terms were explored[59], however they lowered the accuracy
for the S22 reference set of molecular complexes and so are typically not used in a standard
DFT-D3 calculation. Higher order (n > 3) many-body terms are not considered in DFT-D3.
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Since it will be mentioned again below, we note that the S22 set of twenty-two
dispersion-bound molecular complexes is a reference for which accurate CCSD(T) (coupled
cluster with single, double, and perturbatively treated triple interactions [181]) calculations
exist[205]. Many methods of calculating dispersion energies are compared using this set.

In the Tkatchenko-Scheffler (T-S) method[209], DFT+vdW, the same sum over
pairwise interactions as in Equation (3.8) is retained, but here the C6 coefficients are cal-
culated by relating the atomic polarizability to the atomic effective volume which is found
from a Hirshfield partitioning[77] of the electron density. Just as in the DFT-D method,
the vdW interaction is damped in the short range and compatible with many density func-
tionals, although the damping functions are not necessarily the same in the two methods.
Recently, both many-body vdW interactions[210] and screening for binding on inorganic
surfaces[192] have been added to this method, although separately.

In the van der Waals density functional (vdW-DF)[46] method, an expression for
the non-local correlation energy in terms of a double integral over electron densities is
derived from the adiabatic-connection fluctuation-dissipation theorem without any empiri-
cism. Because it is formulated as a double integral, this method is pairwise. Although higher
order (n > 2) many-body terms of the dispersion energy are not included, it can be argued
that screening in metals is captured through the use of the plasmon-pole model[46, 145].
Furthermore, binding energies in agreement with experiment have been achieved for ben-
zene on metals [140]. Due to its first-principles derivation, this method is expected to be
more transferable and therefore more reliable than other vdW corrections to DFT of similar
computational cost. Since it also has an accuracy comparable to the best versions of the
previous two vdW corrected DFT methods, it will be used for much of the work presented
below.

Higher accuracy methods are also available that carry a higher computational cost
than DFT. These include CCSD(T)[181], the adiabatic-connection fluctuation-dissipation
theorem (ACFDT) under the random phase approximation (RPA)[124, 125], and quantum
Monte Carlo[50]. The CCSD(T) and RPA methods have a computational scaling of O(N5)
to O(N7) depending on the exact method and implementation, where N is the system
size, instead of O(N3) as with a typical implementation of the DFT in the GGA or LDA.
Although CCSD(T) and RPA are too computationally expensive for many of the systems
presented later in this dissertation, they are useful for benchmarking and understanding
subtleties of the physics. With fewer approximations, they are not only more accurate,
but their contributions can be understood more easily. For example, CCSD(T) and RPA
energies can often be broken down diagrammatically.

3.3 van der Waals Density Functional

In this section we will begin by deriving the vdW-DF, starting with the ACFDT
and then following the consequences of a series of approximations. Several sources are used
from the literature[145, 124, 60, 126, 195, 125, 46] and details are filled in, when necessary.
Then we will discuss a few of the versions currently available.
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3.3.1 Derivation of the vdW-DF

Partition of the exchange correlation energy

We will begin by dividing the density functional theory correlation energy into a
local part and a non-local part,

Ec = E0
c + Enlc , (3.9)

where E0
c is given by ELDAc , the LDA correlation energy. To calculate the non-local contri-

bution, the formally exact expression for the exchange correlation energy from the ACFDT
can be used as a starting point [124, 60, 125]. We will first show how to arrive at that en-
ergy. In this section x is the spatial coordinate, n is the electron density operator, and the
angle brackets represent taking the ground state expectation value, at a particular value of
λ (defined below), where indicated. The N-electron Hamiltonian is divided into an N-body
kinetic energy operator and everything else,

H = Hk +Hi, (3.10)

where Hk is the N-body kinetic energy operator and

Hi =
1

2

∫
d3x

∫
d3x′Vλ(x− x′)n(x)[n(x′)− δ(x− x′)] +

∫
d3xνλ(x)n(x). (3.11)

Above, we have used the Coulomb interaction with strength λ

Vλ(x− x′) =
λe2

|x− x′|
, (3.12)

the self-energy δ-function term, and the external potential νλ, which is taken to ensure the
density, n(x), remains the same as λ is varied. Let Eλ be the ground state energy at a given
λ. Then we can express the difference between the realistic system (λ = 1) and the system
with the Coulomb interaction turned off (λ = 0),

E1 − E0 =

∫ 1

0
dλ
dEλ
dλ

=

∫ 1

0
dλ

〈
∂Hi

∂λ

〉
λ

=

∫ 1

0

dλ

2λ

∫
d3x

∫
d3x′λV1(x− x′)〈n(x)[n(x′)− δ(x− x′)]〉λ

+

∫ 1

0
dλ

∂

∂λ

∫
d3x[νλ(x)〈n(x)〉λ].

(3.13)

The last line was obtained from∫ 1

0
dλ

∫
d3x

〈
∂

∂λ
[νλ(x)n(x)]

〉
λ

(3.14)
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because n(x) is independent of λ, as mentioned above, and so the derivative can be put
outside the brackets. This is the adiabatic-connection part of the ACFDT. We now define

E0 = T +

∫
d3ν0(x)〈n(x)〉,

Ecoul =
1

2

∫
d3x

∫
d3x′V1(x− x′)〈n(x)〉〈n(x′)〉+

∫
d3xν1(x)〈n(x)〉

E ≡ E1 = T + Ecoul + Exc

(3.15)

where T is the kinetic energy of a non-interacting system with the same electron density.
Combining Equations (3.13) and (3.15), we obtain

Exc =
1

2

∫ 1

0

dλ

λ

∫
d3x

∫
d3x′Vλ(x− x′)× [Sλ(x,x′)− 〈n(x)〉δ(x− x′)], (3.16)

where
Sλ(x,x′) = 〈[n(x)− 〈n(x)〉]× [n(x′)− 〈n(x′)〉]〉λ. (3.17)

Matrix form with frequency dependence

We express the static form factor S(x,x′) in terms of the dynamic form factor
S(x,x′, ω),

S(x,x′) =

∫ ∞
−∞

dωS(x,x′, ω), (3.18)

where

S(x,x′, ω) =

∫ ∞
−∞

dt

2π
eiωt〈[n(x, t)− 〈n(x, 0)〉]× [n(x′, 0)− 〈n(x′, 0)〉]〉. (3.19)

Using the fluctuation-dissipation theorem[118], we can relate the dynamic form factor and
the susceptibility, χ, in the following way

S(x,x′, ω) = − 1

π
Imχ(x,x′, ω)Θ(ω). (3.20)

where

δn(x, ω) =

∫
d3x′χ(x,x′, ω)Vext(x

′, ω), (3.21)

Θ(ω) = 1 for ω ≥ 0, 0 for ω < 0, (3.22)

and Vext is an external potential. We then switch to a matrix notation from Equation
3.16, replacing Vλ and Sλ with matrices in which rows represent x and columns represent
x′. This transforms the double space integral in that expression into a trace taken over a
matrix product.

Exc = − 1

2π
Im

∫ 1

0
dλ

∫ ∞
0

iduTr[Vχ(λ, iu)]− Eself , (3.23)



21

where Eself is the self energy, which was represented by the Dirac delta function in Equation
3.16. This reduces to

Exc = − 1

2π

∫ 1

0
dλ

∫ ∞
0

duTr[Vχ(λ, iu)]− Eself , (3.24)

because

− 1

π
Im

∫ ∞
0

iduχ(x,x′, iu) = S(x,x′) = − 1

π

∫ ∞
0

duχ(x,x′, iu), (3.25)

since S(x,x′) is real. We then switch from the full screened response, χ, to the bare
response, χ̃.

χ(λ, iu) = χ̃(λ, iu) + λχ̃(λ, iu)Vχ(λ, iu) (3.26)

χ(λ, iu) = (1− λχ̃(λ, iu)V)−1χ̃(λ, iu) (3.27)

Exc = − 1

2π

∫ 1

0
dλ

∫ ∞
0

duTr[V(1− λχ̃(λ, iu)V )−1χ̃(λ, iu)]− Eself , (3.28)

Full Potential Approximation

To simplify the λ integral in Equation 3.28, we assume the bare response is inde-
pendent of λ and use χ̃(λ = 1, iu), to obtain the expression

Exc =

∫ ∞
0

du

2π
Tr[ln(1−Vχ̃)]− Eself . (3.29)

This corresponds to the so-called Full Potential Approximation (FPA) of Ref. [123]. It
is exact for the long-range vdW asymptote and also true in the random phase approxi-
mation. Later, we will use the dielectric function to approximate the susceptibility, χ̃, in
the integrand, which does not include exchange and therefore from now on we label only
correlation.

In the homogeneous electron gas limit we have,

Ec =

∫ ∞
0

du

2π
Tr[ln(ε)]− Eself , (3.30)

where ε is the dielectric function. So, we can subtract this from the equation above it to
get

Enlc =

∫ ∞
0

du

2π
Tr[ln(1−Vχ̃)− ln(ε)]. (3.31)

Since this goes to zero in the homogeneous limit, it is consistent with the construction of a
non-local contribution to the correlation energy that will be added to the LDA.
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The Dielectric Function and the Plasmon Pole Model

Next we expand Equation 3.31 to second order in S = 1− ε−1 (this is a different
S than the one used above to represent the static form factor; the derivations presented
in this chapter draw from a few separate sources and we have prioritized consistency with
those sources over self-consistency in this case)

Enlc ≈
∫ ∞

0

du

4π
Tr

[
S2 −

(
∇S · ∇V

4πe2

)2
]

(3.32)

To approximate S we take inspiration from the plasmon pole model, in which the inverse
dielectric function is approximated by a single-pole function in ω[145, 86]. For our purposes,
we have

Sq,q′ =
1

2
[S̃q,q′ + S̃−q′,−q], (3.33)

where

S̃q,q′ =

∫
d3re−i(q−q

′)·r 4πn(r)e2/m

[ω + ωq(r)][−ω + ωq′(r)]
. (3.34)

We now need ωq(r) as a function of the density. To do this we use the form

ωq(r) =
q2

2m

1

h[q/q0(r)]
, (3.35)

where h(y) = 1 − e−γy2 and γ = 4π/9. The function, ωq(r), is somewhat arbitrary and
chosen to interpolate between a small q form of 1/2ml2, where l is a length scale, and the
large q form of q2/2m. Finally q0 is set by considering the expression for the correlation
energy above, 3.29, in the homogeneous limit, and comparing it to a GGA calculated
correlation energy that is appropriate for the formalism here (see Equation 3.41). This
apparent contradiction is so that at finite density gradients, the non-local correlation energy,
Enlc , is connected to a form with gradient corrections. With this scheme, we have

E0
xc =

∫
d3rε0xc(r)n(r) ≈

∫ ∞
0

du

2π
Tr ln ε− Eself ≈

∫ ∞
0

du

2π
TrS − Eself , (3.36)

where E0
xc is the reference exchange-correlation energy that we are using to set the length

scale in Enlc . After evaluating the right hand side using the above approximation for S, the
exchange correlation potential is given by

ε0xc =
e2q0(r)

π

∫ ∞
0

dy[h(y)− 1] = −3e2

4π
q0(r), (3.37)

and

q0(r) =
ε0xc(r)

εLDAx (r)
kF (r), (3.38)

where kF is the Fermi wave vector,

kF = (3π2n)1/3, (3.39)
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and

εLDAx (r) = −3

4

(
3

π

)1/3

e2n1/3, (3.40)

the LDA exchange potential. For ε0xc, the expression

ε0xc ≈ εLDAxc − εLDAx

[
Zab
9

(
∇n

2kFn

)2
]

(3.41)

is used where Zab = −0.8491 and the second term is the screened exchange of Ref. [126].
The final form can be expressed as

Enlc =
1

2

∫
d3rd3r′n(r)φ(r, r′)n(r′). (3.42)

φ is given by

φ(r, r′) =
2me4

π2

∫ ∞
0

da a2

∫ ∞
0

db b2W (a, b)T (ν(a), ν(b), ν ′(a), ν ′(b)), (3.43)

where

T (w, x, y, z) =
1

2

[
1

w + x
+

1

y + z

] [
1

(w + y)(x+ z)
+

1

(w + z)(y + x)

]
, (3.44)

W (a, b) = 2[(3− a2)b cos b sin a+ (3− b2)a cos a sin b+ (a2 + b2 − 3) sin a sin b

−3ab cos a cos b]/a3b3,
(3.45)

and

ν(y) = y2/2h(y/d) (3.46)

ν ′(y) = y2/2h(y/d′) (3.47)

d = |r− r′|q0(r) (3.48)

d′ = |r− r′|q0(r′). (3.49)

We note that φ has been shown above to depend on r and r′ through d and d′. At large d
and d′

φ→ − 12(4π/9)3me4

d2d′2(d2 + d′2)
(3.50)

which has the r−6 asymptotic form.
As a practical matter, φ for different d and d′ can be tabulated in advance, however,

this does not help the fact that the double integral in Equation 3.42 is six dimensional and
therefore computationally prohibitive. To reduce that computational complexity, Román-
Pérez and Soler have shown[188] that φ can be interpolated,

φ(q1, q2, r12) '
∑
αβ

φ(qα, qβ, r12)pα(q1)pβ(q2), (3.51)

where qα are fixed values and pα are cubic splines. With this factorized form of the ker-
nel, the vdW self-consistent potential, total energy, and atomic forces can be calculated
in O(N logN) operations[188], where N is proportional to the system volume. Thus, a
tractable non-local correlation energy that does not add great computational cost to DFT,
has been derived.
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3.3.2 Exchange Functionals for the vdW-DF and Modifications to Enl
c

In this dissertation we will focus on three versions of the vdW-DF. The first,
from the original 2004 paper[46], which we will refer to simply as the vdW-DF, uses the
revPBE[232] exchange functional. Several other GGA exchange functionals alone produce
spurious binding in noble gas dimers where exact Hartree-Fock (HF) and revPBE do not.
Physically, binding should come from Enlc and not Ex. However, revPBE is too repulsive
in many cases and binding energies and distances were often over-estimated by the vdW-
DF[46, 127, 128]. A revised functional, known as vdW-DF2, was published in 2010 [128]
and included the PW86 exchange functional[168]. This functional paired with a matching
changed parameter in Enlc (in Equation 3.41, Zab = −0.8491 in vdW-DF and Zab = −1.887
in vdW-DF2) improved results for the S22 set of dispersion bound molecular complexes.
The third version pairs the same non-local correlation from the vdW-DF with the optB88
exchange functional[102]. The optB88 exchange has two parameters that were fit to the S22
dataset binding energies as calculated by CCSD(T). This functional obtains binding energies
and distances in better agreement with this dataset and also gives better lattice constants,
bulk moduli, and atomization energies for solids[103] than the vdW-DF with revPBE or
the vdW-DF2 with PW86. Better performance on this diverse range of quantities is a good
indication that the vdW-optB88 method remains transferable and not simply fine-tuned to
the S22 set. However, for much of the following work, we more often use the vdW-DF2
method, which has no fit parameters.
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Part II

Results and Discussion
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Chapter 4

Example van der Waals Bound
Systems

In this chapter results will be presented for a series of systems for which the
dispersion energy is important for a qualitatively correct description (as well as one system
dominated by other binding interactions). The set of systems is neither exhaustive nor an
attempt to be representative of typical vdW dominated systems. However, the following
examples should provide a good primer for the more complicated systems to follow in
that several basic binding geometries are considered (interatomic, interplanar, and atom on
plane) and calculated results are compared to experiment.

4.1 Noble Gas Dimers

We begin with calculations on the interaction energy between a dimer of krypton, a
noble gas that would not bind if not for the van der Waals force. The 2004 paper on the first
version of the vdW-DF for general geometries[46] reported results for these dimers which are
reproduced here and compared to computations using the PBE GGA[170], vdW-DF2[128],
and vdW-optB88 methods[102].

4.1.1 Computational Details

The PBE and vdW-DF calculations were performed using the Vienna Ab Initio
Simulation Package(VASP)[112, 113, 110, 111] with the vdW-DF implementation due to
Jǐŕı Klimeš[103]. The projector-augmented wave (PAW) scheme[22, 114] is utilized with the
potentials taken from the VASP PBE library. The electronic wavefunctions were expanded
in a plane wave basis with a cutoff of 500 eV. A single k-point (Γ) was found to be sufficient
to sample the Brillouin zone, due to the large size periodic cell of 24×12×12 Å. With these
parameters, binding energies are estimated to be converged to better than 1 meV. Binding
energies for the Kr dimer are given by

EKr2bind = EKrAB
total − E

KrA
total − E

KrB
total , (4.1)
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Figure 4.1: Calculated interaction energies between two Kr atoms using PBE, vdW-DF,
vdW-DF2, and vdW-optB88. The experimental data point is from Ref. [162]

where EKrAB
total is the total energy of the combined two-Kr system and EKrAtotal and EKrBtotal are

the total energies of the isolated constituent Kr A and Kr B at the same positions in the
periodic cell as in the combined system. Zero-point energies are not calculated, but are
expected to be small since the potential energy well is not steep and the Kr atoms are
relatively heavy.

4.1.2 Results

In Figure 4.1, the interaction energies calculated with PBE, vdW-DF, vdW-DF2,
and vdW-optB88 are presented for a pair of Kr atoms at various separations as well as the
experimental equilibrium bond length (4.0 Å) and energy (-17 meV)[162]. The calculated
and experimental binding separations and energies are also given in Table 4.1. PBE predicts
binding that is too weak (-6.5 meV) and at too large a separation (4.26 Å), which is
consistent with this functional neglecting the van der Waals interaction. The vdW-DF
predicts binding that is too strong (-26.7 meV) and at too large a separation (4.25 Å),
while the vdW-DF2 gives better results for both (-23.0 meV and 4.00Å). The vdW-optB88
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Table 4.1: Kr binding separations and binding energies with an estimated accuracy of 0.05
Å and 1 meV, respectively.

Method Separation(Å) Binding Energy(meV)

Experiment 4.01 -17
PBE 4.26 -6.5

vdW-DF 4.25 -26.7
vdW-DF2 4.00 -23.0

vdW-optB88 4.20 -16.4

method yields the most accurate binding energy (-16.4 meV), but at too great a separation
(4.20 Å).

4.2 Graphite

Graphite is a prototypical layered van der Waals bound solid with experimental
data available on its cohesive energy and interlayer spacing[231, 135]. Thus, it is an ideal
test case for the calculation of binding between 2 dimensional sheets using the vdW-DF.

4.2.1 Computational Details

Similar methods to those described in Section 4.1.1 are employed. The plane
wave cutoff is at 500 eV and the hard carbon PBE PAW potential is used (this is a PAW
potential calculated with a higher than usual plane wave cutoff, 900 eV). The periodic unit
cell consists of two layers in the AB stacking arrangement, each layer containing two atoms
in the cell. In-plane bond distances are fixed to the experimental value of 2.46 Å[135] and
the out-of-plane separation is varied to find the equilibrium distance. A 16×16×4 k-point
grid is used, centered at Γ.

4.2.2 Results

Table 4.2: Graphite equilibrium inter-layer separation and cohesive energy (compared to
graphene).

Method Separation(Å) Cohesive Energy(meV/atom)

Experiment 3.33[135] -52±5[231]
vdW-DF 3.58 -52
vdW-DF2 3.51 -51

vdW-optB88 3.34 -68

Ground state graphite structures are calculated using three different methods:
the vdW-DF, the vdW-DF2, and vdW-optB88. After finding the equilibrium separation,
cohesive energies, compared to isolated single layer graphene sheets, are calculated. We
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observe that the vdW-optB88 method yields the inter-layer spacing (3.34 Å) that is closest
to experiment (3.33 Å). The vdW-DF and vdW-DF2 calculations produce cohesive energies
(-52 and -51 meV/atom, respectively) in good agreement with the measured quantity (-52
meV/atom). These results are close in value to finer grained calculations presented more
recently in Ref. [56], however, the cohesive energies calculated in that work with vdW-DF2
and vdW-optB88 are slightly smaller in magnitude (-48 meV and -65 meV, respectively).
Those calculations utilize hard PAW potentials, a 900 eV plane wave cutoff, a 24×24×2
k-point grid, and relaxed in-plane atomic positions. In addition, after the zero-point energy
corrections are added in Ref. [56], it was found that the interlayer spacing is slightly
increased (by .03-.04 Å) and the cohesive energies are reduced to -44 meV and -61 meV for
the vdW-DF2 and vdW-optB88 methods, respectively. Thus the cohesive energy produced
by vdW-optB88 is in slightly better agreement with the experimental value when the zero-
point energy is considered.

4.3 Metal Adatoms and H2 on Graphene

Adatom adsorption on graphene can be used to chemically electron-dope or hole-
dope the material[163, 33, 24, 175, 54]. Furthermore, adatoms may possibly be used in
the engineering of the spin-orbit interaction[28] in graphene to create a quantum spin hall
(QSH) state[220]. Chan et al. reported on DFT studies of 12 metal adatoms on graphene
in Ref. [31]. In the following we reproduce their results for the binding of Li and Al in
the hollow position (above the center of a graphene hexagon) using PBE and compare
with results from the vdW-DF2 and vdW-optB88 methods to see if the dispersion energy
contribution is significant.

The energetics of H2 binding on graphene is a key metric for its feasibility as
a hydrogen storage material. Previous DFT studies have utilized LDA and GGA den-
sity functionals to calculate the binding energy of molecular hydrogen on graphene[74] and
graphite[90]. However, these methods are expected to overbind and underbind H2, respec-
tively, as reported in Ref. [74]. That work treated the results of those functionals as upper
and lower bounds for the interaction energy. In work presented below, we employ the PBE,
vdW-DF2, and vdW-optB88 functionals for the study of H2 binding on graphene.

4.3.1 Computational Details

Following Ref. [31], the electronic wave functions are expanded in a plane wave
basis with an energy cutoff of 500 eV. The hard C, standard Al, Li with the 1s states treated
as valence, and hard H PBE PAW potentials are used. The graphene lattice constant is set
to 2.47 Å and the unit cell utilized in these calculations is equal to 4×4 graphene primitive
cells for a total of 32 carbon atoms. It is periodic in the z direction, with a length of 15 Å.
There is one adsorbed metal atom or hydrogen dimer per unit cell. Li and Al are relaxed
in the center of graphene hexagon and all atoms are allowed to relax. The H2 molecule is
relaxed in the D position, as described in Ref. [74] and shown in Figure 4.2. A 9×9×1
k-point grid, centered on the Γ point, is used. Dipole corrections are made, as in Ref. [31].
Spin-polarized calculations are used to obtain the correct ground state for isolated Li and
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Al, all other calculations are non-magnetic.

4.3.2 Results

Table 4.3: Binding separation and interaction energy for Li and Al on graphene, in the
center of a carbon hexagon, as calculated with PBE, vdW-DF2, and vdW-optB88. PBE
results from Ref. [31] are in parentheses.

Adatom Method Separation(Å) Interaction Energy(eV)

Li PBE 1.71(1.71) -1.09(-1.10)
vdW-DF2 1.61 -0.89

vdW-optB88 1.76 -1.18

Al PBE 2.11(2.13) -1.00(-1.04)
vdW-DF2 2.26 -0.65

vdW-optB88 2.14 -1.18

Table 4.3 lists the binding separations and energies, calculated with PBE, vdW-
DF2, and vdW-optB88 for Li and Al on graphene. The PBE results were published previ-
ously in Ref. [31]. In that work, it was determined that Li and Al were primarily ionically
bound to the graphene. This results in shorter binding distances and larger binding ener-
gies than are typically observed for dispersion dominated binding. Interestingly, the PBE
determined binding energies have magnitudes between the results from vdW-DF2 and vdW-
optB88. This contradicts the expectation that the vdW corrected methods would both have
stronger binding, due to the added dispersion interaction.

The weaker binding observed with the vdW-DF2 may be due to the exchange
functional, PW86, which has a larger enhancement factor than the exchange functional for
vdW-optB88 for values between 1 and 3 of the reduced gradient (Figure 2.1). The vdW-
DF2 is accurate for dispersion bound systems, for instance, the mean absolute deviation
in the S22 data set (see Chapter 3) is less than 22 meV[128], and lattice constants are
reasonable for solids (typically within 5% of experiment[103]). However, the vdW-DF2
gives qualitatively incorrect results for benzene on Pt (calculated interaction energy of -
0.34 eV vs. experimental energy of -1.57 to -1.91 eV). This is a system which combines
binding of a covalent character with a strong dispersion interaction[140]. In that same
system, PBE also underestimates the binding energy (-0.81 eV) while the vdW-optB88
method produced results in good agreement with experiment (-1.84 eV)[140]. Thus, for
the mixed binding system, Al and Li on graphene, it is consistent with previous results to
hypothesize that the smaller binding energies for vdW-DF2 and PBE are less accurate than
the results calculated with vdW-optB88. The latter method produces interaction energies
that are stronger than PBE by -0.09 and -0.18 eV for Li and Al, respectively, which may
be attributed to the dispersion energy contribution.

Finally, we present the results of a comparison of the vdW-DF2 and vdW-optB88
methods with two different GGA functionals, PW91 and PBE, and LDA for the binding of
molecular hydrogen on graphene in Table 4.4. The binding position, depicted in Figure 4.2,
corresponds to the strongest binding, as calculated with several methods[74]. The system



31

Table 4.4: Binding energies and separations for molecular hydrogen on graphene in the posi-
tion indicated in Figure 4.2. LDA and PW91 results taken from Ref. [74]. The experimental
result is for H2 on graphite[215].

Method Separation(Å) Binding Energy(meV)

LDA[74] 2.7 -93
PW91[74] 3.3 -24

PBE 3.3 -12
vdW-DF2 3.0 -70

vdW-optB88 3.0 -77
exp.[215] 2.87 -41.6

Figure 4.2: H2 on graphene.

is expected to be primarily dispersion bound, which is consistent with the H2-graphene
separation of ∼3 Å and the lack of charge transfer[74]. The vdW-DF2 and vdW-optB88
schemes predict binding energies and separations between the values predicted by LDA and
the GGA type functionals. Notably, the two vdW methods give more consistent results
(within 10%) for this vdW dominated system than for the ionically dominated metal on
graphene binding described above. Vidali et al., in reference [215], give a best estimate of
-41.6 meV for the binding energy and 2.87 Å for the separation of H2 on graphite, based
on several experimental studies. While this energy is roughly 30 meV lower in magnitude
than our vdW-DF calculated values, the calculated values do not include zero-point energy
corrections. These corrections should reduce the binding energy magnitude, bringing the
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vdW-DF2 and vdW-optB88 results closer to the experimental value and the PW91 result
further from experiment. Thus, of the methods presented, vdW-DF2 and vdW-optB88
likely produce the most accurate binding energies.

4.4 Conclusion

In this chapter we have examined several systems using versions of the van der
Waals density functional. In the Kr dimer, graphite, and H2 on graphene, the attraction is
dominated by the dispersion interaction[46, 56, 74]. Therefore, for these systems, the LDA
and GGA density functionals are not expected to give qualitatively correct results since
they do not capture the energy associated with non-local electron correlation. For example,
PBE predicts a binding energy for the Kr dimer of -6.5 meV, less than half the measured
value. In these systems the binding/cohesive energies per atom are calculated with vdW-DF
type methods to be less than 70 meV in magnitude, consistent with dispersion dominated
attraction. In addition, these results agree reasonably well with experiment.

For Li and Al on graphene, the binding energy is much higher in magnitude, ∼1 eV,
and of an ionic character. For ionic interactions, PBE can be expected to predict reasonable
binding energies[31]. However, the vdW-DF2 calculated adsorption energy is 35% smaller
for Al on graphene than the value calculated with PBE. The smaller binding energy is
most likely due to a more respulsive exchange functional. On the other hand, vdW-optB88
calculated binding energies are marginally stronger than the PBE results, consistent with
the additional dispersion energy.
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Chapter 5

van der Waals Density Functional
Study of CO2 Binding in Zeolitic
Imidazolate Frameworks

The van der Waals density functional (vdW-DF) formalism is employed in a study
of the binding energetics for CO2 in a set of five zeolitic imidazolate framework (ZIF)
compounds. The ZIF structures investigated share the same rho-type zeolite topology
and metal atoms, but feature imidazolate linkers with different chemical functionalization.
Three distinct binding sites are identified, for which the binding energies are found to show
different dependencies on the functionalization of the linker molecules. The origin of the
variations in the binding energies across the ZIF compounds is discussed through analyses
of the binding geometries and charge-density distributions. A comparison of the vdW-DF
results with those obtained by generalized-gradient-approximation calculations highlights
the important contribution of the non-local correlation energy to the CO2 binding energies
in these compounds.

5.1 Forward

The work presented in this chapter was published by K. G. Ray, D. Olmsted, N. He,
Y. Houndonougbo, B. B. Laird and M. Asta, in Phys. Rev. B, vol. 85, 085410 (2012)[185],
and is reproduced here with permission of the co-authors and publishers. c©2012 American
Physical Society

Ning He, Brian Laird, and Yao Houndonougbo provided and tested the OPLS
and UFF parameters for the classical force field calculations. David Olmsted assisted with
the configuration of LAMMPS and the automation necessary for the classical force field
calculations. Colin Ophus helped with some of the initial potential energy landscape plots
and William Morris provided Figure 1(c). Mark Asta, Brian Laird, and David Olmsted
provided useful discussion and feedback.
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5.2 Introduction

Zeolitic imidazolate frameworks (ZIFs) are a class of metal-organic-framework
compounds that have received widespread interest for applications involving capture, stor-
age and separation of molecular gas species [174, 70, 214, 166, 85, 13]. As illustrated in
Fig. 5.1, for the example of ZIF-96, the structures of ZIF compounds are characterized
by a tetrahedral coordination of the metal ions to the nitrogen atoms on the imidazole
organic linker molecules. The geometry of the linkers dictates that the bond angle between
the metal ions is close to 145 degrees, which is similar to that associated with the Si-O-Si
bonds connecting SiO4 tetrahedra in zeolite compounds. Consequently, ZIFs are observed
to assemble in many of the same topologies as zeolites. Experimental efforts over the past
five years have demonstrated that ZIF compounds can be formed with a range of structural
topologies and compositions. ZIFs have been synthesized using different metal ions (e.g.,
Co and Zn), and with linkers featuring a variety of different functional groups, which can
be attached to the 2 or 4 and 5 sites of the imidazole ring [174].

Due to the wide variety of possible topological and compositional variations, a
detailed understanding of the factors that govern gas adsorption is desired to guide op-
timization of ZIF compounds for gas storage and separation applications. Experimental
measurements have demonstrated a pronounced dependence on ZIF chemical compositions
and structural topologies, for the equilibrium adsorptions of H2, CO2, CH4, N2, and CO
gases and their mixtures[174, 2, 156, 134, 172, 82]. Neutron-scattering, spectroscopy mea-
surements, and Monte-Carlo computer simulations [5, 7, 17] have provided important in-
sights related to these results, by demonstrating that the gas molecules bind primarily in
sites localized near the atoms in the imidazolate linkers in ZIF compounds[35, 25, 225, 234,
7, 156, 139, 61, 66, 79, 130, 138, 183, 200, 223]. The magnitudes of the binding energies
underlying the interactions between the gas species and ZIF linkers can be estimated based
on the measured isosteric heat of adsorption, e.g., 0.24 eV (23 kJ mol−1) for CO2 in ZIF-69
[172].

The interactions between gas and linker molecules in ZIF compounds have been
investigated theoretically for a few ZIFs using quantum-chemistry methods. Focusing specif-
ically on the case of CO2 molecules, of interest in the present study, the nature of these inter-
actions have been investigated for isolated fragments of the 2-nitrobenzimidazolate (nbIM)
and methylbenzimidazolate (MebIM) linkers in ZIF-78 and ZIF-79[130], and for embedded
clusters involving the benzimidazolate (bIM), nbIM, and 5-chlorobenzimidazolate (cbIM)
linkers in ZIF-68 and ZIF-69[79]. In Ref. [130], binding energies ranging between -0.0518 eV
(-5.00 kJ mol−1) and -0.1371 eV (-13.23 kJ mol−1) were obtained. The geometries of the
strongest binding sites in these studies involved two types of interactions. In the first the
C atom in CO2 is located at distances 2.8 to 3.15 Å from the O atoms in the -NO2 groups
on the nbIM linkers, or the N atoms in the imidazole ring. The second involved hydrogen
bonds between the O atoms in CO2 and H atoms attached to the benzene ring.

In the current work we employ the framework of the van der Waals density func-
tional (vdW-DF)[46, 128] in a computational study of the energetics of CO2 binding in the
set of five ZIF compounds illustrated in Fig. 5.1. These compounds are referred to as ZIF-
25, ZIF-71, ZIF-93, ZIF-96 and ZIF-97, and are described in detail in Ref. [156]. These ZIFs
share the same rho-type zeolite topology, and differ only in the nature of the functional
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Figure 5.1: Structure of the rho-topology ZIFs considered in this chapter, with important
binding sites A, B, C labeled. Purple spheres are nitrogen, red are oxygen, brown are
carbon, green are chlorine, light rose are hydrogen, and the grey tetrahedra are centered on
the zinc atoms. (a) ZIF-96 as an example, viewed along the [100] direction. The functional
groups in ZIF-96 are -NH2 and -CN (b) The structure and composition (functional groups
in parentheses) of the linkers in ZIF-25 (-CH3), ZIF-71 (-Cl), ZIF-93 (-CH3, -CHO), and
ZIF-97 (-CH3, -CH2OH). Imidazolate site labels are given for ZIF-71. (c) A representation
of the BCC periodic structure of zeolite rho topology, where vertices correspond to zinc
positions, and the large yellow spheres represent the size of the pores within the framework.
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groups attached to the 4 and 5 sites of the imidazole linkers (see Section 5.4). The rho-type
net consists of a BCC arrangement of truncated cuboctohedra along with smaller space fill-
ing polyhedra, see Fig. 5.1(c). In a previous experimental and computational study of CO2

uptakes in these compounds [156], the measured adsorptions were shown to vary by a factor
of 3.3 at 298K and a gas pressure of 103 kPa. Additionally, Monte-Carlo simulations based
on classical force fields were used to identify the main binding sites, and established the
importance of electrostatic interactions for compounds featuring asymmetric linkers (i.e.,
different functional groups on the 4 and 5 sites of the imidazole ring). Due to the variation
in equilibrium adsorptions displayed by these compounds, and the fact that they differ only
in the composition of their linkers, they represent an ideal set of structures for probing
the nature of CO2 interactions with ZIF framework atoms, and the ways in which these
interactions can be altered through variations in linker chemistry.

In the next section we describe the approach employed in the present work, based
on the use of the vdW-DF. This approach offers a methodology within density-functional-
theory (DFT) for incorporating non-local correlation contributions to the total energy, which
are known to be critical for accurately modeling non-bonded interactions in molecules and
solids[46, 128, 102, 103]. Due to relatively recent algorithmic developments[188], vdW-DF
calculations can be performed with a computational expense only moderately increased
relative to standard DFT methods. The vdW-DF formalism is thus well suited to studies of
gas binding in metal-organic-framework materials such as ZIFs[107, 108, 106]. Specifically,
the formalism allows one to perform direct calculations of gas binding energies in fully
periodic structures, incorporating in a natural way simultaneous interactions with multiple
linkers (e.g., in small apertures), and the steric constraints imposed by the topology of the
framework. After describing the details of the computational approach, the results from
DFT are presented and compared with those obtained from classical force fields in Section
5.4. An analysis of the binding geometries and energies is given in Section 5.5. A short
summary of the main conclusions is given in Section 5.6.

5.3 Methods

The computational approach employed in this work involves a combination of clas-
sical force field (FF) and vdW-DF calculations. The former are used to map the potential
energy landscape of the CO2 molecule within the unit cell of the ZIF compound. The most
stable binding geometries identified from these calculations are then used as a starting point
for vdW-DF calculations in which the positions of the atoms in the CO2 molecule are re-
laxed to a local minimum. The framework atomic positions are taken from experiment[156]
and remain fixed. The remainder of this section describes the details surrounding both the
classical force-field and vdW-DF calculations.

5.3.1 Classical simulations

The classical simulations employed in this work were used to map out the poten-
tial energy landscape of a single CO2 molecule within the ZIF framework, as a function of
the position of its center of mass, and its angular orientation. The calculations employed
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force fields including van der Waals interactions modeled with Lennard-Jones potentials,
and electrostatic interactions modeled through the assignment of partial charges on each
of the atoms. The Lennard-Jones potential parameters and partial charges for CO2 were
taken from the elementary physical model 2 (EPM2) force field of Harris and Yung[69]. For
the framework atoms the Lennard-Jones parameters were taken from the Optimized Po-
tentials for Liquid Simulations (OPLS) set[96] that most closely represented the chemical
coordination of the functional groups. Lennard-Jones parameters between CO2 and frame-
work atoms were derived using Lorentz-Berthelot mixing rules[80]. Partial charges for the
framework atoms were derived from electrostatic potentials, computed from Perdew-Burke-
Ernzerhof (PBE)[170] generalized gradient approximation (GGA) DFT calculations, using
the Repeating Electrostatic Potential Extracted ATomic (REPEAT) charges algorithm[26],
as described in detail in the supplementary material to Ref. [156].

Energies for a single molecule in a single cubic unit cell of the ZIF compound were
computed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
molecular-dynamics code[177] with charge interactions summed using a particle-particle
particle-mesh Ewald (PPPM) technique[178]. Appropriate energies for the ZIF and molecule
alone were subtracted to compute binding energies. The binding energies were computed
sampling the center-of-mass position of the CO2 molecule on a rectangular grid with steps
L/128, where L is the length of a side of the cubic unit cell. The symmetries of the ZIF
structure were used to reduce the number of actual computations. CO2 was treated as a
linear rigid molecule and energies were computed for 61 orientations at each center-of-mass
position. These consisted of all the <100>, <110>, <111>, <321>, <2.414 1 0>, and
<2.732 1 1> directions over the half-sphere. The results plotted in Fig. 5.2 represent the
minimum energies over these 61 orientations, for each center-of-mass position.

5.3.2 van der Waals DF calculations

For the three most stable binding sites obtained from the classical simulations
described above, we undertake calculations of CO2 binding energies employing the formalism
of the vdW-DF[46]. In this formalism, the vdW contribution to the total energy is described
through modifications to the correlation energy functional within DFT. Specifically, the
DFT exchange-correlation functional is divided into three parts:

Exc = Elc + Enlc + Ex, (5.1)

where Elc is a local correlation energy described within the local density approximation,
Enlc is the nonlocal correlation energy, and Ex is a semi-local exchange functional. The Enlc
contribution is given by the integral:

Enlc =
1

2

∫
drdr′n(r)φ(r, r′)n(r′), (5.2)

over electron densities, n at r and r′, multiplied by an integration kernel, φ, which is
derived from the adiabatic-connection theorem through a series of approximations [46].
We consider three different exchange functionals for use with the vdW-DF approach, as
proposed previously in the literature[46, 128, 102, 103]. These are revPBE[232], as in the
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original vdW-DF [46], PW86[168], as in vdW-DF2 [128], and optB88 [102], a new exchange
functional based on the B88 exchange functional [18]. Enlc in the original vdW-DF and
the optB88 formulation are based on the same parameterization. By contrast, Enlc in
vdW-DF2 has a single changed parameter, which relates how the length scale in Enlc is set
by a corresponding generalized-gradient-approximation (GGA) calculation. In vdW-DF2
and vdW-DF this parameter comes from energy expansions appropriate for molecules or a
slowly varying electron gas, respectively. The PW86 and optB88 functionals were shown to
be the most accurate for the S22 data set of dispersion bound molecular complexes[128, 102].
In what follows we use the vdW-DF2 functional in calculating binding energies for all five
ZIFs listed in Fig. 5.1. For comparison purposes, we also present results using the vdW-DF,
optB88 and PBE-GGA[170] functionals for ZIF-25 and ZIF-96.

The PBE and vdW-DF calculations were performed using the Vienna Ab Initio
Simulation Package (VASP)[112, 113, 110, 111] with the vdW-DF implementation due to
Jǐŕı Klimeš[103]. The projector-augmented wave (PAW) scheme[22, 114] is utilized with the
potentials taken from the VASP PBE library. The electronic wavefunctions were expanded
in a plane wave basis with a cutoff of 550 eV. A single k-point (Γ) was found to be sufficient
to sample the Brillouin zone, due to the large size of the ZIF unit cell. In the calculations,
the position, bond lengths and bond angles of the CO2 molecule were optimized with a
convergence criteria for the forces of 0.01 eV/Å. With these parameters, binding energies
are estimated to be converged to better than 2 meV.

5.4 Results

The five ZIF compounds considered in this work share the same rho topology, illus-
trated in Fig. 5.1, and feature Zn ions coordinated to the following linkers: C5H8N2 dmeIm
(ZIF-25), C3H2N2Cl2 dcIm (ZIF-71), C5H6N2O aImeIm (ZIF-93), C4H4N4 cyamIm
(ZIF-96) and C5H8N2O hymeIm (ZIF-97). These linkers feature the following functional-
izations on the 4, 5 sites of the imidazole ring: two -CH3 groups (ZIF-25), two -Cl atoms
(ZIF-71), one -CHO and one -CH3 group (ZIF-93), one -CN and one -NH2 group (ZIF-96),
and one -CH2OH and one -CH3 group (ZIF-97).

The results of the classical force-field calculations of potential-energy landscapes
are shown in Fig. 5.2. This figure plots the binding energies of a single CO2 molecule,
minimized with respect to angular orientation, as a function of the center of mass position.
The results illustrate that there are three main binding sites common to each of the ZIF
structures. These sites are labeled A, B, and C in the middle panel of Fig. 5.2. The same
sites are also labeled in Fig. 5.1(a,c) to establish the relationship between the plots in Fig.
5.2 and the framework atoms.

Site A lies in the hexagonal connection between the large Linde Type A (lta) pores
along the <111> direction from the center of the pore in Fig. 5.1. This site is surrounded
by a six-fold ring of Zn ions connected by six linkers. Site B lies in the bridging double
8-fold rings (d8r) connecting the pores along the <100> direction. Site C corresponds to a
binding site on the inner surface of the pore along the <110> direction near the 4-fold zinc
ring (see Fig. 5.1(a,c)). The multiplicity of these binding sites per primitive unit cell is A:
4, B: 3, C: 12.
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Figure 5.2: CO2 binding energies derived from classical force fields are plotted as a function
of the center-of-mass position within the five rho-topology ZIFs considered in this work.
The slice corresponds to a (110) plane centered on the middle of the pore for each unit
cell. The 3 dominant binding sites, common to each structure, are labeled A, B, and C on
the plot for ZIF-93. The positions of the same three points are also labeled on Fig. 5.1 to
reference the positions in this figure to the atomic sites.
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Table 5.1: A comparison of CO2 binding energies (in eV) calculated with classical force-
fields (FF), PBE and three different vdW-DF methods. Results are listed for each of the
three binding sites A, B and C in ZIF-25 and ZIF-96.

ZIF Site FF PBE vdW-DF vdW-DF2 vdW-optB88

25
A -0.299 -0.090 -0.461 -0.419 -0.463
B -0.210 -0.047 -0.329 -0.235 -0.272
C -0.254 -0.053 -0.359 -0.319 -0.367

96
A -0.286 -0.039 -0.467 -0.376 -0.440
B -0.306 -0.105 -0.401 -0.385 -0.433
C -0.342 -0.134 -0.388 -0.434 -0.475

In Fig. 5.2 it is apparent that the strength of the binding energies for site A
is fairly constant across the different structures, with a value of approximately -0.3 eV
predicted by the classical force field. By contrast, larger variations are seen for the strength
of the binding in sites B and C. Specifically, sites B and C show the weakest binding in
ZIF-71 (-0.19 eV) and ZIF-97 (-0.15 eV), respectively, and the strongest binding in ZIF-96
(-0.31 eV for site B and -0.34 eV for site C). These variations in binding energies in sites B
and C correlate with the fact that ZIF-71 and ZIF-97 show the lowest two measured CO2

adsorptions, while ZIF-96 shows the highest [156].
In Table 5.1 classical FF, PBE and vdW-DF calculated results are listed for the

binding energies in sites A, B and C in ZIF-25 and ZIF-96. The PBE binding energies are
considerably smaller in magnitude than the binding energies derived from the vdW-DFs, as
well as the classical force-fields. Given that the classical models produce adsorption values in
reasonable agreement with measurements, the PBE functional significantly underestimates
the strength of the binding energy for the CO2 molecules in the ZIF frameworks. This result
is not surprising given that the dispersion contributions to the non-bonded interactions are
not properly accounted for in this functional. The vdW-DF methods are seen to lead to
significantly larger magnitudes for the binding energies than PBE. The differences between
PBE and vdW-DF results can be viewed as a manifestation of the sizeable contributions
arising from the non-local correlation energy in the latter formalism.

The vdW-DF binding energies in Table 5.1 are generally larger in magnitude than
the values obtained with the classical FFs. This general trend is also observed in a compar-
ison of vdW-DF and FF results for the three binding sites in the three other rho-structured
ZIF compounds considered in this work (71, 93, and 97). The reason for this trend may
be partly due to polarization effects which are not explicitly accounted for in the classical
FF results. For example, we note that the vdW-DF2 results for the B site show relatively
small differences with the FF results in ZIF-25, while the differences are much larger for
this site in ZIF-96. As shown in the next section, the charge density redistribution on the
functional groups induced by the CO2 molecule are much larger in magnitude for ZIF-96
than for ZIF-25. Thus, explicit inclusion of polarization terms in the classical FFs may be
required to accurately reproduce the magnitudes of the binding energies, and associated
variations across the different compounds, obtained by the vdW-DF calculations.

The differences between the binding energies obtained with the different vdW
density functionals in Table 5.1 are largely consistent with trends reported previously in
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Table 5.2: CO2 binding energies (in eV) calculated by vdW-DF2 for binding sites A, B and
C in five rho-structured ZIFs. The contribution of the non-local correlation (nlc) energy
to the binding energy is listed in parentheses.

ZIF Site A Site B Site C
total (nlc) total (nlc) total (nlc)

25 -0.419 (-0.437) -0.235 (-0.275) -0.319 (-0.430)
71 -0.413 (-0.469) -0.323 (-0.367) -0.310 (-0.393)
93 -0.373 (-0.465) -0.408 (-0.282) -0.433 (-0.469)
96 -0.376 (-0.444) -0.385 (-0.393) -0.434 (-0.449)
97 -0.460 (-0.465) -0.464 (-0.268) -0.250 (-0.219)

the literature. Specifically, the original vdW-DF is known to over-bind at greater than
equilibrium separations for dispersion bound systems and predict equilibrium bond lengths
that are too large for such systems[46, 102, 128]. The vdW-DF2 method was designed
to improve the method in both regards[128]. Most of the vdW-DF results in Table 5.1
show larger binding energies relative to vdW-DF2. One exception is the C site in ZIF-96;
the smaller magnitude of the binding energy for this site predicted by vdW-DF relative
to vdW-DF2 may be due to the larger bond lengths predicted in the former functional
and the possibility that the bonding geometry is more optimally satisfied for the latter.
For completeness, we also include in Table 5.1 results for the recently developed vdW-
optB88 functional[102]. This functional yields magnitudes for the binding energies that
are uniformly larger than vdW-DF2, and in some cases larger than those obtained with
vdW-DF.

Overall, the results in Table 5.2 show a relatively large variation (by as much
as 0.09 eV) in the binding energies predicted by the different vdW-DF theories, and also
highlight the significantly larger magnitudes of the vdW-DF binding energies relative to
those obtained with the classical FF (as large as 0.12 eV). Unfortunately, the available
experimental data for CO2 adsorption in the rho-structured ZIF compounds considered
here[156] does not provide a basis for direct comparisons with the results presented in Table
5.2. Thus, to better assess the relative accuracy of the different vdW-DF formalisms in their
application to CO2 adsorption in the ZIF compounds studied here and the performance of
the classical FFs, direct experimental measurements of binding energies and/or vibrational
frequencies would be particularly useful. In the remainder of this paper we will focus on
results obtained with the vdW-DF2 method. The main emphasis in what follows will be the
trends in the energetics across the different compounds, and the nature of the interactions
underlying CO2 binding.

Calculated binding energies, obtained with the vdW-DF2 formalism, are listed
in Table 5.2 for the three major binding sites in ZIF-25, 71, 93, 96, and 97. Consistent
with the results obtained with the classical force fields, the binding energies for the A
site show relatively small variations across the five ZIF compounds: these energies vary
by approximately ten percent about the mean value of -0.41 eV. By contrast the binding
energies for sites B and C show variations in the range of 0.2 eV across the different
compounds. For site B the magnitude of the binding energy is significantly larger for the
three ZIFs (93, 96 and 97) featuring linkers with asymmetric functionalizations, i.e., two
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Figure 5.3: The position of the CO2 molecule in binding site A of ZIF-71 is shown in relation
to the six nearest dcIm imidazole linkers in a view along the [111] direction (left) and in a
view along a direction slightly rotated out of the (100) plane (right).

different functional groups on the 4 and 5 sites. For site C this trend is also observed, but
with the exception of ZIF-97 which features the binding energy with the smallest magnitude.
In the next section we discuss the origins of the variations in the binding energies listed in
Table 5.2, through analyses of the binding geometries, the dispersion contributions to the
interaction energies, and the electronic charge distributions.

5.5 Discussion

We consider first site A, for which the binding energy shows the least variation
between the five ZIF compounds. Figure 5.3 shows the configuration of the CO2 molecule
in this binding site for the example of ZIF-71. The molecule is positioned near the center
of this site, allowing it to interact with all six nearby linkers. The closest neighbors to the
CO2 molecule are the carbon atoms at the 4 and 5 sites in the imidazole ring, which are
located at a distance of 3.3 Å from an oxygen in CO2 (the chlorine atoms are found at larger
distances). This trend is similar for site A for the other four ZIFs as well: the CO2 molecule
in all cases is positioned such that its closest neighbors are within the imidazole rings, and
such that its coordination with these neighbors is maximized. The relatively small variation
in the binding energies in site A across the compounds is consistent with the similarity of
the binding geometries, and the fact that the primary interactions (i.e., closest neighbor
distances) are with the atoms in the imidazole ring, rather than the functional groups
attached to these rings. An analysis of the electronic charge redistribution shows relatively
little polarization of the neighboring framework atoms by the CO2 molecule in site A (as
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compared to sites B and C discussed below), such that the interactions are interpreted
to be largely dispersive in nature. This interpretation is consistent with the fact that the
binding energies calculated for the A site show the largest differences between the PBE and
the vdW-DF method in Table 5.1, given that van der Waals contributions to non-bonded
interactions are known to be significantly underestimated by PBE.

The binding energies in site B show the largest variation between the ZIF com-
pounds. In contrast to site A, the CO2 molecule is positioned most closely to the atoms in
the functional groups on the linkers in site B. The binding geometries and the electronic
charge density redistributions associated with site B are shown in Fig. 5.4. (The charge
density redistributions plotted in Fig. 5.4 are defined as the difference between the self-
consistent charge density with the CO2 molecule present in the ZIF, and the sum of the
charge densities of the ZIF compound and an isolated CO2 molecule.) The closest neighbors
to the atoms in the CO2 molecule are all at distances of at least 2.7 Å, with the exception
of ZIF-96, where the oxygen atoms in CO2 are positioned 2.2 Å from the H atoms in the
-NH2 functional groups. The site-B binding geometry in ZIF-25 and ZIF-71 is influenced
by the symmetric nature of the linkers, i.e., the fact that the functional groups on sites
4 and 5 are identical in these structures. This gives rise to a symmetric positioning of
the CO2 molecule relative to the functional groups. Dipole moments are induced on the
functional groups pointing away from (towards) the positively (negatively) charged C (O)
atoms of the CO2 molecule. ZIF-93 and ZIF-97 show very similar binding geometries, which
are characterized by a pronounced polarization of the CO2 molecule. Both ZIF-93 and -97
feature asymmetric linkers that contain one -CH3 functional group, which is seen to show
minimal polarization. By contrast, polarization of the alternate functional group, -CHO
in ZIF-93 and -CH2OH in ZIF-97, is more pronounced and its proximity to the carbon in
CO2 is consistent with a favorable electrostatic interaction. In both ZIF-93 and ZIF-97 the
center of mass position of the CO2 molecule is shifted so that one of its oxygen atoms, with
the larger induced electron density, is positioned away from the ring and towards the center
of the pore. The binding geometry in ZIF-96 is seen to be much more complex, and features
interactions between the -CN functional group nitrogen and the carbon atom in the CO2

molecule at a distance of 3.2 Å, as well as between the oxygen atoms in the CO2 and the
hydrogen atoms in -NH2 which form hydrogen bonds at a distance of 2.2 Å.

A representative binding geometry for site C is shown in Fig. 5.5, for the case of
ZIF-96. This site features a positioning of the CO2 molecule such that it is located near
the hydrogen atoms attached to the 2-site carbon atoms on four linkers, and near one of
the two functional groups on four other linkers; in the ZIF structures with asymmetric
linkers the four neighboring functional groups are two of each type. Thus, the binding
geometry in this site shows a behavior intermediate between sites A and B, where the
primary interactions are with the imidazole and functional group atoms, respectively. For
all of the ZIF compounds except ZIF-97, the closest neighbor distances are between the
oxygen atoms in CO2 and the hydrogen atoms on the 2-site of the imidazole ring: these
neighboring atoms feature bond lengths of 2.45 Å in ZIF-96 and ZIF-71, 2.32 Å in ZIF-93
and 2.68 Å in ZIF-25. The magnitude of the binding energy is largest in the asymmetrically
functionalized ZIF-93 and ZIF-96 structures. In these structures the positively charged
carbon atom in CO2 is positioned close to the negatively charged atoms in the functional



44

Figure 5.4: Charge redistribution induced by the presence of the CO2 molecule in binding
site B for ZIF-25, 71, 93, 96, and 97. In the upper panels the entire framework is shown.
In the lower panels only the neighboring linkers that display significant polarization are
shown. The yellow and blue isosurfaces denote a charge density of -.002 e/Å3 and +.002
e/Å3 respectively, where e is negative, indicating regions which lost and gained electrons.
Purple spheres are nitrogen, red are oxygen, brown are carbon, green are chlorine, light rose
are hydrogen, and the grey tetrahedra are centered on the zinc atoms.
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Figure 5.5: The position of the CO2 in binding site C of ZIF-96 is shown in relation to the
nearest cyamIm imidazole linkers. The charge density redistribution is plotted using the
same thresholds as in Fig. 5.4 and relevant C-N and O-H distances are indicated in Å.

groups. Specifically the CO2 carbon is located at a distance of 2.9 Å from the oxygen
atom in the -CHO group in ZIF-93, and 2.8 Å from the nitrogen atom in the -CN group
in ZIF-96. The weakest binding energy for site C is found for ZIF-97. In this structure
the CO2 molecule is found to be positioned further out into the pore, relative to the other
compounds, minimizing the types of interactions with the linker atoms described above
for ZIF-93 and ZIF-96. This may reflect steric hindrance caused by the large size of the
-CH2OH groups in ZIF-97.

We turn finally to an analysis of the role of the non-local-correlation (nlc) con-
tribution to the binding energies calculated in the vdW-DF formalism. This contribution
underlies the large differences between the PBE and vdW-DF results listed in Table 5.1,
and the variations in this term across the ZIFs can be used as a measure of the variations
in the strength of the dispersion interactions underlying CO2 binding with the framework
atoms. The nlc contribution to the binding energy is defined by the double integral given
in Eq. (2), which reduces to the asymptotic 1/R6 form at large distances.[46] The magni-
tudes of the nlc contributions to the binding energies are given in parentheses next to the
total values in Table 5.2. In general, this contribution is seen to be large, with magnitudes
that are comparable to or even larger than the total binding energy. The value of the nlc
energy contribution varies by only 0.032 eV in the A site across the five ZIF compounds.
By contrast, in the B and C sites this contribution shows much larger variations of 0.125
eV and 0.250 eV, respectively.

Focusing on site B, the trends in the values of the nlc contribution to the binding
energy across the ZIFs can be rationalized by interpreting this term as being dominated by
the dispersion interactions between the CO2 and the functional groups on the linkers. The
dispersion interactions between two atoms or molecules can be approximated through the
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generalized Casimir-Polder formula [27, 149, 121]:

EdispAB ≈ −
C6

R6
, (5.3)

C6 =
3

π

∫ ∞
0

αA(iw)αB(iw)dw, (5.4)

where R is the intermolecular distance and α is the frequency-dependent dipole polarizabil-
ity. Due to the rapid decay of this energy with respect to distance, and the nature of the
binding geometries of the B site discussed above, the largest dispersion interactions are ex-
pected to be between the CO2 molecule and the atoms in the closest neighboring functional
groups. Thus, the coordination and polarizability of these groups are expected to be the
key factors governing the magnitude of the dispersion interactions in this site. We define
the coordination in site B by the number of functional groups at a distance less than 3.5 Å
from the CO2 molecule. The coordination number for the binding geometries in ZIF-25, 71,
and 96 is 8, while in ZIF-93 and ZIF-97 it is 4. Thus, we expect the dispersion interactions
to be larger in the former three ZIFs assuming similar polarizabilities. However, the -CH3

groups in ZIF-25 have a smaller polarizability than the functional groups for the other ZIFs
with the CO2 sharing the same coordination, namely, the -Cl atom in ZIF-71 and the -NH2

and -CN groups in ZIF-96. Thus, the total contribution from dispersion interactions should
be relatively smaller in ZIF-25. With this reasoning we can rationalize the trend:

Edisp96 , Edisp71 > Edisp25 , Edisp93 , Edisp97 (5.5)

shown for the nlc contribution in the B site in Table 5.2.

5.6 Summary and Conclusions

The formalism of the vdW-DF has been used to compute the binding energies of
CO2 in five ZIF compounds featuring the same zeolite-rho topology, but different func-
tionalizations of the imidazole linkers. A comparison of the vdW-DF results with similar
calculations performed using PBE highlights the important role of the non-local correlation
energy in governing the binding energies in these systems, and points to the significance of
the dispersive contributions to the interactions between CO2 and framework atoms in these
compounds.

Results are presented for the three dominant binding sites labeled A, B and C in
Figs. 5.1 and 5.2. Site A shows the least variation in the calculated binding energies across
the different compounds, consistent with a binding geometry featuring shortest neighbor
distances between CO2 and the atoms in the imidazole ring. Site B displays the largest
variation in binding energies, consistent with binding geometries featuring dominant inter-
actions between the CO2 molecule and the atoms in the functional groups attached to the
linkers. In site C the binding is intermediate in behavior, featuring comparable neighbor
distances between CO2 and atoms in both the imidazole ring and the functional groups.

From an analysis of the bond lengths, electronic charge redistribution, and con-
tributions from non-local correlation energy, we conclude that CO2 binding in the ZIF
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compounds studied in this work is governed by a combination of electrostatic, dispersive
and hydrogen-bonding interactions. The vdW-DF calculations suggest that these contri-
butions work in a delicate balance to produce a variety of binding behavior that can be
optimized through changes in the functionalization of the linker molecules, and that should
be sensitive to changes in the framework topology as well.
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Chapter 6

Binding Energy Landscape
Analyses

The work presented in this chapter includes analyses of the binding energy land-
scape in two sets of ZIFs, one set is examined to show the effect of framework topology
on CO2 uptake and the other is examined to show the effect of chemical functionalization
on CH4 uptake. These data consist of potential energies of a guest gas molecule on a fine
3 dimensional grid in real space in the free volume of a ZIF, as calculated using classical
Coulomb and Lennard-Jones potentials. The landscapes provide information on the binding
site location, accessibility, depth, and width. Furthermore, they can be correlated with gas
molecule density maps generated with grand canonical Monte Carlo (GCMC).

6.1 Forward

Section 6.2.3, Figure 6.2, and Table 6.1 were published by W. Morris, N. He, K. G.
Ray, P. Klonowski, H. Furukawa, I. N. Daniels, Y. A. Houndonougbo, M. Asta, O. M. Yaghi,
and B. B. Laird., in J. Phys. Chem. C, 116(45), 2408424090 (2012)[155], and is reproduced
here with permission of the co-authors and publishers. c©2012 American Chemical Society

Section 6.3.3, Figure 6.3, and Table 6.2 were published by Y. A. Houndonougbo,
C. Signer, N. He, W. Morris, H. Furukawa, K. G. Ray, D. L. Olmsted, M. D. Asta, B. B.
Laird, and O. M. Yaghi., in J. Phys. Chem. C[80], and is reproduced here with permission
of the co-authors and publishers. c©2012 American Chemical Society

Ning He, Brian Laird, and Yao Houndonougbo provided and tested the OPLS
and UFF parameters for the classical force field calculations. David Olmsted assisted with
the configuration of LAMMPS and the automation necessary for the binding energy land-
scape calculations. Colin Ophus helped with some of the initial potential energy landscape
plots and Jessica Burton assisted with some of the LAMMPS calculations and plotting.
Mark Asta, Brian Laird, and David Olmsted provided useful discussion and feedback. Yao
Houndonougbo performed the GCMC simulations that produced the CH4 density maps in
Figure 6.3(b).
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Table 6.1: Structural parameters for ZIF-7, 11, 93, and 94 from Ref. [155]

ZIF functionalization topology density pore volume pore diameter
(Im sites 4 & 5 ) (g cm−3) (cm3 g−1) (Å)

-7 benzene sod 1.24 0.207 7.5
-11 benzene rho 1.02 0.457 14.9
-93 -CHO and -CH3 rho 0.99 0.464 17.9
-94 -CHO and -CH3 sod 1.32 0.229 9.1

6.2 The Effect of Framework Topology

6.2.1 Introduction

ZIFs can be synthesized in a variety of network topologies, which affects material
density and surface area, as well as pore connectivity, morphology, and size. These structural
properties can have significant effects on gas uptake, and therefore it is desirable to examine
ZIFs which differ only in their topology in order to isolate the effect of variations in topology.
Such materials are presented by Morris et al. in Ref. [155]: ZIF-93 and ZIF-94 both have
the same functionalizations on the imidazole ring, but form in the rho and sodalite (sod)
topologies respectively, and ZIF-11 and ZIF-7 share a different set of functionalizations,
and also form in the rho and sod topologies respectively. In these systems the effect of
network topology on CO2 uptake was investigated with volumetrically measured adsorption
isotherms, up to pressures of 55 bar, GCMC simulated isotherms and adsorbed gas molecule
densities, and an analysis of the CO2 binding energy landscape in each ZIF.

The ZIF-7, 11, 93, and 94 structures are shown in Figure 6.1 and structural pa-
rameters are presented in Table 6.1. For the compounds studied here, the sod topology
ZIFs have smaller pore diameters and volumes, as well as higher densities, when compared
to rho topology ZIFs. With regard to the functionalizations of these materials, ZIF-93 and
94 have one -CHO and one -CH3 group on each imidazole ring while ZIF-7 and ZIF-11 have
the two adjacent carbon atoms on the imidazole ring (sites 4 and 5) shared with a benzene
ring (benzimidazole).

Experimental adsorption isotherms at 298 K for these four ZIFs from Ref. [155]
show a larger CO2 uptake in the sod topology ZIFs than the rho topology ZIFs at low
pressure. At high enough pressure, this trend is reversed and the rho topology ZIFs show
higher uptakes, with the crossover occurring between 2 and 5 bar for ZIF-7 and ZIF-11
as well as ZIF-94 and ZIF-93. The GCMC simulations from Ref. [155] reproduced the
experimental adsorption isotherms from experiment well, with the exception of ZIF-7 at
intermediate pressures. This discrepancy is due to a structural change[3, 4] that occurs in
ZIF-7 with loading and therefore a step is observed in the uptake vs. pressure. CO2 density
maps were given that showed that the majority of the adsorbed CO2 at low pressure is
confined to the binding sites, discussed below, of both the sod and rho ZIFs, however, at
high pressure, CO2 is found in the GCMC simulations on more of the interior surfaces in
the rho ZIFs while adsorption is still found mostly in the strongly binding sites in the sod
ZIFs. In the following, we use the binding energy landscapes calculated for these materials
to show the difference between the binding sites in the sodalite and rho topologies and how
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Figure 6.1: ZIF-7, 11, 93, and 94 with the shared sod and rho topologies and chemical
functionalizations highlighted.
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those differences affect carbon dioxide uptake at different pressures.

6.2.2 Methods

Energies shown in Figure 6.2 were computed using the Large-scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS)[177], a molecular dynamics code. This software
was used to run a series of static calculations on a grid of points within the unit cell in
order to map the binding energy landscape. These grids are 128×128×128 for the cubic
cell of the rho topology ZIF-93 and ZIF-11, and 132×132×132 for the cubic unit cell of
the sod topology ZIF-94 and the rhombohedral unit cell of sod topology ZIF-7. Structural
symmetries are exploited so fewer actual calculations are performed. At each grid point
the energy was calculated for 61 orientations of the CO2 molecule and the minimum en-
ergy resulting from these calculations is plotted as a function of the center-of-mass position
of the molecule below. For these calculations we used Lennard-Jones(L-J) and Coulomb
potentials to model the gas-framework interaction. These are the same interactions and
parameterizations included in the GCMC simulations mentioned in the introduction.

The pairwise interaction energy can be expressed as

UAB = 4εAB

[(
σAB
rAB

)12

−
(
σAB
rAB

)6
]

+
QAQB
rAB

(6.1)

where εAB is the L-J interaction strength, σAB is the L-J range, rAB is the distance between
atom A and B, and QA(B) is the charge on atom A(B). The first term in Equation 6.1 is the
L-J 12-6 potential and the second term is the Coulomb interaction. The Lorentz-Berthelot
mixing rules[144, 21] give εAB and σAB in terms of the parameters for interactions between
identical atoms. That is,

εAB =
√
εAAεBB (6.2)

and

σAB =
σAA + σBB

2
. (6.3)

So, for every atom (A), three parameters are needed: εAA, σAA, and QA.
The L-J parameters for the framework were chosen from the universal force field

(UFF)[184] and optimized potentials for liquid simulations (OPLS)[96] force field sets. The
framework charges are derived using the REPEAT algorithm[26], which fits these charges in
such a way as to reproduce the electrostatic potential, calculated with DFT, in open regions
of the framework. The periodic DFT calculations were performed using the PBE GGA
exchange correlation functional[170] and the PAW method[22] in VASP[112, 113, 110, 111].
The L-J parameters and charges for the CO2 come from the elementary physical model 2
(EPM2) of Harris and Young[69].

6.2.3 Results and Discussion

To supplement the experimental and GCMC data reviewed in the introduction, in
order to better understand the role of topology in the gas adsorption performance of ZIF-7,
-11, -93, and -94, we have analyzed the CO2 binding energy landscapes for each framework.
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The results are shown in Figure 6.2, which plots the binding energy, minimized over 61 CO2

orientations, as a function of the CO2 center of mass position. These results facilitate an
analysis of the important binding sites, including the magnitude of the binding energy, the
size and shape of the potential-energy wells, and the accessibility of the binding sites.

Figure 6.2: Diagonal {110} slices through the cubic unit cells of ZIF-11, -94, and -93, and
the rhombohedral unit cell of ZIF-7 showing the binding energy of CO2 minimized versus
orientation and plotted by center of mass position. Important binding regions are indicated
by capital letters (A, B, C, and D), referred to in the discussion in the text.

There are three distinct binding sites in ZIF-7, which we will call A, B, and C.
Binding site A, located within a ring of six zinc atoms, has a binding energy of -307 meV.
Site B, located within a distorted ring of six zinc atoms, has a binding energy of -330 meV.
Site C, located in the center of the truncated octahedron (Scheme 1) and surrounded by
imidazolate linkers, has a binding energy of -148 meV. These binding sites are relatively
localized compared to the sites found in the rho topology ZIFs discussed below. The classical
potentials used in this study produce a CO2 transport barrier from the A site to the C site
of roughly 410 meV and from the B site to the C site of roughly 530 meV. This first
barrier represents transport through the vertical channel shown in the center and vertical
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edges of the ZIF-7 polyhedral section in Figure 6.2, and the second barrier corresponds to
interchannel transport. Transport through the channel is mentioned in previous studies on
the gate-opening mechanism in ZIF-7[2, 62].

The primary binding in ZIF-11 occurs in two regions, herein referred to as A and
B. The A site is situated within a ring of six zincs and six imidazolate linkers and has a
binding energy of -233 meV. Binding region B occurs on the inner surface of the largest pore,
near the ring of eight zincs at a binding energy of -283 meV. This geometry differs from
previously reported rho ZIFs[156, 185], including ZIF-93, described below, where binding
occurs within the ring of eight zincs. Both binding regions in ZIF-11 are broad and open
onto the large Linde Type A (lta) cavity facilitating multiple occupancies at each site at
high pressure. Both binding sites are accessible from this cavity due to a lack of a high
energy barrier. Pore-to-pore transport should be possible through the six-ring channel,
passing through site A, with a barrier of roughly 190 meV.

Binding in ZIF-94 occurs within a ring of six zincs, which we denote site A, and
additionally in the same channel as A, but closer to the center of the pore and surrounded
by the functional groups on the linkers, which we denote site B. These sites have binding
energies of -421 and -392 meV respectively. Binding site A is surrounded by the framework
atoms, and binding site B opens to a pore that is relatively small compared with the rho-
topology ZIFs. Both of these sites are accessible from the pore; however, the CO2 must pass
through the B site to get the A site, which involves a ∼155 meV barrier. Between pores, a
larger barrier of ∼520 meV in one direction and ∼380 meV in the other are encountered.

ZIF-93 contains four important binding sites: A, B, C, and D. Site A is within
a ring of six zincs, as with ZIF-11. Site B is within the ring of eight zincs, instead of on
the surface of the lta cavity as in ZIF-11, most likely due to the smaller functional groups
in ZIF-93, which allow CO2 to fit in this channel. Site C is on the inner surface of the lta
cavity in the 110 direction from the center of this cavity. Site D, represented by ellipsoidal
sections in Figure 4, lies between four zincs and four imidazolate linkers and is accessible
from site B. The binding energies are -262, -290, -276, and -390 meV, respectively. Binding
sites A, B, and C open to the large lta cavity. Binding energies in these sites are weaker
than those in ZIF-94, but there is more room for additional CO2 molecules on the inner
surface of the pore. Interpore transport appears possible along the channel through the
ring of eight zincs as well as the channel through the ring of six zincs.

The binding energy landscapes provide data on the primary binding sites in the
four ZIFs considered in this work. The positions and relative strengths of the binding sites
identified are consistent with the results given by GCMC density maps in Ref. [155]. CO2 is
more strongly bound in the binding sites found in sod-topology ZIF-7 and ZIF-94, relative
to those in the corresponding rho-topology ZIF-11 and ZIF-93. However, the sites in the
rho ZIFs open to the large lta cavity with a correspondingly large surface area for additional
gas adsorption outside of the deepest wells. Transport barriers determined through classical
potentials provide information on binding site accessibility; however, the framework is fixed
in these calculations and flexibility in the imidazolate linkers is expected to reduce these
barriers.

The trends in the binding energies calculated for the four ZIFs considered in this
work can be rationalized as follows, based on an analysis of the electrostatic versus van
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der Waals contributions to the classical potential models. In Ref. [156], it is argued that
ZIFs with asymmetrically functionalized imidazolate linkers (that is, having two different
functional groups attached to the imidazole ring) tend to produce stronger electrostatic
contributions to the CO2 binding energy. This trend is consistent with the larger average
Coulomb contribution to the binding sites in asymmetrically functionalized ZIF-94 (-104
meV) compared to ZIF-7 (-70 meV). However, this is not the case for the rho ZIFs con-
sidered, because the asymmetrically functionalized ZIF-93 has a smaller average Coulomb
contribution (-59 meV), compared to ZIF-11 (-92 meV), which suggests that local binding
geometry can influence the importance of the electrostatic energy for a particular site. The
van der Waals forces favor a large framework surface area close enough to the CO2 to maxi-
mize the attractive contribution to the Lennard-Jones interactions. This contribution favors
the small pores in sod ZIF-7 and ZIF-94 when compared to the rho-structured ZIF-11 and
ZIF-93, which is reflected in the average Lennard-Jones energy, which is -196 and -302 meV
compared to -164 and -259 meV, respectively.

6.2.4 Conclusion

From an analysis of the binding energy landscape we find that the binding sites
of the sod topology ZIF-7 and ZIF-94 bind CO2 more strongly than those found in the
rho topology ZIF-11 and ZIF-93. However, the binding sites in the rho topology ZIFs
open onto the large LTA pores, supporting multiple occupancy with the extra volume
available. In addition, the high surface areas of these ZIFs provide more room for weaker
binding. Thus, at high pressure the rho topology ZIFs have higher CO2 uptakes while
at low pressure the sod topology ZIFs have higher uptakes. By examining the L-J and
Coulomb contributions to the binding energy separately we are able to show how confined
binding sites enhance the van der Waals binding strength by enabling the gas molecule to
interact with a large nearby surface area and how asymmetric ZIF functionalizations can
enhance the electrostatic interaction in some cases.

6.3 Methane Binding in an Isoreticular set of Rho Topology
ZIFs

6.3.1 Introduction

ZIFs are interesting for potential applications in natural gas separations and stor-
age. To better tailor materials for this purpose, an understanding of the effect of ZIF
chemical functionalization on the adsorption of CH4 is essential. Although this effect was
investigated for the binding of CO2 in ZIF-25, 71, 93, 96, and 97, as discussed in Chapter 5
as well as Refs. [185] and [156], the behavior of CH4 should be distinct due to its vanishing
electric dipole and quadrupole moments. For the same set of ZIFs as used for the CO2

studies mentioned in Chapter 5, Houndonougbo et al., in Ref. [80], reported experimental
methane adsorption isotherms at several temperatures and up to 1 bar pressure and GCMC
simulations up to 80 bar. These ZIFs all share the same zeolite rho topology, but differ in
the way in which functional groups are attached to the imidazole ring. For more detail on
these materials see Section 5.4.
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Houndonougbo et al. found that the CH4 uptake was largely proportional to
the ZIF Brunauer-Emmett-Teller (BET) surface area. This trend differs from CO2, where
instead, adsorption is enhanced in the asymmetrically functionalized frameworks [185, 156].
Methane isosteric heats of adsorption, Qst, were calculated up to 1 bar from experimental
adsorption isotherms using a virial-type expansion[41, 91, 51]. The same quantities were
calculated for pressures up to 80 bar from GCMC simulations using the virial-type expansion
as well as fluctuations in the total energy of the simulated system[201]. Qst was found to
initially decrease with pressure and loading, but at adsorbed amounts higher than 2.6 to
4.6 mmol CH4/g, depending on the ZIF, Qst increased due to CH4-CH4 interactions. In
the following we analyze the binding energy landscape encountered by methane in the set
of rho topology ZIFs examined in Ref. [80], as well as the CH4 occupations as calculated
with GCMC. With these data, we discuss the primary methane binding locations and the
uptake as a function of pressure.

Table 6.2: Maximum CH4 binding energies by binding site in meV. Site A refers to the
six-membered ring window of the α-cavity, site B refers to the center of the connecting
double 8-rings, and site C refers to the inner surface of the pore along the 〈110〉 direction,
as discussed in the text. From Ref. [80]

Binding Energy
ZIF Site A Site B Site C

25 -255 -167 -193
71 -207 -149 -119
93 -222 -194 -121
96 -207 -155 -65
97 -220 -190 -109

6.3.2 Methods

Similar to the method described in section 6.2.2, the binding energies shown in
Figure 6.3 were computed using LAMMPS[177]. A 256×256×256 grid of CH4 positions
is used for ZIF-25, 71, 93, 96, and 97 and structural symmetries are exploited so fewer
actual calculations are performed. Coulomb interactions are neglected since the methane
molecule has an electric octupole as its lowest non-zero moment. L-J potentials are utilized
with Lorentz-Berthelot mixing rules. ZIF L-J parameters were chosen from the Optimized
Potentials for Liquid Simulations - All Atom (OPLS-AA) set[96, 97], except for the zinc
atom parameters, which come from the UFF set [184]. CH4 is treated as a united atom at
the carbon position using the Transferable Potentials for Phase Equilibria - United-Atom
(TraPPE-UA) force field[203].

6.3.3 Results and Discussion

To examine the main adsorption sites for methane in the rho ZIFs considered in
this work, we have computed the binding energy as a function of the center of mass (COM)
position of a CH4 molecule. In Figure 6.3(a) the results are presented by contour plots
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Figure 6.3: (a) Methane binding energy as a function of position in the (110) plane in meV.
(b) Methane density maps in the (110) plane of ZIF-25 for 0.514 bar and 40.0 bar in number
of molecules per Å3. Inset: ZIF-71 viewed along the [001] direction. The projection of the
(110) plane in which the binding-energy and density maps are plotted is shown by the red
line. This plane cuts through the center of the main pore in the rho structure.
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in a slice through the structure corresponding to a (110) plane through the middle of the
α-cavity, the empty volume in the center of the rho topology ZIF cubic cell. This cubic
cell is presented in the top right of Figure 6.3. Similar to the analysis for CO2 adsorption
in Ref. [185], we identify three sets of binding sites: one between the ZIF linkers in the
six-membered ring window of the α-cavity, another in the center of the connecting double
8-rings, and a final set on the inner surface of the α pore (along the 〈110〉 direction, as well
as in the entrance to the six-membered ring window). The maximum binding energies in
each of these sites are listed in Table 6.2. We find that the binding site confined to the
six-membered ring window features the strongest binding in each of the ZIFs considered in
this work, indicating that this site should dominate adsorption in the dilute limit.

We have further computed the COM of CH4 probability distribution directly from
the GCMC simulations. The two-dimensional distributions at 298 K are plotted in Figure
6.3(b) for low (0.514 bar) and moderate (40.0 bar) pressures. These data are consistent with
the three adsorption sites described above and illustrated in Figure 6.3(a). A slice along
the (110) plane of the CH4 density in ZIF-25 at low and high pressure, Figure 6.3(b), shows
that the largest methane density is found near areas shown to have strong binding in Figure
6.3(a). At low pressure CH4 molecules are primarily adsorbed between the ZIF linkers in
the six-membered ring window of the α cavities, consistent with the binding energy results.
A comparatively small methane population is also present in the center of the connecting
double 8-rings. With increasing pressure, methane continues populating these two sites and
distributes throughout the connecting double 8-rings. In addition, the inner surfaces of the
cavities begin to host larger methane concentrations, both in the 〈110〉 direction as well as
at the entrance to the six-membered ring window. At high pressure, these sites continue
to carry an increasing proportion of the methane load. Specifically, when increasing the
pressure from 0.514 bar to 40.0 bar the densities in the six-ring site increase by roughly a
factor of 5, the density in the 8-rings by a factor of 18, and the density on the inner surface
of the pore by a factor of 52.

With increasing pressure, there is a shift in the fraction of the adsorbed methane
at the different sites: at low pressure the majority of the adsorbed methane resides in the
small-volume/high-binding-energy sites, while at high pressures more methane is found in
the more weakly bound sites that are open to empty space within the pores.

6.3.4 Conclusion

The six-membered ring window site is calculated to have the strongest methane
binding in the rho topology ZIFs considered. GCMC simulations show adsorbed CH4

densities at low pressure that are consistent with this result. At higher pressure, binding in
the center of the connecting double 8-rings and on the inner surface of the pore increases.
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Chapter 7

Origins of CH4/CO2 Adsorption
Selectivity in Zeolitic Imidazolate
Frameworks: A van der Waals
Density Functional Study

The energetics of methane binding are calculated in a set of five zeolitic imidazolate
framework (ZIF) materials using the van der Waals Density Functional 2 (vdW-DF2)[128].
These results are compared to previous calculations for carbon dioxide in the same ZIFs[185]
(See Chapter 5) to examine the roles of electrostatic interactions, polarization, molecule size,
and hydrogen bonding in determining the CO2/CH4 adsorption selectivity. To isolate the
effect of the chemical functionalization of the imidazolate linkers, the ZIFs considered share
the same zeolite RHO topology and metal atom (Zn). Methane is found to be primarily
bound by dispersion forces and ZIF binding site geometry and steric constraints have the
greatest influence on its binding. These results are in contrast to carbon dioxide where elec-
trostatic interactions play a sizeable role. To quantify the relative importance of dispersion
forces versus electrostatic contributions to the binding energies, we isolate these different
contributions through an approach combining an analysis of the non-local contributions to
the exchange-correlation energy, and a decomposition of the charge density based on Bader
analysis.

7.1 Forward

The work presented in this chapter was submitted by K. G. Ray, D. Olmsted, Y.
Houndonougbo, B. B. Laird and M. Asta, to J. Phys. Chem. C[186], and is reproduced
here with permission of the co-authors.

For this chapter Mark Asta, Brian Laird, and David Olmsted provided useful
discussion and feedback.
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Figure 7.1: (a) ZIF–71 cubic cell, CH4 in binding site B, sites A, B, and C labeled (b)
ZIF–25, –93, –96, and –97 linkers (c) CH4 in ZIF–97 B site showing induced charge density.

7.2 Introduction

Zeolitic Imidazolate Frameworks (ZIFs) are crystalline nanoporous network ma-
terials formed by tetrahedrally coordinated transition metal atoms bridged by organic im-
idazolate linkers. The bridging bonds in these linkers have a 145◦ angle, identical to the
Si-O-Si bond found in zeolites; consequently, ZIFs are observed to form network topologies
homeomorphic to those found in zeolites[166, 84]. A great variety of ZIFs have been already
synthesized, involving different metal atoms, network topologies, and chemical functionaliza-
tions of the imidazolate linker[13]. Thus a large parameter space exists for the optimization
of the properties of ZIFs for applications such as gas separation or storage. In particular,
ZIFs have received considerable attention for application to separations in gas mixtures
involving methane, for the upgrading of natural gas[132, 208, 8]. For such applications the
adsorption selectivity of CH4 relative to other gas species, such as CO2, is a property of
fundamental interest[204, 29, 10].

Methane adsorption and selectivity in ZIFs have been studied both experimentally
[214, 172, 70, 12, 141] and computationally[10, 208, 172, 17, 129, 137] for pure gases and
gas mixtures relevant in the context of natural-gas separations. Experimental studies in
ZIFs have involved measurements of adsorption isotherms[214, 172, 70], breakthrough[70],
and membrane selectivity[12]. The understanding derived from these studies has been
complemented by relevant investigations in other related MOF systems[15, 52, 187, 75,
230, 199, 14, 44, 157, 45], featuring data on the time-resolved uptake of methane and
carbon dioxide[14], as well as neutron scattering to find CH4 and CO2 binding sites and
occupations[224, 221]. The studies of ZIFs have shown that these frameworks can exhibit
adsorption selectivities and uptakes that exceed the performance of commercial adsorbents
used for natural gas separation[75, 15] and that the performance depends on several factors,
including the choice of linker, functionalization, pore size, and metal ion[52, 172, 214, 187,
75, 230, 199].

The understanding derived from experimental investigations has been supple-



60

mented with computational studies employing a variety of methods, from Grand Canonical
Monte Carlo (GCMC) and Molecular Dynamics (MD)[137, 172, 17, 227, 208, 219, 228,
226, 158, 99, 129, 10, 83, 34] simulations based on classical force fields, to studies of bind-
ing energetics and geometries based on density functional theory (DFT), coupled cluster,
and second order Møller-Plesset perturbation theory (MP2) [187, 34, 196, 176]. GCMC
simulated adsorption isotherms have reproduced experimentally measured trends in ad-
sorption selectivity in several ZIFs. For separations involving CO2 and CH4 mixtures, in
particular, gas selectivity in these materials is often attributed to stronger CO2 electro-
static interactions[10, 172, 228, 219, 227, 226, 158, 129, 187], specifically with an ionic
framework[10], the linker[158, 172], or polarizable functionalities[187, 158], depending on
the system.

In the current study we examine in detail the origin of the selective binding of
CO2 relative to CH4 in five ZIFs, namely, ZIF–25, –71, –93, –96, and –97[156]. These ZIFs
share the same zeolite RHO topology, but differ in the types of functional groups attached
to the linker, allowing us to explore the effects of chemical functionalization on the relative
binding energies of CH4 and CO2. This work builds on recent studies by Houndonougbo
et al. [80] involving experimental measurements and GCMC simulation calculations of
adsorption isotherms for CH4 in this same set of ZIFs, as well as calculations of CO2/CH4

adsorption selectivities using the ideal adsorbed solution theory (IAST)[182]. In Ref. [80]
it was found that the CH4 adsorption per unit surface area was relatively constant with
respect to ZIF functionalization, while previous investigations on CO2[156] in this set of ZIFs
showed an increase of adsorption per unit surface area in those frameworks that featured
two different functional groups on the same imidazole ring. In these ZIFs with asymmetric-
functionalities it was concluded that CO2 interacts more strongly with the linkers through
electrostatic interactions, which enhances the selectivity relative to CH4.

To understand in further detail the role of electrostatic and dispersion contribu-
tions to the selective binding of CO2 relative to CH4, we employ in the current work calcula-
tions based on the van der Waals Density Functional 2 (vdW-DF2) approach. We begin by
presenting vdW-DF2 calculations of binding energies for CH4 in the ZIFs under considera-
tion. The results are compared with our previous calculations of CO2 binding energies[185]
in the same systems with the same functional[128] to highlight the energetic origins of ad-
sorption selectivity. The binding-energy results are complemented by an analysis of the
relative importance of dispersion versus electrostatic and polarization contributions to the
binding energies. For this purpose, we quantify the relative magnitudes of these different
contributions through an approach combining an analysis of the non-local contributions to
the exchange-correlation energy and a decomposition of the charge density based on Bader
analysis[206, 197, 72]. This analysis includes an estimate of the contributions to the binding
energy resulting from the static polarizability of the gas molecule and functional groups.
Such information can be useful for guiding the development of classical force fields for
classical simulations and complements previous related studies undertaken with symmetry
adapted perturbation theory (SAPT)[150, 151, 229].
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7.3 Materials and Methods

Our aim is to elucidate the variations in CO2/CH4 binding selectivity resulting
from changes in the functional group in a series of isoreticular ZIFs. We first use the results
of the classical simulations reported in Ref. [80] to identify the important binding sites.
Next, we relax the gas molecule position and orientation using the vdW-DF2 and separate
the contribution to the binding energy due to dispersion from the non-local contribution
to the correlation energy. Finally, we utilize a method of estimating the individual con-
tributions to the electrostatic interactions due to static charge distributions, and induced
polarization, to analyze trends in these contributions across functional groups.

7.3.1 ZIF Structures

We focus on a set of RHO topology ZIFs, each of which have a different set
of functional groups on the 4 and 5 sites of the imidazole ring. With the exception of
these functional group differences and a resultant 1.5% variation in lattice constants, the
structures are identical[156]. The chemical functionalities, depicted in Fig. 7.1, are as
follows: two -CH3 groups (ZIF–25), two -Cl atoms (ZIF–71), one -CHO and one -CH3

group (ZIF–93), one -CN and one -NH2 group (ZIF–96), and one -CH2OH and one -CH3

group (ZIF–97). The latter three ZIFs: –93, –96 and –97, each have two different functional
groups on each imidazole linker.

7.3.2 van der Waals Density Functional Calculations

The most favorable binding sites obtained from the classical force field calculations
reported in Ref. [80] are used to develop initial geometries for input into the first-principles
calculations based on the vdW-DF2 method[128], as was done in our previous work on
CO2[185]. In the vdW-DF2 method the exchange correlation energy is divided into a
semilocal exchange energy, a local correlation energy, and a nonlocal correlation energy.

Exc = Ex + Elc + Enlc (7.1)

where Ex is a semi-local exchange functional (taken from the PW86 parameterization[168]
in the vdW-DF2 method), Elc is a local correlation energy that is given by the local density
approximation, and Enlc is the non-local contribution to the correlation energy, which can
be written as

Enlc =
1

2

∫
drdr′n(r)φ(r, r′)n(r′). (7.2)

In Equation 7.2, the kernel, φ, is a function of both r and r′ through a dependence on
the electron densities (n(r)) at r and r′. Enlc is derived from the adiabatic connection
fluctuation dissipation theorem through a series of approximations including an expression
for the dielectric response based on the plasmon pole model[46]. The vdW-DF2 differs from
the original vdW-DF of Dion et al.[46] in that it uses a different exchange functional and a
changed parameter in Enlc representing a limit more appropriate for molecular interactions.
It is worth noting that related functionals have been proposed involving different exchange
functionals and have been shown to yield accurate results[102]. We choose the vdW-DF2
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because it yields more accurate binding energies and distances than the vdW-DF[128], but
still has no fitted parameters and therefore may be more transferable than other methods
which introduce fitting to a particular reference dataset.

The vdW-DF class of methods has been previously applied to the calculation of
binding energies, binding geometries, and vibrational frequencies of CO2 in metal organic
frameworks and ZIFs[185, 180, 179, 159, 119] as well as (H2)4CH4, C2H6, C3H8, and C4H10

in MOFs[133, 160]. To the best of the authors’ knowledge the vdW-DF method has not
been used previously for calculations of methane binding energies in MOFs or ZIFs. Because
we are concerned with non-bonded interactions between the framework and guest CH4

molecule, which has an octupole as its lowest non-vanishing electric multipole, the dispersion
interaction is expected to be of primary importance, such that use of the vdW-DF formalism
is viewed to be essential for computing realistic binding energies within the formalism of
DFT.

vdW-DF2 calculations have been performed with the Vienna Ab Initio Simulation
Package (VASP)[112, 113, 110, 111] using the projector-augmented wave (PAW) method[22,
114] with Perdew-Burke-Ernzerhof (PBE)[170] based potentials from the VASP library. The
vdW-DF, as implemented in VASP, uses the efficient numerical algorithm for evaluating Enlc
due to Roman-Perez and Soler[188]. The electronic wavefunctions are expanded in a plane-
wave basis set with a cutoff energy of 400 eV and only a single (Γ) k-point is used in the
Brillouin-zone sampling due to the large size of the primitive unit cell. Forces on CO2 and
CH4 molecules are relaxed to 0.01 eV/Å and the atoms in the framework are held fixed
at the experimentally-determined positions[156] to reduce the computational cost. From
representative calculations performed with full relaxations, it is expected that the fixing of
the ZIF atom positions produces an error of less than 15 meV in the binding sites considered
below. Binding energies are estimated to be converged to better than 3 meV with respect
to the plane-wave cutoff energy, number of k-points, and the density of the real-space grid
used to represent the charge density.

In what follows, we will estimate the dispersion contribution to the binding energy
by comparing Enlc in the combined gas molecule-ZIF system with the sum of the values for
the isolated gas molecule and isolated ZIF. That is,

Ebindnlc = Egas−ZIFnlc − Egasnlc − E
ZIF
nlc (7.3)

where Ebindnlc is the contribution to the binding energy from the non-local correlation and

Egas−ZIFnlc , Egasnlc , and EZIF
nlc are the non-local correlation energies of the combined ZIF-gas

molecule system, the isolated gas molecule, and the isolated ZIF, respectively. The value
of Ebindnlc has been shown to depend largely on the low electron density regions surrounding
the two bonded components[20]. Although in the asymptotic limit Ebindnlc represents the
dispersion energy and has the usual r−6 dependence[46], when there is a significant overlap
of charge, there can be other contributions to Ebindnlc . For the non-bonded gas molecule-
ZIF interactions considered in the current work, we expect small electron density overlap
between the gas molecule and the framework atoms. This is consistent with equating Ebindnlc

defined in Eq. (7.3) with the contribution to the binding energy arising from dispersion
interactions.
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7.3.3 Electrostatic Induction Energy Calculations

Strong electrostatic framework-gas molecule interactions suggest that charge re-
distribution may be important to binding and highly polarizable functional groups have
been associated with high CO2/CH4 adsorption selectivity in previous work[187]. Static
charge redistribution, i.e., electrostatic induction, can occur in the gas molecule due to
the electrostatic potential of the ZIF and vice versa. To compute the contributions to the
binding energy due to this polarization effect we employ the following approach.

To first order in the induced charge, the contribution to the gas-framework binding
energy due to charge polarization can be obtained by considering the energy of the induced
charge density in the ZIF in the electric potential of the gas molecule (EZIF

ind ) and the induced
charge density on the gas molecule in the electrostatic potential of the ZIF (Egasind ). This
induction term has been previously calculated using SAPT for CO2 in several ZIFs[150,
151]. The contribution from this energy was found to be less than 10 meV for the ZIFs
considered[151]. We note, however, that this result was obtained for ZIFs which did not
display the type of asymmetric functionalization which the work in Ref. [156] suggests
will feature stronger electrostatic interactions. Further, the work in Ref. [151] presented
induction energies averaged over several binding geometries, and the contribution could
be larger for specific binding sites. We thus consider the importance of this contribution
in further detail in the current work for the ZIFs described above, three of which feature
asymmetrically functionalized linkers.

To leading order in the induced charge densities, the contribution of electrostatic
induction (i.e., induced static polarization) to the binding energy can be written as:

Etotalind = EZIF
ind + Egasind (7.4)

where the two terms on the right-hand side are defined as:

Egasind =

∫
drρgasind(r)ΦZIF(r) (7.5)

and

EZIF
ind =

∫
drρZIF

ind (r)Φgas(r) (7.6)

In Eq. (7.5), ρgasind is the difference in the charge distribution of the gas molecule when bound
to the ZIF relative to when it is an isolated molecule, and ΦZIF is the electrostatic potential
associated with an isolated ZIF. Similarly, ρZIF

ind is the induced charge density in the ZIF,
and Φgas denotes the electrostatic potential of an isolated gas molecule.

In the current work we obtain ρgasind by first determining a volume associated with
the gas molecule using Bader analysis[206, 197, 72] applied to the charge density calculated
for the combined ZIF-gas system. This choice of volume is non-unique and to some extent,
arbitrary. However, because we are looking at only the induced difference in charge density,
and the electron density is small in the region midway between the gas molecule and the
neighboring ZIF functional groups (i.e., the interactions are non-bonded in nature), our
results are relatively insensitive to changes in the exact shape of the volume provided it is
not enlarged to include charge density from neighboring molecules or functional groups. We
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extract the electron density in this volume and call it ρgascombined. We also perform calculations
on the isolated ZIF and isolated gas systems in the same binding geometry (but with the
gas molecule at its isolated equilibrium geometry, unbent and unstretched) and sum their
charge densities. This is the charge density without any induction, from which we extract
the same Bader volume and call the result ρgassummed isolated. We then define

ρgasind = ρgascombined − ρ
gas
summed isolated. (7.7)

The induced charge density ρZIF
ind is defined similarly using the volume outside of the gas

molecule Bader volume. It should be noted that the procedure described above includes
the deformation of the gas molecule, but not of the ZIF functional groups, which remain
frozen at their experimentally determined positions in the calculations.

In addition, we calculate the monopole and dipole moments of the induced charge
density of the gas molecule as:

∆qgasmonopole =

∫
drρgasind(r) (7.8)

and

∆µgasdipole = ||
∫
dr[rρgasind(r)]||2 (7.9)

where ||x||2 is the Euclidean norm of x. We find ∆qgasmonopole to be quite small, less than .016

e, although nonzero, which means that ∆µgasdipole would be origin dependent. To remedy this,
the Bader volumes could be slightly expanded or contracted to be made neutral, however,
in practice we rescale the negative charge, which is equivalent to changing the volume if the
new choice of volume does not change the center of negative charge. With this modification
our definition of ∆µgasdipole is independent of origin.

We also calculate the change in monopole and dipole moments of the ZIF functional
group nearest to the gas molecule. As described above for the gas molecule, our definition
of the change in dipole moment is made independent of origin by rescaling the negative
charge associated with the functional group. Included in the Bader volume associated with
the functional group are the nearest carbon and nitrogen atoms on the imidazole ring so
that we do not exaggerate the changes in the monopole and dipole with charge transfer
between the ring and functional group. The relevant definitions for these quantities are:

∆qFunctGrpmonopole =

∫
drρFunctGrpind (r) (7.10)

and

∆µFunctGrpdipole = ||
∫
dr[rρFunctGrpind (r)]||2. (7.11)

7.3.4 Binding Energy Decomposition

In the previous sections, we have described methods to evaluate the portion of the
binding energy due to dispersion, Ebindnlc , and electrostatic induction, Etotalind , giving us the
following decomposition.

Ebindtotal = Ebindnlc + Etotalind + Ebindother. (7.12)
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Figure 7.2: a) CH4 binding energy landscape on a {100} slice of the cubic unit cell of ZIF–25
calculated using Lennard-Jones potentials. b) RHO topology net of the ZIFs considered in
this work with important binding sites A, B, and C labeled.

In this decomposition, Ebindingother contains contributions from the electrostatic interaction
between the unperturbed gas molecule and ZIF charge distributions, exchange repulsion,
higher order contributions from electrostatic induction, and the correlation energy associ-
ated with the local density approximation.

7.4 Results and Discussion

7.4.1 Calculated Binding Energies

In Chapter 6, Lennard-Jones potentials with parameterizations optimized for CH4

were used to calculate binding energy landscapes for CH4 in the five RHO ZIFs described in
Section 7.3.1. We summarize here the results presented in Ref. [80] to define the positions
of the binding sites that will be discussed in the context of the vdW-DF2 calculations below.
A binding energy landscape calculated with classical force fields is shown in Fig. 7.2(a) for
the representative case of ZIF–25. Labeled on Fig. 7.2 (a) and (b) are the positions of
three primary binding sites: A, B, and C, which are common to each of the five RHO ZIFs
considered in this work. Sites A and B are each located in a different channel between Linde
Type A (LTA) cavities of the RHO topology ZIFs. Binding site A is within a ring of six Zn
atoms and six imidazolate linkers in channels along < 111 > crystallographic directions and
B is within a ring of eight zinc atoms and eight imidazolate linkers in channels along < 100 >
directions. Site C is located on the surface of the LTA pore, along < 110 > directions from
the center of the pore. These framework locations correspond to the positions of the primary
sites for CO2 binding in the same ZIFs, as identified by classical force fields and reported
in Ref. [185].

Binding energies taken from vdW-DF2 calculations for CH4 and CO2 in the three
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Table 7.1: CH4 and CO2 binding energies, Ebindtotal, calculated with the vdW-DF2 method,
as well as the contribution of the non-local correlation to the binding energy, Ebindnlc , are
tabulated in units of meV. CO2 values are taken from Ref. [185].

CH4 CO2

Site ZIF Ebindtotal Ebindnlc Ebindtotal-E
bind
nlc Ebindtotal Ebindnlc Ebindtotal-E

bind
nlc

A 25 -374 -426 52 -419 -437 18
71 -343 -382 38 -413 -469 56
93 -364 -396 32 -373 -465 92
96 -309 -359 50 -376 -444 68
97 -395 -449 54 -460 -465 5

B 25 -201 -222 21 -235 -275 41
71 -223 -254 31 -323 -367 44
93 -258 -286 29 -408 -282 -126
96 -238 -259 21 -385 -393 8
97 -330 -337 7 -464 -268 -196

C 25 -277 -365 89 -319 -430 110
71 -266 -372 106 -310 -393 84
93 -192 -278 86 -433 -469 37
96 -96 -145 48 -434 -449 16
97 -220 -249 30 -250 -219 -31

binding sites of ZIF–25, –71, –93, –96, and –97 are presented in Table 7.1. The results for
CH4 were obtained in the present work, while those for CO2 are taken from Ref. [185].
In every instance the binding for CO2 is stronger than that for CH4, showing a universal
selectivity in these materials for carbon dioxide over methane. The selectivity in binding
energy ranges from a negligible 9 meV in site A of ZIF–93 to 338 meV in site C in ZIF–96.
The calculated results are qualitatively consistent with the trends in adsorption reported
in Ref. [80], based on IAST calculations employing measured single-component adsorption
isotherms. Specifically, the IAST results give the following CO2/CH4 adsorption selectivities
at 1 bar and 298 K: ZIF–96: 10.2, ZIF–93: 8.2, ZIF–97: 6.1, ZIF–71: 2.7, and ZIF–25: 2.5.
If we order the ZIFs using the difference in the CO2 and CH4 calculated binding energies
averaged across all of the binding sites, using the calculated results in Table 7.1, we obtain
the same ranking (positive numbers indicate stronger CO2 average binding): ZIF–96: 184
meV, ZIF–93: 133 meV, ZIF–97: 76 meV, ZIF–71: 70 meV, ZIF–25: 40 meV.

7.4.2 Dispersion Contributions

In Table 7.1, the nonlocal correlation contributions to the binding energy, Ebindnlc ,
are representative of the magnitude of the dispersion contributions to the binding energies.
In site A this energy varies with respect to ZIF functionalization by 90 meV for CH4 and 32
meV for CO2. In this site the gas molecule is surrounded by a ring of six linkers, and is in
closest proximity with the atoms in the imidazole ring rather than those in the functional
groups, as illustrated in Fig. 7.1(a).

In site B, Ebindnlc varies by 115 meV for CH4 and 125 meV for CO2. As illustrated
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Figure 7.3: Site B for ZIF–25, –71, –93, –96, and –97 with CH4 and CO2. Induced polar-
izations due to gas molecule - framework interactions are given by yellow (blue) isosurfaces
showing electron accumulation (depletion) at a density of 0.001 e Å−3. For each gas molecule
and nearest functional group, boxed in blue, the magnitude of the induced dipole moment
of the associated Bader volumes are listed in units of D.
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Figure 7.4: CH4 in site C for the ZIFs considered. CH4 carbon to framework hydrogen
distances are given in Å, highlighting steric constraints.

in Fig. 7.3, the gas molecule in site B is located closer to the functional groups attached to
the imidazole ring than the rings themselves or the metal ions, consistent with the larger
variation in the calculated binding energies across the ZIFs. In this geometry, the variation
in Ebindnlc may be roughly attributed to the number of nearby functional groups and their
effective frequency dependent polarizability[209]. In site B, the CO2 dispersion energies
do not follow the same trend as CH4, because CO2 has different binding orientations and
positions in this site, depending on the host ZIF, as shown in Fig. 7.3. These differing
CO2 binding geometries have varying numbers of nearby framework atoms, so Ebindnlc , which
depends strongly on the local coordination to members of the framework, will also vary[185].
In contrast, the number of nearby functional groups to CH4 in site B is the same in each
ZIF (although only the functional groups that have an induced charge density greater than
0.001 eÅ−3 are shown in Fig. 7.3).

Site C is cup shaped with the sides defined by four functional groups and the
bottom defined by four hydrogen atoms, each bound to the carbon atom positioned directly
between two nitrogens in an imidazole ring. As illustrated in Fig. 7.4, larger functional
groups force methane to bind further away from the center of the site. A larger binding
distance results in a smaller Ebindnlc and the variation in the distance is responsible for the
large variation in Ebindnlc in this site across the ZIFs considered: 227 meV for CH4 and
250 meV for CO2, respectively. This cup geometry can enhance selectivity because the
binding energy of CH4 is observed to be reduced by steric constraints in ZIF–93, –96, and
–97, while there is only a hindrance in ZIF–97 for the linear CO2 molecule. In site C the
binding energy for CH4 (CO2) in ZIF–93 and –96 is -192 (-433) meV and -96 (-434) meV
respectively, showing a large influence on selectivity arising from steric constraints.



69

Table 7.2: For site B, the maximum change in the bond angle between neighboring CH
bonds in CH4 (∆6 H-C-H) and between CO bonds in CO2 (∆6 O-C-O) are listed along with
the respective greatest changes in bond length (∆RC-H and ∆RC-O). Also tabulated are the
induced dipole moments of the Bader volumes associated with these molecules. Lastly, the
energies associated with these electronic and ionic distortions in the field of the fixed ZIF
are reported.

gas ZIF ∆6 H-C-H (◦) ∆RC-H (Å) ∆µgasdipole (D) Egasind (meV)

CH4 25 0.14 0.002 0.04 -13
71 0.18 0.002 0.03 -10
93 0.43 0.002 0.11 -39
96 0.43 0.002 0.08 -13
97 0.45 0.002 0.33 -31

gas ZIF ∆6 O-C-O (◦) ∆RC-O (Å) ∆µgasdipole (D) Egasind (meV)

CO2 25 0.11 0.001 0.01 -12
71 0.33 0.001 0.02 -34
93 0.06 0.002 0.24 -6
96 1.70 0.000 0.72 -54
97 0.05 0.009 0.73 -110

7.4.3 Electrostatic Contributions

We begin by examining the difference in Ebindtotal and Ebindnlc in order to analyze the
non-dispersive contributions to binding energy that depend on the ZIF functionalization.
These contributions include the electrostatic interactions between the charge distributions
of the gas molecule and ZIF, as well as the exchange energy and local correlation energy
associated with the induced polarization and (small) charge overlap.

As shown in Table 7.1, the trends in the difference Ebindtotal - Ebindnlc for CH4 in ZIFs
with distinct chemical functionalities differs from those of CO2. For CH4 in sites A and B,
which do not show the pronounced steric constraints associated with site C, the variation
in the magnitude of this energy difference is very small, only 22 meV for site A and 24
meV for site B. Thus in these sites, non-dispersive contributions to the binding energy
are relatively insensitive to functional group identity. In contrast, the variations in Ebindtotal

- Ebindnlc for CO2 are 87 meV in site A and 240 meV in site B. Therefore non-dispersive
interactions are important for CO2 binding and in governing the selectivity of CO2 over
CH4 in these materials. In site B of ZIF–93 and –97, non-dispersive contributions to the
binding energy account for 155 and 203 meV of the difference in CH4 and CO2 binding
energies, respectively.

Because the magnitudes of the energy difference Ebindtotal - Ebindnlc show large variations
in site B across the ZIF series, we focus on this site to examine in more detail the factors
contributing to this quantity. In what follows, we discuss the energy associated with induced
charge polarization as defined in Eqs. (7.4-7.6), as well as the structural distortion of CH4

and CO2, and the changes in the gas molecule dipole moments.
The energy of electrostatic induction in the gas molecule due to the ZIF electro-

static potential, Egasind , is given in Table 7.2 for CO2 and CH4 in site B. For CH4, the values
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Table 7.3: Data for the functional group in each ZIF closest to the guest gas molecule. The
chemical formula, proximity, and change in dipole moments of this functional group are
given, as well as the energy due to the total change in ZIF electron charge density in the
electrostatic field of the gas molecule.

gas ZIF functional group distance (Å) ∆µFunctGrpdipole (D) EZIF
ind (meV)

CH4 25 CH3 2.65 0.01 0
71 Cl 3.22 0.02 0
93 CH3 2.76 0.01 0
96 NH2 2.68 0.00 0
97 CH2OH 2.53 0.01 0

CO2 25 CH3 2.88 0.05 -9
71 Cl 3.42 0.05 -12
93 CHO 3.23 0.09 -12
96 NH2 2.20 0.04 -17
97 CH2OH 2.72 0.08 -10

are, in general, smaller than for CO2. The largest CH4 induced polarization energies are
found in the asymmetrically-functionalized ZIF–93 and –97 (-39 and -31 meV, respectively).
Correspondingly, the induced gas dipole moments, ∆µgasdipole, are also highest for CH4 in –93
and –97 (0.11 and 0.33 D, respectively). However, in every ZIF considered, the distortions
in CH4 bond angles and lengths are relatively much smaller than the maximum found for
CO2. For CO2, we see values of Egasind as high as -54 and -110 meV in ZIF–96 and –97. The
largest magnitudes of ∆µgasdipole for CO2 are also obtained in these ZIFs, 0.72 D in ZIF–96
and 0.73 D in ZIF–97. The largest O-C-O bond angle and C-O bond length distortions are
also found in ZIF–96 and –97, respectively.

For CH4, the binding geometry in site B, as characterized by the center of mass
and orientation of the molecule relative to the neighboring functional groups, is similar
across the five different ZIFs. However, for CO2, the variations in electrostatic induction
energy, molecule distortion, and induced dipole moments in site B across the five ZIFs can
be understood to be due to the differences in binding geometry illustrated in Fig. 7.3 and
discussed previously in Ref. [185]. In ZIF–25 and –71 the CO2 is bound in a position that
is symmetrically oriented with respect to the two functional groups which are identical in
these ZIF structures. By contrast, in ZIF–93, –97 and –96, which feature asymmetrically-
functionalized linkers, the CO2 molecule is asymmetrically oriented with respect to the two
functional groups such that the positively-charged C atom in CO2 is nearest the negatively
charged O, N and O atoms in the functional groups in –93, –96 and –97, respectively.
For –96 and –97, the O atom in the CO2 is nearest hydrogen atoms in ZIF–96 and –97, at
distances of 2.2 Å and 2.7 Å, respectively, that are indicative of hydrogen bonding[185]. The
interactions between the gas and functional group atoms give rise to the bond stretching
reported in Table 7.2 for –97 and the bond bending reported for –96.

In Table 7.3, the functional group nearest the gas molecule in the B-site is listed
for both CH4 and CO2 in each of the five ZIFs. Also listed are the nearest-neighbor dis-
tances between the atoms in the gas molecule and neighboring functional groups, as well
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Table 7.4: CH4 and CO2 vdW-DF2 binding energies in meV. Ebindtotal is the total binding
energy, Ebindnlc is the dispersion contribution to the binding energy, Etotalind is the contribution
to the binding energy from electrostatic induction, and Ebindother = Ebindtotal − Ebindnlc − Etotalind .

gas ZIF Ebindtotal Ebindnlc Etotalind Ebindother

CH4 25 -201 -222 -13 34
71 -223 -254 -10 41
93 -258 -286 -39 68
96 -238 -259 -13 34
97 -330 -337 -31 38

CO2 25 -235 -275 -22 62
71 -323 -367 -46 90
93 -408 -282 -18 -108
96 -385 -393 -71 79
97 -464 -268 -120 -76

as the induced dipole moment on the neighboring functional groups and the magnitude of
the energy EZIF

ind defined in Eq. (7.6). The dipole moments on the neighboring functional
groups are an order of magnitude larger for the case of CO2 compared with CH4, in quali-
tative agreement with expectations, given that the lowest-order non-vanishing electrostatic
moment for CO2 is that of a quadrupole, while it is an octupole for CH4. Overall, however,
the induced dipole moments on the functional groups in Table 7.3 are significantly smaller
than those for the gas molecules in Table 7.2. Consistent with this finding, the values of
EZIF
ind in Table 7.3 are significantly smaller in magnitude than Egasind . The largest value the

energy associated with induced polarizations in the ZIF is -17 meV, obtained for CO2 in
ZIF–96. For CH4 in all ZIFs considered, this energy is zero within the precision of our
calculations.

7.4.4 Binding Energy Decomposition

In Table 7.4 we list for CH4 and CO2 in site B the calculated values of the bind-
ing energy (Ebindtotal), the values of Ebindnlc which reflect the contribution of the dispersion
interactions, and Etotalind defined by Eqs. (7.4-7.6), which gives a measure of the contribu-
tions due to induced polarization. In the last column of Table 7.4 is listed the quantity
Ebindother = Ebindtotal − Etotalind − Ebindnlc which represents exchange, local correlation, higher order
electrostatic interactions due to charge redistribution, and the electrostatic interaction be-
tween the unperturbed charge distributions of the ZIF and gas molecule. For CH4 in site
B we notice that Ebindtotal runs between -201 and -337 meV while the quantity Ebindingother varies
by only 34 meV across the five ZIFs and Etotalind varies by only 29 meV. These results high-
light the dominant contribution of dispersion interactions for CH4 binding in this site, as
measured by Ebindnlc .

For CO2 in site B, Etotalind varies between -18 and -120 meV, showing that this
energy can be a significant portion of the total binding energy and that this contribution
is selective with respect to the adsorbed gas molecule (i.e., the contribution is larger in
magnitude for CO2 than CH4). As discussed in the previous paragraphs, the variation in
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this quantity is due most likely to differences in the electrostatic interactions between the
CO2 and ZIF depending on chemical functionalities and their symmetry, as well as hydrogen
bonding in ZIF–96 and –97. For CO2, Ebindingother has the values of 62, 90, and 79 meV in
ZIF–25, –71, and –96, respectively, which are opposite in sign to the attractive values of
-108 meV and -76 meV in ZIF–93 and –97, respectively. These differences are consistent
with the expected variations in the electrostatic energy across these ZIFs. Specifically, in
the symmetrically functionalized ZIF–25 and 71, CO2 relaxes to a position maximizing the
dispersion energy, as we can see with the larger value of Enlc, and there are negligible
electrostatic interactions between the unpolarized charge distributions. In ZIF–93 and –97,
Enlc is smaller, and instead electrostatic interactions with the framework are maximized by
the position of the CO2 and an attractive Ebindingother is calculated. In ZIF–96, CO2 has a large
attractive induced polarization energy as well as a large Ebindnlc .

The results of the partitioning of the binding energies into dispersion, electrostatic
induction, and a combination of other contributions including electrostatic and exchange,
are similar to what was reported by McDaniel et al.[150, 151] using SAPT. The non-local
correlation energies for CH4 and CO2 in the five ZIFs considered here range from 58% to
117% of the total binding energies and the electrostatic induction energies correspond to
4.5% to 26% of the total binding energy. These results are consistent with those found
for CO2 in ZIF-8 and ZIF–71 in ref. [151], which shows a roughly 5% contribution from
induction and a roughly 160% contribution from dispersion (although this is not a direct
comparison since the numbers in that study are averages over many CO2 positions and
our results are for a particular binding site). Furthermore, in Ref. [150], SAPT derived
potentials show that the ratio of dispersion energy to electrostatic energy is much higher for
N2 in several ZIFs than CO2 in the same ZIFs. This could be due do to a smaller electrostatic
energy associated with N2, which has roughly one third the electric quadrupole moment of
CO2[55], as is suggested in their paper. The electrostatic interaction for CH4 is found to be
smaller than that for CO2 in our work, as expected because CH4 lacks electric quadrupole
and lower moments.

7.5 Summary and Conclusion

In this work the vdW-DF2 formalism was used to compute the binding energies of
CH4 and CO2 molecules in three different binding sites across five differently functionalized
RHO topology ZIFs. These calculations show that ZIF–93 and ZIF–96 both bind CO2 more
strongly than CH4 in site B and C by more than 147 meV and as high as 338 meV. The
selectivity in binding site B is determined to originate from enhanced electrostatic interac-
tions between asymmetrically-functionalized ZIFs and the electric quadrupole moment of
the CO2, as opposed to the higher-order octupole moment of the CH4. Hydrogen binding
with the CO2 also occurs in ZIF–96 and –97. Site A is found to be comparatively non-
selective to CO2 versus CH4 binding in all of the RHO ZIFs considered. The selectively in
site C is determined to originate from steric constraints due to the geometry of the binding
site and the different sizes of carbon dioxide and methane. For two of the ZIFs studied in
this work (namely ZIF–96 and –97) the contribution to the binding energy due to polar-
ization is calculated to be on the order of 20 to 25 % of the binding energy, and is thus
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significant.

7.6 Appendix

Below we consider the approximations used in calculating the energy of the induced
polarization of a gas molecule in the electrostatic potential produced by an unpolarized ZIF.
The approximations include the frozen core approximation, the valence pseudocharge ap-
proximation, and the use of the CHGCAR file to determine Bader volumes. The CHGCAR
file is a VASP output file containing the valence pseudocharge and compensation charges,
as described below. In addition, an origin independent method of determining the induced
dipole moment of a cluster of atoms is considered for the case of negligible charge transfer to
and from the cluster. These considerations for the gas molecule charge density apply equally
well to the induced polarization of the ZIF in the electrostatic potential of an unpolarized
gas molecule.

7.6.1 Frozen Core Approximation

The frozen core approximation, described in Section 2.4, demands that the lowest
lying orbitals remain doubly occupied, so they do not contribute to the polarization. The
induced charge density of all the electrons associated with the gas molecule in its Bader
volume is

ρgasind = ρgaspolarized − ρ
gas
unpolarized. (7.13)

where ρgaspolarized and ρgasunpolarized include core and valence electrons, in the polarized and
unpolarized cases, respectively. Under the frozen core approximation the above equation is
replaced with

ρ̃gasind = ρgascombined − ρ
gas
summed isolated. (7.14)

where ρgascombined and ρgassummed isolated contain only the valence charge density. The combined
and summmed isolated systems are defined in Section 7.3.3 and serve as the polarized and
unpolarized cases, respectively. ρ̃gasind represents the approximated induced charge density,
as used in the work in this chapter without the tilde. The difference

ρ̃gasind − ρ
gas
ind = ρgaspolarized core − ρ

gas
unpolarized core (7.15)

is given by the induced polarization in the core, to first order in the induced charge density.
The core polarizability of carbon is less than .01 a3

0 [95] and the isotropic polarizability of
carbon dioxide is around 17 a3

0 [94], therefore we conclude this is a reasonable approximation
for our purposes (a0 is the Bohr radius).

7.6.2 Valence Pseudocharge Approximation

The valence charge density and compensation charge used to calculate the polar-
ization energy is given by the CHGCAR output of VASP 5.2.12.

ρCHGCAR = ρ̃+ ρ̂ (7.16)
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where ρ̃ is the pseudo valence charge density and ρ̂ is the compensation charge. This is
related to the all-electron valence density (ρ) by

ρ = ρ̃+ ρ̂− ρ̂− ρ̃1 + ρ1 (7.17)

where 1 denotes an onsite charge density (referred to as region R in Section 2.4), according
to the Projector Augmented-Wave method [22, 114]. In VASP the compensation charge, ρ̂,
is defined such that

ρ1 − ρ̃1 − ρ̂ (7.18)

has vanishing electric multipole moments [68]. We then calculate the error due to using
ρCHGCAR instead of the all electron valence charge density, ρ, for the gas molecule

Egasind =

∫
dr[ρgaspolarized(r)− ρgasunpolarized(r)]ΦZIF (r)

=

∫
dr[ρgasCHGCARpolarized (r)− ρgasCHGCARunpolarized (r)]ΦZIF (r)

+

∫
dr[(ρ1 − ρ̃1 − ρ̂)gaspolarized(r)− (ρ1 − ρ̃1 − ρ̂)gasunpolarized(r)]ΦZIF (r).

(7.19)

The last line of Equation (7.19) can be shown to be zero as follows. Since the charge density
of the ZIF (ρZIF ) and that of the gas molecule are assumed not to overlap significantly, we
can rewrite the last term in Eq. (7.19):∫

dr[(ρ1 − ρ̃1 − ρ̂)gaspolarized(r)− (ρ1 − ρ̃1 − ρ̂)gasunpolarized(r)]ΦZIF (r)

=

∫
drdr′[(ρ1 − ρ̃1 − ρ̂)gaspolarized(r)− (ρ1 − ρ̃1 − ρ̂)gasunpolarized(r)]

ρZIF (r′)

|r− r′|

=

∫
drΦ(r)[(ρ1 − ρ̃1 − ρ̂)gaspolarized − (ρ1 − ρ̃1 − ρ̂)gasunpolarized]ρZIF (r) = 0

(7.20)

where Φ(r)[ρ] is the potential of the charge distribution in the brackets. By construction
the terms (ρ1 − ρ̃1 − ρ̂) have zero multiple moments. As a consequence, they give rise to a
potential that is zero everywhere outside of the volume of the gas molecule, and the integral
in Eq. (7.20) is thus zero. The same steps apply with the ZIF interchanged with the gas
molecule, indicating that use of CHGCAR for the ZIF also does not introduce an error in
the electrostatic energy.

7.6.3 Using CHGCAR for Bader Volumes

The Bader volume decomposition method divides space according to a steepest
accent method in which each point on a grid of charge densities is assigned to a particular
volume by following the largest positive gradient until a local maximum is discovered [11].
This definition is consistent with assigning volumes to atoms since the atomic core region
contains a large peak in the electron density. However, the core charge density, AECCAR0,
an output file from VASP, is slow to converge with respect to the grid, so one may be
tempted to use the pseudovalence + compensation charge density, CHGCAR, instead, to
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determine the volumes. This can lead to problems since for a particular atom, there may
not be a corresponding peak in the CHGCAR (which does not include the core electron
states), which means no volume at all will be assigned to that atom. An example of this
would be when an atom is covalently bonded to another atom of greater electronegativity,
for instance, the carbon in carbon dioxide will not be in the position of a local maximum in
the CHGCAR and so the volume in that molecule would be split between the two oxygens.

However, if one calculates the Bader volume of a whole isolated CO2 molecule in
a molecular framework, instead of the constituent atoms, then results will be identical no
matter whether the total charge density or the valence charge density is used. The reason
for this is that in weakly bonded systems (e.g. van der Waals and electrostatic bonding
with negligible charge transfer) the boundary between Bader volumes is determined in the
region of low charge density between the molecule and framework. This region is far enough
away from the atomic centers that the charge density from the core region is negligible.

We also use Bader analysis to find volumes associated with functional groups
bonded to the framework imidazole rings. Here, using the CHGCAR creates volumes that
do not correspond to a reasonable charge being associated with each atom. If we find the
Bader volume associated with the functional group and the closest carbon on the imidazole
ring, much of the volume around this carbon is instead assigned to the nitrogen near it
on the ring. Although this charge distribution does not correspond to the Bader volume
formed from the all-electron charge density, it suits our purposes for calculating induced
dipoles. If the induced charge density in a region away from the functional group is very
small, including more or less volume in this region does not change the integrated difference
in charge between polarized and unpolarized systems. This means that in most cases,
including the carbon and nitrogen on the same side of the imidazole ring as the functional
group of interest does not change the calculated difference in dipole due to polarization
induced by the gas molecule electrostatic potential. We do include the closest ring carbon
and nitrogen in our functional group Bader volumes since we do not want the change in
dipole on the functional group to be influenced by charge transfer to and from the ring.

7.6.4 Calculating Changes in Dipoles Associated with Functional Groups
and Gas Molecules

Using the formula

Pgas =

∫
drρgas(r)r (7.21)

to calculate the dipole moment in a region of space gives a quantity that depends on the
choice of origin for nonneutral charge distributions. In our systems we encounter these
charge distributions when our choice of volume does not include the same amount of elec-
trons as protons in the nuclei. Although for a general charge distribution with both positive
and negative values, it does not make sense to define a center of charge, for the electron
charge and nuclear charge individually, this definition is clear.

r±center =

∫
dr|ρ±gas(r)|r∫
dr|ρ±gas(r)|

(7.22)
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where +(-) denotes the formula for the nuclear(electron) center of charge. So we can rewrite
the polarization as

Pgas = r+
center

∫
dr|ρ+

gas(r)| − r−center

∫
dr|ρ−gas(r)|. (7.23)

Assuming that the magnitudes of positive and negative charge are almost equal, we can
imagine adding or subtracting volume to slightly change the number of electrons to obtain
a neutral charge distribution. It seems reasonable to do this in a way that does not change
r±center. If r±center is unchanged by adding or subtracting from the Bader volume, then from
the above equation we see that scaling the charge is equivalent to changing the volume. In
this way we can reasonably define the part of the dipole moment that is independent of
origin.

If we wish to calculate only the change in dipole moment and if the nuclei are held
fixed, it is given by

∆Pgas = r−Polarizedcenter

∫
dr|ρ−Polarizedgas (r)| − r−Unpolarizedcenter

∫
dr|ρ−Unpolarizedgas (r)| (7.24)

and we can rescale the polarized charge to match the unpolarized charge for similar reasons
as above. This equation is used for the induced polarizations of the functional groups in
this chapter, while equation 7.23 is used to calculate the induced polarization in the gas
molecules.
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Chapter 8

CO2 Transport Barriers

The climbing nudged elastic band (climbing-NEB) method is used with the vdW-
DF2 and vdW-optB88 to elucidate the effect of framework flexibility on gas transport
through the constricted double 8-ring channel of ZIF-97. We find that flexibility reduces
the barrier to movement through this channel by 33 meV when compared to the rigid system
with relaxed coordinates obtained by the vdW-DF2.

8.1 Introduction

In previous chapters we have primarily discussed gas adsorption and adsorption
selectivity in ZIFs. These properties can be useful for gas storage applications, e.g., CO2 or
H2, as well as gas separations based on adsorption, e.g., CO2 from N2 for carbon capture
from flue gas or CO2 from CH4 for the upgrading of natural gas. In this scheme one gas
is selectively adsorbed by the sorbent material. After saturation, this material will need to
be regenerated by a swing in pressure or temperature, before being used again.

ZIFs may also be used in membrane separations, taking advantage of both the
kinetic selectivity as well as the adsorption selectivity. In this scheme, the preferential flow
of a gas or gases through the material is used to separate those gases from others. For
this use, the membrane selectivity, α, defined as the ratio of permeabilities, is an important
metric[208]. According to Ref. [100], membrane selectivity for gas i over gas j is given by

α(i/j) =
xi/xj
yi/yj

×
Di,self (xi, xj)

Dj,self (xi, xj)
(8.1)

where xi(j) is the molar fraction of the adsorbed phase of gas i(j), yi(j) is the molar fraction
of the bulk phase of gas i(j), and Di(j),self (xi, xj) is the self-diffusivity of gas i(j) in a binary
mixture, evaluated at the adsorbed composition (xi, xj). The first factor is the adsorption
selectivity and the second is the diffusion selectivity. Thus, in addition to the calculations
related to adsorption in previous chapters, a computational examination of gas transport
in ZIFs would be useful for the evaluation of these materials for membrane separation
applications.

Diffusivities for CO2 and CH4 have been recently calculated by David Olmsted and
co-workers[164] using molecular dynamics (MD) with LAMMPS[177] for the isoreticular set
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Table 8.1: CO2 and CH4 self-diffusivities in 10−9 m2 s−1 at 298 K.

gas ZIF-25 ZIF-71 ZIF-93 ZIF-96 ZIF-97

CO2 2.34 ±0.06 3.71 ±0.11 1.19 ±0.06 3.04 ±0.09 0.18 ±0.01
CH4 3.74 ±0.10 6.08 ±0.17 0.40 ±0.02 7.56 ±0.15 0.79 ±0.04

CO2/CH4 0.63 0.61 3.01 0.40 0.23

of rho topology ZIFs featured in Chapters 5, 6, and 7. These are ZIF-25, -71, -93, -96, and
-97. The MD simulations utilized Lennard-Jones(L-J) and Coulomb potentials. The L-J
parameters for the framework were chosen from the universal force field (UFF)[184] and
optimized potentials for liquid simulations (OPLS)[96] force field sets. Lorentz-Berthelot
mixing rules were utilized, see Chapter 6. The framework charges were derived using the
REPEAT algorithm, which fits these charges in such a way as to reproduce the electrostatic
potential, calculated with DFT, in open regions of the framework. The periodic DFT
calculations were performed using the PBE GGA exchange correlation functional[170] and
the PAW method[22] in VASP[112, 113, 110, 111]. The L-J parameters and charges for the
CO2 come from the elementary physical model 2 (EPM2) of Harris and Young[69]. CH4 is
treated as a united atom at the carbon position using the Transferable Potentials for Phase
Equilibria - United-Atom (TraPPE-UA) force field[203].

From these simulations, the self-diffusivities were determined for carbon dioxide
and methane in the set of rho topology ZIFs mentioned in the previous paragraph and
are listed in Table 8.1 along with the ratios of diffusivities[164]. In addition, it has been
determined, through the work in Ref. [164], and previous examination of the rho ZIF
structure, that the primary channels for gas transport lie in the <111> direction through
the ring of six Zn atoms and in the <001> direction through the double ring of 8 Zn atoms.
These channels and rings of Zn atoms are illustrated in Figures 1.1, 5.1, 5.2, and 6.3. The
double 8-ring channel is shown in more detail in Figure 8.1. By tracing the movement of
gas molecules through two or more pores, the relative importance of transport through the
two distinct channels has been quantified. These data are presented in Table 8.2, which
gives the number of jumps through each channel per molecule per ns, for both CH4 and
CO2. These results were obtained for the case of a rigid framework. To assess the effect
of the rigid framework approximation, in the following we utilize climbing nudged elastic
band (climbing-NEB) calculations to calculate the energy barrier through a channel, with
and without framework flexibility. Because these calculations are very expensive (the work
here represents over 250k cpu hours), we limit our work to one gas molecule through one
channel. The system is chosen to represent the largest effect of flexibility, i.e., transport in
the material and gas combination with the smallest self-diffusivity.

The self-diffusivity is smallest for CO2 through ZIF-97, at 0.18 10−9 m2 s−1. This
is the unique gas and rho framework combination, in this study, for which the diffusion
through the double ring of 8 zinc atoms (<001>) is smaller than diffusion through the ring
of six zinc atoms (<111>), in other cases transport through the double 8-ring is dominant.
In fact the transport for CO2 through the zinc 8-ring in ZIF-97 is the slowest example
of transport through the double 8-ring by a factor of at least 6 and as high as 123, when
compared to the other rho topology ZIF materials considered in this Chapter. Therefore, we
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Table 8.2: CO2 and CH4 jumps through channels in the < 001 > and < 111 > directions,
per molecule, per ns at 298 K.

gas direction ZIF-25 ZIF-71 ZIF-93 ZIF-96 ZIF-97

CO2 < 001 > 135.7 223.0 69.4 175.9 3.6
< 111 > 5.5 39.5 2.9 60.8 8.1

CH4 < 001 > 222.4 358.2 23.7 443.7 42
< 111 > 0 61.2 1.6 155 1.3

analyze the energy barriers for CO2 transport though the 8-ring in ZIF-97 in the following,
utilizing the vdW-DF2 and vdW-optB88 methods.

8.2 Methods

The calculations proceed exactly as those described for the use of the vdW-
DF2[128] in Section 7.3.2. In addition, we also employ the vdW-optB88 method[102].
We use these van der Waals corrected density functionals in the climbing-NEB scheme[73].
In this scheme a minimum energy path is found, between two CO2 positions for our pur-
poses, using intermediate images effectively connected by springs. The climbing modifica-
tion causes the highest energy image to converge to the saddle-point. We use 4 intermediate
images for these calculations and the energies are converged to better than 5 meV.

In order to quantify the effect of flexibility on the barrier through the 8-ring chan-
nel for CO2, we need to compare the fully flexible calculation to a rigid one. However,
the framework coordinates relaxed with vdW-optB88 or vdW-DF2 differ from the experi-
mental coordinates. Therefore, we calculate the barriers for three cases with each density
functional. These are the rigid framework set to experimental coordinates (refined to X-ray
measurements), the rigid framework corresponding to vdW-DF2 or vdW-optB88 relaxed
coordinates (forces relaxed to better than 0.01 eV/Å), and the flexible framework within
vdW-DF2 or vdW-optB88. In all cases the experimental volume was used. See figure 8.2.

8.3 Results

It was found, both in classical simulations and in vdW-corrected DFT, that there
are two equivalent binding sites for each double 8-ring channel of ZIF-97, as illustrated in
Figure 8.1 by the two horizontally oriented CO2 molecules in the rightmost image. These
are the 8-ring binding sites (referred to as B sites in Chapters 5 and 7). It should be noted
that other rho topology ZIFs do not necessarily also have two binding local minima per
double 8-ring. Since these two degenerate binding sites each open onto a pore for easy
transport into these sites, the primary barrier through the double 8-ring channel in ZIF-97
will be between the two binding positions.

Also shown in Figure 8.1 is a third minimum energy position for CO2 in the double
8-ring, that we call the 8-ring mid site. CO2 is more weakly bound here, than in the other
two degenerate 8-ring sites, however, this binding position allows us to calculate the barrier
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Figure 8.1: CO2 minimum energy positions in the double 8-ring channel of ZIF-97. The
leftmost image shows the double 8-ring of Zn atoms, the middle image shows only the
functional groups closest to the bound CO2 molecules, and the rightmost image shows a
side view. The two horizontal CO2 molecules in the rightmost image are bound at equivalent
binding sites, which we call the 8-ring site (B site in Chapters 5 and 7). The vertical CO2 in
the middle position of the double 8-ring channel (shown in all three images) is more weakly
bound, but also at a minimum of interaction energy, which we call the 8-ring mid site.

for transport through the double 8-ring channel by only considering transport from a single
8-ring site to the 8-ring mid site. This is due to the symmetry of the channel.

Figure 8.2: CO2 in double 8-ring channel of ZIF-97. left: experimental coordinates, middle:
coordinates relaxed with vdW-DF2, but held rigid in the presence of CO2, right: coordinates
relaxed with vdW-DF2 and kept flexible in the presence of CO2. Note the positions of the
H atoms nearest the CO2 molecule.

As described in the methods section, we apply the climbing-NEB method to the
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Table 8.3: Binding energies (BEs) for CO2 in the 8-ring site and 8-ring mid site in ZIF-97
as well as the energy barrier into the 8-ring mid site from the 8-ring site, utilizing the vdW-
DF2 and vdW-optB88 methods. Different framework coordinates and their flexibility are
considered.

method framework flexible? 8-ring BE 8-ring mid BE barrier to mid

vdW-DF2 experiment No -463 -399 243
theory No -532 -415 166
theory Yes -552 -426 133

vdW-optB88 experiment No -502 -438 235
theory No -567 -470 130
theory Yes -582 -478 118

rigid experimental framework, the rigid theoretical framework (relaxed at constant volume
with vdW-DF2 or vdW-optB88), and the flexible framework under vdW-DF2 or vdW-
optB88 (also at constant volume). The binding energies in the 8-ring site and the 8-ring
mid site, and the barrier height from the former to the latter, calculated using the vdW-
DF2 and vdW-optB88 functionals for the three framework cases, are presented in Table 8.3.
Binding energies are typically larger in magnitude for the vdW-optB88 method than for the
vdW-DF2. Also, the rigid theoretically relaxed frameworks bind CO2 more strongly than
the experimental frameworks for both functionals. The effect of flexibility on the binding
of CO2 can be seen by comparing the binding energies for rigid and flexible structures,
both initially relaxed with vdW-DF2 or vdW-optB88. We see that the binding energies
are enhanced through flexibility by between 8 and 20 meV for the two sites with the two
methods.

The energy barriers, calculated with climbing-NEB, are presented on the rightmost
column of Table 8.3. Also, the energy vs. reaction coordinate (representing CO2 position)
results are presented in Figure 8.3. The paths plotted in this figure are splines fit to the
energies of the two end points at the 8-ring site and 8-ring mid site, the energies of the
four intermediate images, and the forces at each point. With both vdW-DF type methods,
the barrier is lower for the rigid relaxed structure than for the experimental structure.
Furthermore, as illustrated in the plots, the binding energy of the 8-ring mid site becomes
higher relative to the barrier and the 8-ring site. Flexibility has the effect of lowering the
barrier in the vdW-DF2 formalism by 33 meV, but only 12 meV with vdW-optB88. The
reason for this is that while the energy of the highest energy image does, in fact, decrease
for both methods with flexibility, so does the energy of the 8-ring site. In vdW-optB88 the
strengthening of the binding in this site partially cancels the decreasing in energy of the
highest energy image.

According to transition state theory (TST)[67], the reaction rate is proportional
to the Boltzmann factor of the energy barrier between two states. Reaction rate is given
explicitly, for the transport from a local minimum over a saddle point, by

k =
1

2π

∏N
i=0 λ

(0)
i∏N−1

i=0 λ
(b)
i

exp(−βEb) (8.2)
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Figure 8.3: The climbing-NEB results are plotted for two different vdW-corrected function-
als and three different framework systems, as described in the text.

where λ
(0)
i and λ

(b)
i are the real vibrational frequencies at the minimum and saddle point,

respectively, β is the product of the Boltzmann constant and the temperature, and Eb is the
barrier height. Therefore, the 33 meV difference in the barrier height predicted by vdW-
DF2 corresponds to a difference in rate by a factor of e.033/.0256 ≈ 3.6 at room temperature,
assuming the vibrational frequencies are not affected. As mentioned above, vdW-optB88
predicts a smaller difference in the barrier.

These results are for only CO2 transport through the double-8 ring channel in
ZIF-97. Thus, if the rate was increased by a factor of 3.6 through this channel only, the
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overall self-diffusivity for CO2 in ZIF-97 might change by a factor of ∼2. That is, looking
at Table 8.2, if we increase the value of the CO2 jumps in the < 001 > direction by a factor
of 3.6 and keep the jumps in the < 111 > direction constant, the overall jumps through
either channel would increase by a factor of ∼2. Such a change in Table 8.1 would not cause
this self-diffusivity to surpass another gas-ZIF combination. So, if the effect of flexibility
calculated here is an upper bound for these systems, it is likely that flexibility does not
change qualitative results, i.e., the order of the channels and gases according to transport,
in this set of materials with these gases.

8.4 Conclusion

Using vdW-DF2 and vdW-optB88, we have identified and calculated the binding
energies of three binding sites for CO2 in the double 8-ring channel of ZIF-97, two of which
were found to be degenerate. Next, the barrier for transport through this channel was
calculated using the same density functionals with the climbing-NEB method. The results
show that framework flexibility may account for a change of transport barrier of up to
33 meV. The barrier change is not as large as might likely be expected because although
flexibility decreases the energy of the highest energy position on the reaction path, it also
strengthens the binding in the local minimum. The same logic applies to the results for
different vdW-corrected density functionals, i.e., the differences in the barriers calculated
with the two methods is smaller than the differences in the individual binding energies. Thus
the calculation of energy barriers is less sensitive to the choice of vdW-DF than individual
interaction energies.
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Summary, Conclusions, and Future
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Chapter 9

Summary, Conclusions, and Future
Work

9.1 Summary

In this dissertation we have discussed the background and derivation, as pieced to-
gether from the literature, of a theoretical framework for vdW-corrected ab-initio electronic
structure calculations, the vdW-DF. We then applied this framework to the study of gas
adsorption and transport in ZIFs, as well as the interlayer cohesion of graphite, the binding
of a Kr dimer, and the adsorption of metal atoms and molecular hydrogen on graphene.

In Chapter 2, the DFT formalism, exchange-correlation functional, and PAW
method were introduced. Because different vdW-DF type methods, described in Section
3.3.2, utilize different semi-local exchange functionals, a basic understanding of these func-
tionals is important to understanding the behavior of the vdW-DF variants. Larger ex-
change enhancement factors correspond to more repulsive functionals because they reduce
the energy of separated systems compared to those that are bound. PBE PAW potentials
are used for the work presented in this dissertation, instead of potentials created with the
vdW-DF, however previous results indicate that this scheme has a small effect on calculated
binding energies[64].

vdW-DF type calculations on the binding of a noble gas dimer and graphite layers,
as well as metal atoms and molecular hydrogen on graphene were discussed in Chapter 4.
In the systems for which dispersion dominates the binding, i.e., the Kr dimer, graphite,
and H2 on graphene, the vdW-DF2 and vdW-B88 methods give binding energies and dis-
tances which are in good agreement with experiment. With both functionals, the binding
energies for the Kr dimer and the cohesive energy for graphite are within 6 and 16 meV
of experiment, respectively, and binding distances are calculated within an accuracy of 0.2
Å. Ionic contributions dominate the binding of Li and Al to graphene and as a result the
binding distances are at least 1 Å shorter than the dispersion bound systems considered
in this chapter. Therefore, the short ranged exchange part of the vdW-DF type methods
is more important in these systems than in systems that are solely dispersion bound. Dif-
ferent exchange functionals are used in the vdW-DF2 and vdW-optB88 methods, PW86
and optB88, respectively. For Li and Al on graphene, the vdW-optB88 binding energies
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are consistent with the values expected from the addition of a dispersion attraction to the
binding energy calculated with PBE (which already captures the larger ionic contribution).
However, the vdW-DF2 predicts binding energies which are smaller in magnitude compared
to PBE. From the results we obtain with these example systems, in addition to results from
the literature[128, 102, 180, 179, 107, 108], we expect the non-bonded (i.e. no ionic or colva-
lent contribution) interactions important to gas adsorption and transport in the remainder
of the work presented to be well represented by both vdW-DF2 and vdW-optB88.

In Chapters 5 and 7, we examined CO2 and CH4 binding in a set of rho topology
ZIF materials that only differ in the functionalization of the imidazolate linker. For these
systems, three symmetry distinct binding sites are present. Depending on the binding site
and gas molecule, dispersion or a combination of dispersion, electrostatic interactions, and
hydrogen bonding, are important. Because the relevant interactions vary with respect to
binding site, the effect of the functional group is also different in the three sites. The binding
site in the channel that runs through a ring of six zinc atoms is dominated by dispersion
interactions. In this site the attraction for CO2 and CH4 is found to be relatively indepen-
dent of the ZIF chemical functionalization. In the site inside a double ring of 8 zinc atoms,
electrostatic interactions make a significant contribution to CO2 binding. Specifically, the
CO2 adsorption is enhanced in ZIFs with two different functional groups attached to each
imidazole ring, which changes the ZIF electric field symmetry. The functional group depen-
dent electrostatic interaction also increases the selectivity for CO2 over CH4 in these ZIFs
because CH4 lacks electrostatic multipole moments lower than the octupole. Thus, the CH4

adsorption is not also increased. The last site is located on the surface of the pore found in
these rho topology ZIFS. In this site steric constraints to the entrance, that differ depend-
ing on the size of the functional group, can cause selective adsorption of the linear CO2

molecule over the tetrahedral CH4 molecule. Therefore, it is demonstrated with ab-initio
vdW-corrected DFT that ZIF functionalization can enhance CO2 uptake and selectivity
over CH4 through two distinct mechanisms: electrostatics and geometry.

The effect of framework topology on the binding of CO2 is investigated in Chapter
6. Maps of the binding energy versus position are calculated with classical force fields for
the free space in two pairs of ZIFs. These maps are used to rationalize the adsorption
performance for different topologies at low and high pressure. Within each pair of materials
the chemical functionalization is identical, but the topology differs. The smaller ZIF pores
and channels of the sod structure are calculated to bind CO2 more strongly than the larger
pores and channels of the rho topology ZIFs. However, of these two topologies, the surface
area is higher in the rho case. Subsequently, the uptake at low pressure is higher in the
sod topology since the occupation of each site is higher than the occupation of the sites
in the rho topology material. At high pressure the uptake is higher in rho topolgy ZIFs
because there is more surface area for adsorption. Also in this chapter, the same analysis
of binding energy landscape is applied to pressure dependent CH4 adsorption, for the rho
ZIFs considered in Chapters 5 and 7. The 6-ring binding site is calculated to bind CH4 more
strongly than the 8-ring site or the surface of the pore. Thus, adsorption at low pressure
occurs primarily in the 6-ring site and uptake at high pressure is more evenly spread between
the binding sites and pore surface.

Calculations of the barrier for the transport of CO2 through the double 8-ring
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channel of ZIF-97 are presented in Chapter 8. It is found that this barrier is highly depen-
dent on the framework coordinates. The experimentally determined structure has a barrier
that is higher than the barrier of the theoretically relaxed structure, determined by vdW-
DF2 (vdW-optB88), by 77 (105) meV. In those calculations the framework was held rigid.
Adding flexibility to the theoretically relaxed structure reduces the barrier by a further 33
meV for vdW-DF2 and 12 meV for vdW-optB88.

9.2 Conclusions

The uptake of CO2 and CH4 in ZIFs was found to depend on several properties
of these materials. For both gas molecules, polarizable functional groups increase the dis-
persion attraction, however, this interaction is greatly influenced by the geometry of the
binding site. That is, the dispersion contribution to the binding energy is highest in binding
sites that feature as many framework atoms as possible at a distance of ∼3 Å from the gas
molecule binding position. Therefore, small pores and channels in ZIFs are likely to be im-
portant binding sites. Materials with structures that support many such binding sites will
have high adsorptions at low pressures. However, these geometries are associated with less
total surface area, which hampers high pressure uptake. For the optimization of adsorption
at high pressure, surface area is of paramount importance and larger pores and channels,
capable of multiple occupancy, are preferred.

For CO2, electrostatic interactions were found to strongly enhance the binding
energy. The energy associated with induced polarizations (electrostatic induction), can
contribute -110 meV to the energy of the bound system. In addition, the energy of inter-
action between the unpolarized ZIF and CO2 charge distributions can vary by more than
180 meV in a single binding site with respect to changes in the functionalization of the
imidazolate linker. Like the dispersion energy, these interactions also depend on binding
site geometry. Asymmetric functionalizations of the imidazole ring that protrude into ZIF
pores and channels enhance binding the most when the CO2 molecule can line up its neg-
atively (positively) charged atoms near positively (negatively) charged framework atoms.
Thus, strong electrostatic gas-framework interactions are a combined effect of framework
topology, symmetry, and functionallization.

The adsorption selectivity of CO2 over CH4 can be engineered by replicating the
properties observed to enhance electrostatic interactions since these interactions will not
increase CH4 uptake. Furthermore, the linear CO2 molecule will fit into some binding sites
that CH4 will not. Thus, carefully designed steric constraints will also increase CO2/CH4

adsorption selectivity. In addition, steric constraints introduced through ZIF functionaliza-
tion can also affect diffusion selectivity.

Of several flavors of the van der Waals density functional, the vdW-DF2 and
vdW-optB88 are among the most reliable methods for binding energies and distances in
non-bonded systems. These methods are both based on the original vdW-DF, which in-
cludes the non-local correlation energy as a double integral over electron densities. The
differences between these two methods are two-fold. The dispersion energy due to non-
local electron correlation is larger in the vdW-optB88 method and the exchange functional
is less repulsive. Thus, the binding energies calculated with this functional are typically
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larger than those calculated with vdW-DF2. However, this discrepancy is relatively small
for systems that are primarily bound by the London dispersion force. In these systems, the
cohesive energies compare well with experiment, which is impressive considering that these
forces are relatively weak.

In systems with mixed binding, i.e., exhibiting strong covalent or ionic contribu-
tions, the short-range behavior of vdW-DF methods becomes more important. Previous
research has shown that the vdW-DF2 predicts binding energies that are too weak in these
systems. Therefore, in mixed binding situations vdW-DF2 results should be thoroughly
benchmarked with experiment, before proceeding with derivative calculations. It would
seem there is a difficulty in choosing (in a rigorous way) the best exchange functional to
pair with the non-local correlation energy, which has somewhat of a GGA character at
short-range. The fitting of the optB88 exchange functional in the vdW-optB88 method
to CCSD(T) results appears to have solved this problem in an empirical fashion while the
vdW-DF2 has no fit parameters.

9.3 Future Work

Open questions remain for both the gas-ZIF system and the vdW-DF method.
ZIF-93 was shown to have high diffusion selectivity as well as high adsorption selectivity
for CO2 over CH4. Therefore, the CO2/CH4 membrane selectivity of this material should
be competitive with the best from industry, making ZIF-93 potentially very attractive for
natural gas upgrading applications. In this ZIF the self-diffusion is higher for CO2 than
CH4 which is unique among the five rho topology ZIFs considered. It could be worthwhile
to examine the origins of this behavior using first principles methods.

Dispersion contributions to the cohesive energy are important to many materials,
such as graphite and polymer crystals. The open ZIF structure, although primarily co-
valently bound, may be influenced by van der Waals interactions and further study with
vdW-DF methods could be fruitful. Structural properties may be interesting in their own
right, e.g., MOFs have been shown to exhibit negative thermal expansion[235, 142]. In
addition, gas separation properties may be enhanced through pressure induced structural
phase changes, as they are in ZIF-7.

The vdW-DF method is still relatively young and improvements are likely possible.
The vdW-optB88 version produces more accurate results across a range of systems than
several other versions due to its fit exchange functional. It appears worthwhile to try to more
rigorously derive an appropriate exchange functional for a new vdW-DF method utilizing
similar design considerations as successful GGAs.
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