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Spatial Anisotropy Characterization and Magnetic Domain Image Analysis in 

La0.7Sr0.3MnO3 Based ‘Donut’ Micromagnets 

 

ABSTRACT 
 

Developing next-generation computing devices based on spintronics and magnonics requires 

understanding how spin textures can be tailored in patterned magnetic materials. Lithographically 

patterned micro/nanostructures can provide insights into the formation of magnetic domains 

consisting of flux closure states that are potential building blocks of magnetic memory. Complex 

oxides such as epitaxially grown La0.7Sr0.3MnO3 (LSMO) thin films exhibit strong correlations 

among spin, orbital, charge, and lattice degrees of freedom. As a soft ferromagnet, LSMO is a 

promising material for analyzing complex spin textures and controlling domain configurations by 

varying the micromagnet geometry. Using x-ray photoemission electron microscopy, thermally 

demagnetized LSMO donuts i.e., circular micromagnets with variable hole diameters, were 

imaged. The combination of quantitative image analysis and micromagnetic simulations allows 

probing and explaining the formation of spin textures consisting of either a single vortex or a pair 

of concentric vortices with opposite chirality in the donut structures. The results presented in this 

research are a step towards furthering our understanding of magnetic spin texture formation and 

vortex dynamics for developing spin-based devices. 
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Chapter 1: Introduction 

 
 

Mankind had embarked on a captivating journey churning magnetism with device innovation since 

the ancient scientific discovery of the lodestone. Imagine the astonishment of ancient explorers 

stumbling upon a magnetic rock guiding their compass needles toward the Earth's magnetic poles. 

Fast-forward through centuries of scientific inquiry, and we find ourselves at the frontier of 

innovation, developing advanced electronic devices and harnessing the unseen forces of magnetic 

fields. The chance encounter with lodestone serves as a prologue, setting the stage for the latest 

chapter in the ever-evolving saga of materials science and device engineering. From Samuel 

Morse’s electromagnetic telegraph to magnetic storage media, from transformational diagnostics 

of magnetic resonance imaging to magnetic levitation trains and quantum computing with q-bits, 

science is at the precipice of spintronics - a promising technological odyssey leveraging electron 

spin for advancing device innovation. The significance of the electron's spin in governing transport 

properties was underscored by Sir Nevill Mott as early as 1936 [1], marking a pivotal moment in 

understanding the electrical conductivities of transition metals and their alloys. The inherent spin 

nature of electron transport, elucidated by Mott's model, forms the cornerstone of contemporary 

magnetic data storage technologies, exemplified in computer hard drives and magnetic random-

access memories (MRAMs). Moving forward exploring further possibilities, the controlled 

manipulation of electron spin in correlated material systems is central to data encoding and 

retrieval processes. Understanding the intricate arrangement of magnetic moments on a 

microscopic scale has been paramount.  
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1.1 Spintronics 

The frontline of the electronics industry consists of computing (memory and logic). A critical 

constraint of developing computing devices lies in the escalating power consumption necessitated 

by the pursuit of higher processing speeds. Mitigating this challenge involves the exploration of 

alternative solutions, with one notable approach being the advancement of multi-core processors. 

While these processors offer a potential reduction in power requirements, they also introduce a 

significant demand for larger memory. Consequently, the proportion of silicon chips allocated to 

memory is expected to surge from current typical values, reflecting the evolving landscape of 

computing architectures. Spintronics, short for spin transport electronics, represents a 

revolutionary paradigm in electronics that goes beyond traditional charge-based approaches. 

Unlike conventional electronics, where information is encoded using the charge of electrons, 

spintronics exploits the intrinsic spin property of electrons. It aims to overcome these limitations 

by harnessing the spin of electrons. Triggered by the discovery of giant magnetoresistance (GMR) 

in 1988 [1], the development of these devices leverages the spin degree of freedom inherent in 

electrons and/or holes, a property that can interact with their orbital moments. The control of spin 

polarization in such devices is achieved through magnetic layers serving as spin-polarizers or 

analyzers, or through spin-orbit coupling. 

Additionally, spin waves can be harnessed as carriers of spin current. Spin-polarized currents can 

be generated by capitalizing on the impact of spin on the transport characteristics of electrons 

within ferromagnetic conductors. This concept, initially proposed by Mott [2], had been 

experimentally validated and theoretically elucidated in earlier studies, over a decade before the 

unveiling of the GMR phenomena [3]. Mott's influential two-current model, wherein conductivity 

is expressed as the sum of two unequal contributions from distinct spin projections, provided a 

https://www.zotero.org/google-docs/?W30bj0
https://www.zotero.org/google-docs/?G3Nnhd
https://www.zotero.org/google-docs/?xkrnFE
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profound explanation for the elevated resistivity observed in ferromagnetic metals compared to 

their nonmagnetic counterparts.  

 

Fig. 1.1 Description of the band structure in transition metals showing band splitting in the presence of an 

effective magnetic field Heff, which can induce magnetic moment m. Arrows depict spin-up and down 

electron configuration. Adapted from Ref. [4]. 

 

This model not only introduced the concept of spin transport but also highlighted the crucial role 

of magnetism in shaping transport properties. This distinction arises from the energy separation 

between the "majority spin" and "minority spin" directions (typically denoted as spin up and spin 

down) depicted in Figure 1.1. In a material, electrons occupy energy levels in what is known as 

the electronic band structure. At absolute zero temperature, all energy levels up to the Fermi level 

(EF) are filled with electrons following the Pauli exclusion principle, which states that no two 

electrons can simultaneously occupy the same quantum state. When the temperature is increased 

above absolute zero, electrons can gain energy and move to higher energy states. In 

semiconductors, EF is close to the middle of the bandgap, and its position can be shifted by doping 

or applying an external electric field, thereby influencing the material's conductivity. 

https://www.zotero.org/google-docs/?mrofgV
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Consequently, the position of EF determines which electron states are available for conduction. In 

spin-polarized materials, the conduction properties for spin-up and spin-down electrons may differ, 

depending on their relative positions to EF. Electrons near EF contribute most significantly to 

electrical conduction, so spin-polarized electronic states near EF can influence the material's 

conductive behavior. 

The most prominent application of magnetic spin is seen in MRAM, as data gets written in the 

direction of magnetization of a ferromagnetic (FM) material [5]. As illustrated in Figure 1.2, 

MRAMs utilize the concept of a magnetic tunnel junction (MTJ) [5] [6] wherein a sandwich with 

two layers of special materials separated by a thin insulating layer resulting in one layer changing 

its direction with a small magnetic field (free layer), while the other keeps a fixed direction 

(reference layer). Data stored is represented as "one" and "zero," based on the free layer's 

magnetization direction.  

 

Fig. 1.2 (a) Schematic diagram of an MTJ with perpendicular magnetization and (b) MTJ with in -plane 

magnetization. The double-sided arrow indicates the magnetization of the free layer having two stable states 

with magnetization in opposite directions along the same axis. The single-sided arrow indicates the 

reference layer has a magnetization direction set in a particular direction and remains in that direction in 

normal MRAM operation. The MTJ devices used in MRAMs have low resistance in the parallel magnetic 

state and high resistance in the antiparallel state [8]. 

 

A notable limitation in MTJ elements is that field writing is susceptible to thermal fluctuations, 

causing the free layer’s magnetic moment to overcome the magnetic anisotropy energy barrier if 

https://www.zotero.org/google-docs/?zkbvBS
https://www.zotero.org/google-docs/?jLUaDm
https://www.zotero.org/google-docs/?x5EdEC
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the barrier is not large enough, consequently reversing the free layer’s magnetization direction. 

Such drawbacks call for exploring novel alternatives in device engineering like “toggle” switching 

[4][8]. By introducing a thin layer of antiferromagnetic (AFM) material to couple between two 

magnetic layers, the magnetization direction can be toggled between two stable states with the 

application of external stimuli such as magnetic fields or spin currents. This effect occurs due to 

exchange coupling between the FM and AFM layers and helps to achieve a much greater degree 

of combination of writing bit values (0s or 1s). Further, high fields leading to increased power 

consumption are tackled by introducing the concept of spin transfer torque (STT) to enhance the 

efficiency of novel spintronics [10].  

However, countering high breakdown voltages and seeking better writing threshold control has 

called upon robust advancements in novel spintronics such as the concept of racetrack memory. 

Initially, proposed by IBM in 2002, [11]  this memory storage scheme of storing data within 

magnetic domains (within a magnetic material, similar orientations of magnetic moments form 

magnetic domains where the magnetization is uniform). At boundary regions referred to as domain 

walls (DW) between these domains (Figure 1.3), the magnetization undergoes a transition from 

one orientation to another. The data pattern resides as a series of DWs in a microscopic FM wire 

(or racetrack), and current pulses are used to move the entire pattern along the wire for reading 

and writing.  

https://www.zotero.org/google-docs/?X8wFCo
https://www.zotero.org/google-docs/?MWBLrI
https://www.zotero.org/google-docs/?I50qjD
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Fig. 1.3 Schematic representation of domain walls showing different transitions of the magnetization 

between magnetic domains [12]. 

What sets racetrack memory apart is its use of the spintronic concept of "spin momentum transfer" 

rather than magnetic fields to move the DWs. In this approach, the spin-polarized current carries 

spin angular momentum, allowing precise and efficient movement of DWs along the racetrack 

(illustrated in Figure 1.4).  

 

Fig. 1.4 (a) Horizontal and vertical racetracks with one access port. The current flows through the device 

in the direction of bit motion. (b) Illustration of current-induced torques that arise from the interaction 

between spin-polarized conduction electrons and the magnetization of an FM material. This interaction 

causes a change in the spin polarization direction of the outgoing electron, resulting in torques on the FM 

layer. The torque within the plane of incident and outgoing spin directions is called spin -transfer torque, 

while the torque perpendicular to this plane is termed a field-like torque. The bold blue arrow represents 

the magnetization vector of the ferromagnet [13].   

https://www.zotero.org/google-docs/?IJVWmL
https://www.zotero.org/google-docs/?0RFyUf
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When this spin angular momentum is transferred to a magnetic DW, it induces a torque, allowing 

for controlled displacement of the DW along the racetrack. The critical factor at the heart of this 

application is achieving more direct and efficient means of manipulating DWs, contributing to the 

remarkable functionality of racetrack memory. The nature of the racetrack, whether composed of 

magnetically "soft” or "hard" materials, significantly influences its behavior. Soft materials are 

characterized by their easy susceptibility to magnetization and demagnetization in response to an 

applied magnetic field, whereas hard materials are resistant to demagnetization once they are 

magnetized. Their behavioral distinction concerning racetrack memory hinges on the ratio of 

“magnetic anisotropy energy” to “magnetostatic energy” (discussed in section 3.1.3), as well as 

structural factors such as crystal structure or surface and interface contributions [7], [14], [15]. The 

quality factor refers to the following equation, 

 Q = 
𝐾

2𝜋𝑀𝑆
2

,                          (Equation 1.1) 

where K is the anisotropy constant, and MS is the saturation magnetization. This ratio dictates the 

material's ability to resist changes in magnetization direction.  

In soft magnetic materials, ‘shape anisotropy,’ where the material's geometry influences magnetic 

behavior, and DW manipulation can provide extraordinary insights for technology innovation. 

With Q << 1, indicating a low resistance to changes in magnetization, soft materials exhibit 

heightened sensitivity to external influences. Specifically, transition metal oxides that are soft FM 

materials, introduce a dynamic range of possibilities not just for manipulating the material's 

predisposition to magnetization changes but also for deterministic switching of magnetization 

profile [16] [17]and domain engineering [18] [19].  

https://www.zotero.org/google-docs/?trHko1
https://www.zotero.org/google-docs/?Xh8MsU
https://www.zotero.org/google-docs/?2cWQaU
https://www.zotero.org/google-docs/?atqGFy
https://www.zotero.org/google-docs/?xkUWGO


 

8 
 

1.2 Magnetism in Complex Oxide Perovskites 

Complex oxides, often perovskites (illustrated in Figure 1.6), provide a wide avenue to probe into 

unique crystalline structures and their applications in tunable magnetic and electronic properties. 

The structural diversity of complex oxides incentivized by the tailoring of lattice and ordered 

arrangement of ions present a myriad of functionalities, including superconductivity [20], metal-

to‐insulator transitions (MIT) [21], and colossal magnetoresistance. A comprehensive depiction 

of elements forming a perovskite structure that are compatible with the structure specifications is 

provided in Figure 1.5. A typical perovskite oxide unit cell has an A ion at the cube corners, a B 

ion at the body center, and oxygen ions at the face centers, as illustrated in Figure 1.6. 

 

Fig. 1.5 Elements on the periodic table compatible with the perovskite structure [49]. 

  

https://www.zotero.org/google-docs/?zPjmtJ
https://www.zotero.org/google-docs/?FH2Sox
https://www.zotero.org/google-docs/?H47k51
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Fig 1.6 An ideal perovskite unit cell with general formula ABO3 and octahedral coordination of BO6 in the 

cubic crystal structure [23]. 

 

Additionally, the interplay of spin, charge, orbital, and lattice degrees of freedom in complex 

oxides serves as a playground for not only exploring novel functionalities of spintronics, 

superconductivity, and multiferroics but also probing material systems like complex oxide 

heterostructures or superlattices [24]. This flexibility of the ABO3 perovskite structure allows for 

a plethora of potential substitution of various elements at the cationic and anionic sites, a crucial 

aspect in complex oxide doping. The Goldschmidt tolerance factor (t), 

𝑡 =
(𝑟𝑎 + 𝑟𝑏 )

√ 2(𝑟𝑏  + 𝑟𝑜 )
                               (Equation 1.2) 

which considers the ionic radii ra, rb, ro of the constituent ions, and ensures structural stability by 

assessing whether the combination of elements fits well within the perovskite lattice. In the case 

of half-metallic magnetic oxides like (La, Sr)MnO3 and (La, Sr)CoO3, which adopt the perovskite 

structure, this versatility becomes evident [24],[25],[27]. The B-O-B bond fluctuations within 

octahedron coordination affect the balance between the electrostatic forces and the inherent 

flexibility of the oxygen atoms in response to the transition metal ion's presence. Following the 

illustration in Figure 1.6, this dynamic environment gives rise to crystal field splitting [32]. In this 

https://www.zotero.org/google-docs/?nOV7HZ
https://www.zotero.org/google-docs/?VuEzTU
https://www.zotero.org/google-docs/?heuJgG
https://www.zotero.org/google-docs/?GUCMf3
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phenomenon, the degeneracy of d orbitals of the transition metal ion is lifted due to the surrounding 

oxygen ligands [28]. The crystal field effect alters the energy levels of the d orbitals, creating a 

distinct pattern of energy states. They set the stage for subsequent phenomena, such as Jahn-Teller 

distortions [29], where the interactions between electrons and the crystal lattice further modify the 

electronic states, introducing additional complexity to the material's properties. Together, these 

factors contribute to the rich and diverse behaviors observed in complex oxides, making them 

intriguing subjects.  

 

Fig 1.7 Crystal field splitting in a transition metal complex [30]. The ligands generate a repulsive electric 

field that affects the energy levels of the d orbitals differently depending on their orientation and distance 

from the metal ion. This effect results in the splitting of degenerate d orbitals into different energy levels, 

forming a series of higher-energy orbitals and a series of lower-energy orbitals.  

 

Magnetism in complex oxides is fundamentally rooted in indirect exchange interactions wherein 

the transition metal ions exhibit localized magnetic moments or the alignment of electron spins. 

Two prominent types of exchange interactions dominate in complex oxides: the FM exchange [31], 

favoring parallel alignment of spins, and the AFM superexchange [32], favoring antiparallel 

https://www.zotero.org/google-docs/?MTOpqd
https://www.zotero.org/google-docs/?r5dGli
https://www.zotero.org/google-docs/?nSBUMZ
https://www.zotero.org/google-docs/?G8XZZu
https://www.zotero.org/google-docs/?ku4wCP


 

11 
 

alignment. These interactions, influenced by factors like crystal structure, electronic 

configurations, and temperature, determine the magnetic properties of the material [33]—strong 

Coulomb interactions and a large density of states at the Fermi energy cause spontaneous 

ferromagnetism  [34]. Moreover, this arrangement of spins is closely connected to the concept of 

the “Curie temperature” Tc, a pivotal parameter in ferromagnetism. As material is heated beyond 

its Tc, the FM order begins to unravel, causing a transition to a paramagnetic state.  In addition to 

the interatomic exchange mechanisms, intra-atomic exchange interactions exist in complex oxides, 

exemplified by the presence of specific ions like Fe, Ni, or Mn. Notably, magnetic moments in 

transition-metal elements, like Ni, deviate from integer values, showcasing a moment of 0.61 μB 

per atom [33]. This departure from integer values is indicative of the itinerant Stoner exchange- a 

fundamental quantum mechanical phenomenon[35], which encompasses both inter and intra-

atomic contributions.  

In mixed-valence systems such as manganite with the perovskite structure, two types of indirect 

exchange interaction mechanisms arise- superexchange and double-exchange, as illustrated in 

Figure 1.8. In superexchange, an FM or AFM alignment occurs between two atoms in mixed 

valence states, while in double-exchange, the interaction occurs only when one atom has an extra 

electron resulting in FM alignment only. The superexchange mechanism considers intermediate 

exchange interactions between the anion and cation orbitals (p-type of oxygen and d-type of 

transition metal M for case in point) either when the orbitals align in 180 degrees (refer to cases 1 

and 2 in Fig. 1.8(b)) or 90 degrees (case 3 in Fig. 1.8(b)). Unlike superexchange, the double-

exchange mechanism results from a combination of Coulombic and kinetic exchange of the mixed-

valence cations without any intermediate exchange with the anion that changes the anionic valence 

state during hopping (Fig. 1.8(a)).  In a sense, the 90-degree superexchange mechanism discussed 

https://www.zotero.org/google-docs/?B5Ig3P
https://www.zotero.org/google-docs/?EdT8ni
https://www.zotero.org/google-docs/?LVhZZO
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above is a double exchange mechanism but mediated via the Coulomb exchange on the connecting 

oxygen. The presence of anion here, however, influences the degree of overlap between the 

magnetic ions, and electron localization for transfer as the electron hopping probability is enhanced 

by a critical bond angle (M-O-M) closer to 180 degrees. 

 

 

Fig 1.8 Illustration of double and superexchange mechanisms in perovskites. Schematics show spin 

orientations as one-sided arrows and double-sided arrows represent the transfer in orbitals. (a) The double 

exchange shows electrons use the oxygen anion to ‘hop’ (characterized by a hopping probability ‘t’) from 

one cation to another. (b) The superexchange mechanism is further shown in three different cases for a 180° 

M-O-M bond: Case 1: an AFM ordering is established between two half -filled orbitals; Case 2: an AFM 

ordering is established between two empty orbitals; or Case 3: an FM ordering is established between one 

half-filled and one empty orbital where p and d orbitals align 90 degrees. In all cases, Pauli’s exclusion 

rules must be obeyed. 

 

In the case of the double-exchange, when an itinerant electron hops between B-type cations, like 

from an Mn3+ (B1) ion to an Mn4+ (B2) ion, the spins become aligned, resulting in an FM 

interaction [36]. This ferromagnetism can lend metallicity to mixed valence ion state cases. This 

https://www.zotero.org/google-docs/?lbnHbl
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process is energetically favorable, driving the system toward an FM ground state. The strength of 

the double exchange interactions is influenced by the degree of overlap between the electron 

orbitals of the participating ions and the energy gain is associated with spin alignment. This 

phenomenon not only dictates their magnetic order but also contributes to intriguing phenomena 

like colossal magnetoresistance (CMR) [37], [38]. Superexchange often occurs in materials with 

partially covalent bonding between the magnetic and non-magnetic ions, as depicted in Figure 1.8. 

This covalent bonding facilitates the overlap of electron orbitals and the hopping of electrons 

between neighboring ions while obeying Pauli’s exclusion rules. Depending on the relative 

orientations of the magnetic moments on neighboring ions, superexchange can result in either FM 

or AFM ordering. It is to be noted the AFM superexchange interactions in Cases 1 and 2 are 

stronger than the FM superexchange in Case 3 [39], [40], [41], [42]. Moreover, combined with these 

exchange interactions, crystal field effects, and lattice distortion influences on the overall magnetic 

behavior of manganites, they are a fascinating class of materials for fundamental studies and 

practical applications for spintronics. 

1.3 La₀.₇Sr₀.₃MnO₃ (LSMO) complex oxide  

Notable among the mixed valence manganite for its double exchange and CMR is  La1−xSrxMnO3,  

a “half-metallic ferromagnet” with a maximum Tc  ~ 360 K for x= 0.3 [43], [44]. The wide variety 

of structural, electronic, and magnetic phases that LSMO exhibits is provided in Figure 1.9.  

https://www.zotero.org/google-docs/?55Yf8f
https://www.zotero.org/google-docs/?Sdz4bN
https://www.zotero.org/google-docs/?4XXCmL
https://www.zotero.org/google-docs/?LyDF6j
https://www.zotero.org/google-docs/?5kZYcr
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Fig 1.9. Phase diagram of single-crystalline La1-xSrxMnO3 as a function of Sr-doping concentration, x, and 

temperature, T [45]. Information about the structural, magnetic, and electronic properties are given with the 

following symbols. Structure: O – orthorhombic, O’ – Jahn-Teller distorted orthorhombic, O’’ – orbital-

ordered orthorhombic, R – rhombohedral, T – tetragonal, Mc – monoclinic, H – hexagonal. Electronic state: 

M – metallic, I – insulating. Magnetic ordering: FM – ferromagnetic, PM – paramagnetic, SR – short-

ranged order, PS – phase separated, AFM – antiferromagnetic with A-, C-, or G-type moment ordering 

 

The unique characteristics in stoichiometric La₀.₇Sr₀.₃MnO₃ (LSMO) are crucial in advancing 

spintronics, particularly in achieving 100% spin polarization at the EF. Its half-metallic behavior 

ensures that one of the spin bands completely lacks states at EF, while the other remains fully 

populated and attains maximal spin polarization [46]. Moreover, the development of MTJs for 

non-volatile memory applications has pioneered the concept of tunnel magnetoresistance (TMR), 

quantified by Jullière’s expression [47]: 

TMR = 
𝑅𝐴𝑃 − 𝑅𝑃

𝑅𝑃
,                     (Equation 1.3) 

https://www.zotero.org/google-docs/?mVJM1e
https://www.zotero.org/google-docs/?mVJM1e
https://www.zotero.org/google-docs/?mVJM1e
https://www.zotero.org/google-docs/?8HcBs1
https://www.zotero.org/google-docs/?8HcBs1
https://www.zotero.org/google-docs/?8HcBs1
https://www.zotero.org/google-docs/?UTBE87
https://www.zotero.org/google-docs/?UTBE87
https://www.zotero.org/google-docs/?UTBE87
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where RAP is the electrical resistance in the antiparallel state, and 𝑅P is the resistance in the parallel 

state. This concept builds on the spin-dependent transport properties of materials like LSMO  due 

to the relative alignment or misalignment of magnetic moments in the adjacent layers [48]. The 

concept of TMR is intricately linked to the spin-polarized transport of electrons and hence, crucial 

in spintronic applications. LSMO is a perovskite structure that can accommodate an extensive 

range of atoms into various atomic positions, as shown in Figure 1.5. LSMO exhibits unique 

charge transport and magnetic properties influenced by dopant size and content, which determine 

the tolerance factor. When Sr2+ ions replace La3+ ions in the parent LaMnO3, an insulating AFM 

material [49], it converts Mn3+ ions to Mn4+ ions and subsequent ferromagnetism through the 

double exchange mechanism, illustrated in Figure 1.8. This induces itinerant holes, causing carrier 

delocalization in the FM phase at a doping concentration around x = 0.3. The hopping probability 

(t) of carriers is influenced by the alignment of manganese spins. Temperature-dependent 

behaviors, such as the metal-insulator transition (TMI), are attributed to the double exchange 

mechanism and the localization of itinerant carriers by Jahn-Teller distortions of the oxygen 

octahedron surrounding each Mn ion (Figure 1.10). These distortions arise from the spontaneous 

tendency of trivalent Mn3+ ions to lift orbital degeneracy. 

https://www.zotero.org/google-docs/?ob7YZb
https://www.zotero.org/google-docs/?ob7YZb
https://www.zotero.org/google-docs/?ob7YZb
https://www.zotero.org/google-docs/?nhVf1M
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Fig. 1.10. (a) Schematic of crystal field splitting of Mn ions proposed by C. Zener [33]. (b) Energy diagram 

of the orbitals of a free transition metal in an octahedron crystal field formed by O atoms, and in an 

octahedron with distortion (Jahn-Teller effect) as adapted from Ref [51]. The Right panel shows a schematic 

illustration of the density of states of LSMO [52].  

 

This model explains conductivity below the Tc and high resistivity around the TMI and the CMR, 

characterized by a huge peak in magnetoresistance [38],[52]. This, combined with a high STT 

efficiency [53], makes LSMO-based structures promising candidates for exploring 

micromagnetism, where spin-textures could be manipulated to develop spintronic applications 

[54]. 

An extremely relevant factor in this mix is LSMO’s ‘magnetocrystalline anisotropy’ (MCA), 

which occurs when the crystal lattice of an object influences its preferred direction for 

magnetization (described further in Section 3.1.3). Several half-metallic materials like CrO2, 

exhibit large magnetocrystalline anisotropies and have been investigated for ease of controlling 

magnetic domains [45], [55]. However, controlling magnetic anisotropies in a materials system 

with MCA like LSMO (K1/MS ∼ −0.01 T) remains unresolved. With a Tc ~ 360 K and promising 

https://www.zotero.org/google-docs/?hWoan0
https://www.zotero.org/google-docs/?7f3UC6
https://www.zotero.org/google-docs/?7f3UC6
https://www.zotero.org/google-docs/?7f3UC6
https://www.zotero.org/google-docs/?Nas7uP
https://www.zotero.org/google-docs/?Nas7uP
https://www.zotero.org/google-docs/?Nas7uP
https://www.zotero.org/google-docs/?wfmIDa
https://www.zotero.org/google-docs/?uNwoRh
https://www.zotero.org/google-docs/?MrBscJ
https://www.zotero.org/google-docs/?vYEjAx
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magneto-transport properties discussed above, epitaxially grown LSMO thin films are particularly 

favorable candidates to explore for tailoring of spin structure. This idea is the principal motivation 

behind designing LSMO-based micromagnets and probing their magnetic behavior in this thesis 

work. While the physical width of the domains is controlled by the exchange and MCA energies, 

the driving force behind the formation of the domains in micromagnets with varying shapes and 

sizes is the ‘magnetostatic energy.’ Represented in Figure 1.11, adding additional domains going 

from Figure 1.11 (a) to (c) allows the magnetic material to minimize its total magnetostatic energy 

(or ‘stray fields’ shown in blue lines) by redistributing magnetic flux. Demagnetizing fields arise 

due to the tendency of magnetic domains to align in a manner that reduces the overall 

magnetostatic energy of the system. These fields exert forces on the magnetic domains, influencing 

their orientation and distribution within the material. Furthermore, the energetic landscape carved 

by a specific combination of demagnetizing fields and MCA complicates the behavior of magnetic 

materials.  

 

Fig. 1.11 Illustration of emanating magnetic fields (in light blue arrows) around domains (dark blue arrows) 

that have preferred orientations of the magnetization vector. (a)-(c) depicts a growing number of domains 

decreasing stray fields. 
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In LSMO films, the orientation of magnetocrystalline axes plays a crucial role in determining the 

material's magnetic properties. The difference in energy associated with magnetization along the 

“hard” and “easy” axes defines the magnetocrystalline energy for a material system; easy refers to 

the preferred direction of magnetization. To minimize this energy, magnetic domains form in a 

way that aligns their magnetizations along the easy crystallographic directions. For bulk LSMO, 

[100] and [110] directions correspond to easy and hard axes, respectively [56].  Under small tensile 

strain, LSMO thin film is known to have <110> directions as the easy axes [57]. Illustrated in 

Figure 1.12, examining hysteresis loops obtained under different magnetic field orientations, one 

can associate remnant magnetization as an indicator of the easy directions. Typically, remnant 

magnetization is higher along the easy axis in a hysteresis loop considering the material’s magnetic 

domains align more readily in this direction hence, requiring less external magnetic field to achieve 

saturation magnetization. Conversely, along the hard axis, remanent magnetization is lower due to 

the increased difficulty in aligning the domains. ‘Coercivity’ is a fundamental property of magnetic 

materials that measures their resistance to demagnetization. It represents the intensity of an 

external magnetic field required to reduce the material's magnetization to zero after fully 

magnetizing it in a specific direction. Figure 1.12 shows a higher remnant magnetization for the 

easy direction, however, the presence of defects that often pin domain walls, may increase 

coercivity, thus, influencing MCA directions.  

https://www.zotero.org/google-docs/?PedBKh
https://www.zotero.org/google-docs/?bH0AxV
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Fig 1.12 The magnetic hysteresis (M-H) loops of a coherently strained LSMO thin film (25 nm) along hard 

and easy directions adapted from Ref. [58]. Depending on the crystallographic orientation of the sample in 

the magnetic field, the magnetization reaches saturation in the two different anisotropy fields– hard and 

easy axes. The inset shows the magnetization measured up to full saturation.  

 

In the context of magnetization, work is necessary to rotate moments away from their easy axis, 

quantifying the definition of MCA energy, denoted as EK. For a cubic crystal structure, the 

expression for EK is as follows: 

EK = K0 + K1 (α1
2 α2

2 + α2
2α3

2 + α1
2α3

2 ) + K2 (α1
2α2

2α3
2) + …       (Equation 1.4) 

Here, K0, K1, and K2 represent magnetocrystalline anisotropy constants, while the α values 

correspond to the cosines of angles between crystallographic axes and the magnetic saturation 

direction. Notably, K0 remains orientation-independent and is effectively disregarded when 

comparing properties across different directions. Typically, K2 is negligible in cubic crystals. 

Hence, K1 is the primary determinant quantifying magnetocrystalline anisotropy. This context will 

be further enunciated in Section 2.1 for Micromagnetic Simulations in Chapter 2, corroborating 

quantitative techniques applied in this research.  

https://www.zotero.org/google-docs/?XR4HTS
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Recent research has focused on identifying materials and structural configurations conducive to 

integrating magnetic domain features like ‘skyrmions’ into functional devices [59]. One avenue of 

exploration involves the development of specially crafted metal heterostructures featuring spatially 

divergent spin−orbit torque. Additionally, efforts have been made to embed a magnetic “vortex” 

within a perpendicular spin environment. Despite these advancements, a comprehensive 

understanding of the spatial distribution of fundamental magnetic characteristics in 

nano/microstructures remains largely untapped. This is particularly pertinent in various material 

categories, with complex oxides especially sensitive to lattice strains, as functional properties are 

intricately linked to their structural properties.  

The profound impact of magnetic anisotropies because of varying geometry in LSMO 

micromagnets can play a crucial role as an additional tunability parameter in stabilizing spin-based 

magnetic memory devices. In this context, domain patterns observed in LSMO circular 

micromagnets by Lee et al. [60] paint a dramatic energetic landscape where domain patterns tend 

to align themselves along specific crystallographic directions to minimize the system's overall 

energy. This study looked into the magnetic domain characterization of LSMO-based 

micromagnets of varying geometry and obtained interesting insights into the balance of MCA.  The 

results on chiral domain patterns and magnetic anisotropy potentially render them highly appealing 

for applications in nanoscale spintronic devices or in building magneto-logic devices which require 

information to be encoded in a resulting magnetic configuration or by using magnetic domains as 

the fundamental unit for memory storage. In this thesis, I will address the micromagnetic domain 

evolution observed in patterned LSMO thin films, specifically probing into the magnetic domain 

formations in a ‘donut’ geometry of LSMO micromagnets. The donut pattern was fabricated to 

remove the magnet domains' central vortex core- a characteristic feature of the chiral flux closure 

https://www.zotero.org/google-docs/?dlIN5w
https://www.zotero.org/google-docs/?tzGolL
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domain patterns observed by Lee et al. in the circular discs that do contain a central hole. This 

donut geometry and the observed domain patterns add to the complexities of the spatial magnetism 

of the LSMO micromagnets (namely, magnetocrystalline anisotropy) that was previously 

observed. Hence, a quantitative characterization framework comprising of experimental and 

simulation techniques has been laid out in this thesis to understand the micromagnetism-driven 

spatial variation of magnetocrystalline anisotropy and their correlation with the thin film 

properties.  

1.4 Summary 

This chapter outlines the magnetism in complex oxide perovskites and sets the stage for deep 

diving into magnetic textures and their behavior at micro/nano scales. Chapter 2 describes various 

experimental techniques that serve as a tool kit to probe the magnetism of epitaxial thin films, 

namely crystalline single-layer LSMO. High-end magnetic domain imaging techniques like 

photoemission electron microscopy (PEEM)-based X-ray magnetic circular dichroism (XMCD) 

on patterned films unravel the intricacies of these domain textures, while computational methods 

enable characterization of these vortex textures and determination of the spatial distribution of 

magnetic energies. Chapter 3 will further delve into describing unique spin textures observed in 

circular micromagnets of LSMO, along with a qualitative description of the magnetic anisotropy 

state governing the formation of domain patterns. Building on the research done by Lee et al., 

Chapter 4 presents a comprehensive discussion of analyses derived from experiments, 

micromagnetic simulations, and quantitative image analysis operations performed on spin textures 

observed in ‘donut’ shaped LSMO micromagnets. Finally, Chapter 5 provides objectives for future 

work and an outlook on this research work.    
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Chapter 2: Experimental and Computational Techniques 

 

The experimental techniques in this research are the growth of LSMO thin films, patterning arrays 

of micromagnetic islands on the film, and scientific investigation of their magnetic spin textures. 

High-quality fabrication techniques like pulsed laser deposition employed in this work impart 

structural and compositional characteristics to growing complex oxide thin films and pave the way 

for using element-specific and magnetically sensitive soft x-ray spectroscopic techniques to probe 

their spin textures. The process of shaping micromagnetic structures onto thin films involves finely 

controlling the dimensions and arrangement of these structures at the micro/nanoscale. In this 

context, the goal was to engineer micromagnetic islands to facilitate the emergence and 

manipulation of magnetic domains within the LSMO thin films by using an ion-implantation-based  

patterning technique. This work involves not only controlling the physical dimensions and 

geometry of the microstructures but also ensuring their alignment and arrangement to influence 

the magnetic behavior of the material system. Micromagnetic simulations were performed to 

corroborate our understanding of quantitative aspects of magnetization and gauge the balance of 

the magnetic energetics in the imaged domain textures. 

2.1 Pulsed Laser Deposition 

The key to probing spin textures in material systems like complex oxides with specific magnetic 

properties lies in the synthesis technique that offers precise control over composition, thickness, 

and crystal structure. Growing high-quality thin films (in other words, a layer of a material with 

one dimension in the nanoscale) directly contributes to the ordered arrangement of atoms in crystal 
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systems responsible for the propagation of electronic and magnetic properties in conjunction with 

the crystallographic alignment of the substrate used. Thin films can experience strain due to lattice 

mismatch with the growth substrate [61]. This strain can significantly influence the structural, 

electronic, and magnetic properties of the thin film, leading to phenomena such as strain-induced 

phase transitions, enhanced carrier mobility, and modified magnetic ordering [62], [63], [64]. This 

strain is quantified by the lattice mismatch in the following relationship, 

ε = 
(𝑎𝑒 – 𝑎𝑚)

𝑎𝑒
         (Equation 2.1) 

ae and am are the lattice parameters of the unconstrained epilayer and matrix in a plane parallel to 

the interface. However, increasing the extent of misfit or thickness of films also increases the 

potential for developing defects/dislocations thus, deteriorating crystalline quality. Coherently 

strained thin films are crystalline layers of material grown on a substrate in such a way that their 

crystal lattice structure aligns in-plane with that of the substrate as shown in Figure 2.1. This 

alignment, known as epitaxy, results in a high degree of structural order and orientation of single 

crystals, making epitaxial thin films distinct from polycrystalline or amorphous films [65][66]. By 

carefully selecting substrates and growth conditions, several growth techniques exploit strain 

engineering capabilities to tune lattice properties [67], [68].  

 

 

 

https://www.zotero.org/google-docs/?awwoU8
https://www.zotero.org/google-docs/?ZmLMJG
https://www.zotero.org/google-docs/?DoHPZC
https://www.zotero.org/google-docs/?B7FB5B
https://www.zotero.org/google-docs/?Gl413R
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Fig 2.1 Illustration of the epitaxial growth process on a substrate (in blue) showing strain generation by 

lattice mismatch in thin films. Coherent strain arises from the lattice structure of the grown layer (in red) 

when heteroepitaxy occurs on a lattice-mismatched substrate (in blue). As shown, assuming cubic unit cells 

for the substrate, a biaxial strain can be induced in the grown film resulting in the expansion of the out-of-

plane lattice parameter (tetragonal distortion). Relaxed strain occurs when a film's thickness exceeds the 

critical level in heteroepitaxy, the lattice undergoes relaxation, leading to changes in the average lattice 

strain. This relaxation is generally caused by the introduction of lattice imperfections, such as dislocations 

and defects, which result in a mixed strain state that can diminish the impact of pure elastic strain.  
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Fig 2.2 Schematic of PLD growth chamber [69].  

Pulsed laser deposition (PLD) illustrated in Figure 2.2 is one such growth technique working on 

the principles of physical vapor deposition wherein a high-energy excimer laser pulse ablates 

material from a target, which is then deposited onto a substrate to form a thin film. This process 

offers several advantages for the growth of complex oxide thin films, namely the deposition of 

materials with diverse compositions, including complex oxides with multiple elements, while 

maintaining stoichiometry. The energetic laser pulse efficiently transfers material from the target 

to the substrate, preserving the chemical composition of the deposited film and aligning its in-

plane crystallographic orientation by appropriately selecting a combination of material and 

deposition conditions. This step is crucial for complex oxide thin films, where precise 

stoichiometry is often necessary to achieve desired magnetic properties useful for emergent 

spintronic applications as discussed in Section 1.2.  The body of work carried out towards this 

thesis specifically focuses on forming a coherent single crystal thin film (40 nm) of La0.7Sr0.3MnO3 

grown using PLD on an as recieved (001)-oriented Nb-doped SrTiO3 (Nb:STO) substrate. The 

choice of substrate depends on the close relationship of its crystal structure with that of a specific 

https://www.zotero.org/google-docs/?EBhYKF
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target material [61], [70]. In this case, the perovskite crystal structure of LSMO with a pseudo-

cubic lattice parameter of 3.889 Å has a similar unit cell size and crystal structure as that of STO 

with a lattice parameter of 3.905 Å [71], [72]. If the lattice parameter of the target material exceeds 

that of the substrate, the thin film will experience compressive strain in-plane and tensile strain 

out-of-plane. The selection of the termination on the STO substrate can significantly influence the 

physical and chemical characteristics of LSMO film. STO substrates in the [001] direction can 

exhibit two possible terminations, consisting of alternating layers of SrO and TiO2 (depicted in 

Figure 2.3). The literature demonstrates that for achieving a smooth and epitaxial film, a single-

terminated substrate is preferable [73]. In bulk, Ti exhibits a coordination number of six, while on 

the surface, it decreases to five. Conversely, Sr possesses a coordination number of 12 in bulk and 

eight on the surface. The disparity in coordination numbers implies that the TiO2 surface is more 

stable compared to the SrO surface, as fewer atomic bonds are disrupted at the TiO2 surface. This 

enhanced stability facilitates smoother film growth and promotes epitaxy. Given that in either case, 

for the as-received (001)-oriented STO substrate any chemical-based surface characterization can 

disrupt the material integrity, substrate sonication in organic solvents is carried out to clean the 

substrate surface. 

 

Fig 2.3 Schematic view of SrTiO3 substrate with TiO2 (a) and SrO (b) terminations [73]. 

 

https://www.zotero.org/google-docs/?8SZTOV
https://www.zotero.org/google-docs/?GydnNm
https://www.zotero.org/google-docs/?mLyggm
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The deposition process in a PLD chamber is carried out in an ultra-high vacuum condition given 

an intermediate temperature range from 500 ℃ to 800 ℃. In this setup, laser pulses of varying 

repetition rates are utilized to generate plasma from the material intended for deposition onto a 

substrate. Optical lenses guide the laser beam to the surface of the target, with both the target and 

substrate positioned on rotational holders within a vacuum chamber. Gas and pump valves are 

integrated into the chamber to regulate the introduction and management of gas background levels. 

Additionally, a high-energy electron diffraction (RHEED) reflection system can be incorporated 

into the chamber to monitor the growth process. To initiate film fabrication from the target 

material, precise focusing of the laser beam onto a small volume of the target is essential. The high 

energy density of the absorbed laser beam leads to thermal evaporation of the target material, 

resulting in the creation of vapor. Continuous absorption of laser energy results in the formation 

of a dense plasma (or plume), comprising of high-energy atomic, diatomic, and other low-mass 

species from the target material. Collision events within the plume, occurring in proximity, 

typically a few inches to the target surface, yield a well-oriented plume that is perpendicular to the 

target surface.  

The material deposited onto the substrate retains the composition of the target material by 

stoichiometric transfer. Notably, the energetic nature of the plume facilitates reactions with the gas 

environment present in the chamber. Depending on the specific gas introduced, which could 

include oxygen, nitrogen, or hydrogen, various compounds such as oxides, nitrides, and hydrides 

can form during the deposition process. Specifically for the complex oxide film, oxygen pressure 

is set on the order of hundreds of mtorr (~ 300 mtorr for the sample discussed in this thesis) that 

achieves a desirable O2 gas species reaction with the ablated material and minimizes oxygen 

vacancy formation. PLD chambers often allow for the rotation of the substrate to ensure an even 
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film growth. Following this, the target was also rotated to avoid re-ablating the same region and 

ultimately avoid particulate formation.  

During epitaxial growth using PLD, various growth modes can occur, dictated by the equilibrium 

of interfacial energies among the film material, substrate, and the atmosphere within the growth 

chamber. In the process of physical vapor deposition, the material vaporized from the target 

adheres to the substrate surface. Subsequently, the adatoms diffuse across the surface and 

aggregate to form clusters. The specific types of clusters formed are contingent upon the 

equilibrium between the energies at the substrate-atmosphere (γs-a), film-atmosphere (γf-a), and 

substrate-film (γs-f) interfaces. Describing the film as a droplet allows for the characterization of 

this energetic equilibrium using Young’s equation: 

γf−acosθ + γs−f  = γs−a          (Equation 2.2) 

Here, θ represents the contact angle formed by the droplet on the substrate. The degree to which 

the film material wets the surface, indicated by the value of θ, is influenced by the balance of 

interfacial energies. When θ equals 0°, the film adatoms fully wet the substrate surface, allowing 

for either layer-by-layer or step-flow growth modes. These modes illustrated in Figure 2.4 involve 

the sequential growth of individual monolayers, which is optimal for epitaxial thin film growth. In 

the layer-by-layer mode, monolayers result from the growth of 2D islands of adatoms that 

eventually coalesce into a single monolayer. In contrast, during step-flow mode, monolayers may 

nucleate at steps between atomic planes formed by non-flat substrates, with the growth front 

advancing away from the step. Conversely, if θ is greater than 0°, adatoms tend to aggregate into 

islands, leading to a three-dimensional island growth mode. The final growth mode, Stranski-

Krastanov growth, commences with layer-by-layer growth near the substrate surface and 
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transitions to island growth beyond a critical thickness, determined by the epitaxial strain within 

the film [74]. 

 

Fig 2.4 Film growth modes in pulsed laser deposition: (a) Frank-‐van der Merwe, or layer-by-layer growth; 

(b) Volmer-‐Weber, or island growth; (c) Stranski-‐Krastanov, or mixed growth; and (d) step-‐flow 

growth[75].  

 

Additionally, variations in the laser energy density, also referred to as laser fluence can influence 

the kinetic energy of the ablated species and their subsequent interaction with the substrate surface, 

affecting the nucleation and growth mechanisms of the LSMO thin films. If the fluence is 

insufficiently high, the deposition process will be influenced primarily by partial pressure, 

hindering the transfer of material in a stoichiometric manner. Conversely, elevating the fluence 

heightens the probability of particulate emission from the target, potentially leading to the 

embedding of particulates within the film and consequently diminishing its quality. In the case of 

LSMO films, a fluence of approximately 1 J/cm2 produced thin films exhibiting structural and 

magnetic characteristics in line with previous literature findings. This was confirmed with the 

XMCD signal  

https://www.zotero.org/google-docs/?zx64sA
https://www.zotero.org/google-docs/?0NcdeN
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2.2 Micromagnetic Patterning 

Following the epitaxial film growth process, the LSMO thin film was subjected to an Ar-ion-

implantation-based technique developed by Takamura et al. [76]  for lithographically patterning 

arrays of micromagnetic islands of a specified geometry. Figure 2.5 a-d shows a schematic 

overview of the patterning process. 

 

Fig 2.5 Illustration of the Ar ion implantation-based patterning process for perovskite thin films [106]. (a) 

Perovskite thin film grown via PLD. (b) A hard mask was created atop the thin film using electron beam 

lithography and lift-off. (c) Flood Ar ion implantation was applied to the entire sample, exposing regions 

not shielded by the Cr hard mask to the ion flux. (d) Acid-wet etching removes the Cr mask, revealing the 

protected magnetic perovskite film surrounded by the Ar-ion-exposed film rendered amorphous and non-

magnetic. 

 

The process of patterning a PLD-grown oxide sample commences with spin-coating a positive 

tone resist, ZEP 520 onto the sample surface, followed by employing electron beam lithography 

to define intricate patterns within the resist. Afterward, the resist is developed, selectively 

removing the regions exposed to the electron beam in a solution. A subsequent step involves 

depositing a ~70 nm thick chromium (Cr) layer onto the sample surface via thermal evaporation. 

Any excess Cr deposited atop the resist is then eliminated through a lift-off cleaning procedure, 

resulting in the retention of a Cr hard mask bearing the originally defined patterns from electron 

https://www.zotero.org/google-docs/?cswzLY
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beam lithography, as illustrated in Figure 2.5(b). The sample then undergoes argon implantation 

with a dose of 1015 Ar/cm2 and an energy of 50 keV, effectively rendering any exposed perovskite 

oxide film amorphous and non-magnetic (depicted as light-yellow regions in Figure 2.5(d)). 

Notably, regions shielded by the Cr hard mask remain unaffected by the ion implantation (depicted 

as green regions in Figure 2.5(d)), with the thickness of the Cr layer carefully chosen to prevent 

Ar ion penetration into the oxide thin film. Finally, the Cr hard mask is removed using an acetic-

acid-based wet etching process by using Microchrome Technology’s CEA-‐100 chromium 

etchant: a blend of 10% acetic acid, 21% ceric ammonium nitrate, and the remainder water. The 

specific parameters of the Cr mask thickness and implantation energy are optimized for a film 

thickness of approximately 40 nm.  

The ion implantation procedure primarily constrains the resolution of this patterning process. 

During ion implantation, ions entering the sample collide with the material's atoms, resulting in 

multiple changes in ion trajectory, a phenomenon known as straggle. Consequently, the straggle 

causes the ion beam to produce an irradiation profile within the material resembling a bulb shape 

rather than a cylindrical column. As a result, the material beneath the Cr hard mask may incur 

damage from incoming Ar ions. Predicting the extent of straggle and ion-material interaction is 

possible through simulations utilizing a software package called Stopping and Range of Ions in 

Matter (SRIM). Predictive analyses, such as those conducted by Lee et al. [60], suggest that 

implantation-induced defects can propagate approximately 35 nm beneath the Cr mask for a 40 

nm thick film. However, in principle, the resolution needed for probing the lateral propagation of 

defects can be enhanced by utilizing lower implantation energies. SRIM simulations can also aid 

in determining the optimal Cr mask thickness and implantation energies for films of varying 

thicknesses. Interestingly, the ion implantation process is likely to cause alterations in the film's 

https://www.zotero.org/google-docs/?TEJRbD
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strain states, resulting in changes to magnetization, resistivity, and Curie temperature of LSMO. 

Atomic force microscopy (AFM) analyses have earlier revealed an expansion of the matrix in 

comparison to the unpatterned region, estimated at approximately 10 nm or roughly 25% of the 

original thickness of the film [77]. Notably, the perimeter of the patterned region exhibits an 

elevated profile, raising the hypothesis regarding the influence of this 'lip' on the strain distribution 

and magnetic properties in the vicinity of the microstructure's edges. 

2.3 Thin Film Magnetism 

2.3.1 X-ray Absorption Spectroscopy 

X-ray absorption (XA) spectroscopy is a powerful tool for probing the intricate chemical, 

electronic, and magnetic properties within a sample. In XA spectroscopy, illustrated in Figure 2.6, 

the quantification of X-ray absorption gauges the sample's absorption cross-section as the photon 

energy undergoes systematic variation, often facilitated by advanced monochromators employed 

at a synchrotron source. As the photon energy aligns with the requisite energy threshold to prompt 

the transition of a core-level electron to a valence-level hole, depicted in Figure 2.6, the sample 

exhibits a pronounced resonance. These resonant absorptions manifest as discernible peaks within 

the XA spectrum, their shapes and positions encoding information regarding the chemistry and 

localized bonding environments inherent to the studied material. Through the analysis of these 

peak features, XA spectroscopy furnishes an understanding of the fundamental electronic 

structures underpinning the material's properties.  

 

https://www.zotero.org/google-docs/?MFYTvm
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Fig 2.6 (a) Mn L-edge XA curves of LSMO films with different thicknesses [78]. (b) Schematic of an x-

ray-induced excitation of a core-level electron into an empty 3d valence state. Adapted from Ref. [79]. 

 

In the investigation of 3d transition metal oxides conducted in this thesis, a strong absorption signal 

is discerned via the electronic excitation from the 2p to 3d energy levels,  commonly referred to as 

the L-edge transition and notably observed within the soft X-ray photon energy spectrum, typically 

spanning from 400-1000 electron volts (eV) [80]. Among the several mechanisms exploiting X-

ray-induced electronic excitations in XA spectroscopy, a set of methods exists to quantify the 

absorption signal. Each mode offers distinct insights into the relaxation mechanisms following 

electron excitation, crucial for understanding the properties of a 3d transition metal perovskite. 

Notably, in the total electron yield (TEY) mode, the secondary electrons emitted from the sample 

due to X-ray excitation are detected. This mode provides a comprehensive view of the electronic 

structure and surface sensitivity, making it particularly useful for probing the topmost layers (the 

top 5-10 nm of the sample as limited by the electron escape depth) of the material and is relevant 

to the work done in this thesis. Upon excitation, electrons are promoted to higher energy states, 

leaving behind core-level holes. The relaxation process involves the recombination of these excited 

https://www.zotero.org/google-docs/?AZYVOR
https://www.zotero.org/google-docs/?WNC7W2
https://www.zotero.org/google-docs/?8tpunP
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electrons with the core-level holes, releasing energy in the form of Auger electrons or secondary 

electrons. The detection of these emitted electrons in TEY mode allows for the characterization of 

the relaxation dynamics and electronic transitions occurring within the material [81].  

In this study, synchrotron X-rays were harnessed from undulator insertion devices with 

sophisticated arrangements of permanent dipole magnets arranged along track-like structures 

within synchrotron storage rings. These undulators induce electron beam undulation, thereby 

stimulating the emission of X-rays. Fine-tuning of photon energy and polarization is achieved 

through adjustments in the gap size between undulator tracks and the phase between dipole 

structures. Subsequently, the emitted X-rays traverse a series of monochromators, focusing 

mirrors, and apertures before reaching the experimental end stations. Specifically, this research 

utilizes soft x-rays from the Advanced Light Source (ALS), at via undulator beamlines (BL) 4.0.2 

for x-ray magnetic circular dichroism (XMCD) spectroscopy, and BL 11.0.1.1 for x-ray 

photoemission electron microscopy (X-PEEM), as elaborated in subsequent sections. 

2.3.2 X-ray Magnetic Circular Dichroism 

X-rays possess the ability to be polarized, exhibiting right-circular/left-circular (RCP/LCP), or 

linear polarization. When exposed to RCP/LCP X-rays, which possess opposing angular 

momentum, an electron of a specific spin absorbs the momentum. Each polarization yields a 

distinct spectrum, and the disparity between these spectra constitutes the XMCD spectrum. This 

spectroscopic technique is particularly invaluable for probing the magnetic properties of materials 

such as LSMO at the Fermi level [82]. Depicted in Figure 2.7 is a schematic representation of an 

XMCD spectrum in conjunction with XA measurements.  

https://www.zotero.org/google-docs/?kwMgro
https://www.zotero.org/google-docs/?ni3LLI


 

35 
 

 

Fig 2.7 (a) Schematic of the circular-polarization-dependent electron excitation for a given example of the 

2p core level to 3d valence states transition [83]. (b) XA and XMCD spectra of Mn at L edge for an 

LSMO/STO film at 80 K. The dichroism is given Δμ = μ+ (LCP) - μ−(RCP) [84]. 

 

XMCD was first applied to ferromagnetic domain imaging in a pioneering work in 1993 (Stohr. et 

al. [85]). The strength of the XMCD signal, represented by IXMCD, in a magnetically saturated (i.e., 

magnetized with an external field) isotropic system, follows a scaling law given by, 

 IXMCD ∝ mcos θ                    (Equation 2.3)  

where θ denotes the angle between the X-ray beam and the magnetic moment m, with m 

representing its magnitude. This mathematical relationship underscores how the XMCD signal 

reflects the net magnetic ordering within the region probed by the X-ray beam. Maximum XMCD 

signal occurs when the sample's magnetization aligns parallel or antiparallel to the X-ray helicity. 

The relationship between the two peaks observed in the XMCD spectrum is governed by sum rules 

in the illustration of Figure 2.8, establishing a connection between the area encompassed by the L3 

https://www.zotero.org/google-docs/?itow9M
https://www.zotero.org/google-docs/?YoEBdU
https://www.zotero.org/google-docs/?3e4LJa
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and L2 XMCD regions. This connection is contingent upon the magnitude of the system's spin (ms) 

and orbital (mo) moments. 

 

Fig 2.8 A summary of XA/XMCD sum rules for a (a) density of state and spectral detail states shown at 

Fermi level given by (b) spin moment sum (ms) and (c) orbital moment sum (mo). Adapted from Ref. [86] 

 

Consequently, XMCD spectroscopy experiments typically involve the application of a saturating 

magnetic field, such as in the case of LSMO where Hc is approximately 50 Oe [56]. XMCD serves 

a dual role, facilitating both spectroscopic and magnetometric measurements of a sample, as its 

signal strength depends on the net magnetization. The distinctive line shapes observed in XMCD 

spectra provide insights into the elements and their valence states that contribute to magnetism. 

By combining XA and XMCD measurements, a correlation is established between the electronic 

structure of the material with its magnetic behavior. The XA spectrum offers insights into the 

valence states and bonding configurations of the atoms, while the XMCD spectrum reveals the 

magnetic ordering and spin orientations within the material. 

https://www.zotero.org/google-docs/?rhNWKJ
https://www.zotero.org/google-docs/?QndYze
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2.3.3 X-ray Photoemission Electron Microscopy 

At the intersection of spectroscopy and microscopy lies the need to delve into the spatial features 

of sample chemistry and magnetic ordering. While spectroscopy offers valuable insights, its 

information is spatially averaged over the region illuminated by the X-ray beam. Microscopy 

techniques come into play to unlock these spatial variations within a sample, and one such 

powerful method is X-ray photoemission electron microscopy (X-PEEM). Functioning as a 

photon-in electron-out technique, X-PEEM employs an electron microscope to visualize the 

spatial distribution of electrons emitted from a sample under the influence of monochromatic X-

rays. This technique utilizes different contrast mechanisms depending on the wavelength of the 

radiation, offering insights into the elemental and chemical composition, as well as the electronic 

and magnetic properties of the material including any heterogeneity. One of the key applications 

of X-PEEM is magnetic domain imaging, which exploits strong X-ray magnetic dichroism effects, 

particularly at the L edges of magnetic 3d transition metals like Cr, Mn, Fe, Co, and Ni. X-PEEM 

facilitates the imaging of spatial variations in the TEY emission across the sample surface. 

Essentially, the observed contrast in X-PEEM images corresponds to the XA and XMCD signals, 

with additional contrast stemming from sample topography and variations in work function across 

the surface. X-PEEM stands out among other magnetic imaging techniques due to its surface 

sensitivity and element specificity, making it well-suited for investigating ultra-thin magnetic 

films, multi-layers, and alloys and not just limited to studying crystalline samples [87]. Unlike 

some high-resolution magnetic imaging techniques, X-PEEM is also sensitive to antiferromagnetic 

order when linearly polarized x-rays are used . With a typical spatial resolution of about 50–100 

nm for magnetic domain imaging, X-PEEM bridges the gap between Lorentz imaging in 

transmission electron microscopy and optical techniques such as magneto-optic Kerr microscopy. 

https://www.zotero.org/google-docs/?D9KfZO
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Fig. 2.9 Principle of X-PEEM microscope. Adapted from Ref. [88]  

 

A schematic representation of an X-PEEM microscope is illustrated in Figure 2.9. The contrast 

mechanism in X-PEEM is a multifaceted interplay of energy-dependent electron emission, sample 

properties, and sophisticated instrumentation. In addition to energy-based contrast mechanisms, 

X-PEEM benefits from advanced electron optics. Strong electric fields between the sample and 

the first microscope lens accelerate emitted electrons, which are then guided and magnified by a 

series of electrostatic or magnetic lenses. The back focal plane apertures serve a dual purpose: 

limiting the angular spread of transmitted electrons and acting as energy filters to minimize 

chromatic and spherical aberrations. These optics, combined with deflector and stigmator 

elements, ensure precise control over the electron beam, correcting for any mechanical 

misalignments and optimizing image quality. The contrast in X-PEEM is further enhanced by 

exploiting variations in the efficiency of electron emission across different regions of the sample. 

This efficiency can be influenced by factors such as local chemical composition, electronic states, 

https://www.zotero.org/google-docs/?Ckbg7n
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surface morphology, and magnetic properties. Moreover, the spatial resolution of X-PEEM is 

greatly influenced by the sampling depth of emitted electrons, which correlates with the mean free 

path of low-energy electrons within the material. This sampling depth enables the probing of 

surface structures and interfaces with exceptional detail, making X-PEEM utilization a force to 

reckon with for magnetic domain imaging and domain analyses presented further in Chapter 4.   

PEEM microscopes operate in three primary modes: (i) full-field imaging, (ii) local spectroscopy, 

and (iii) spectromicroscopy. Full-field imaging captures images at a fixed photon energy, offering 

an overview of the sample's surface. Local spectroscopy scans photon energy to acquire XA 

spectra in specific regions, utilizing X-PEEM's spatial resolution. Spectromicroscopy expands 

local spectroscopy to gather stacks of images across photon energies, forming a three-dimensional 

dataset, and integrating spatial and energy dimensions for comprehensive analysis of the sample's 

properties. For the LSMO sample, multiple X-PEEM images are captured while incrementally 

adjusting photon energy (approximately 0.2 eV steps) across the Mn L3 edge, exhibiting a strong 

XMCD signal. The X-ray's energy is then optimized for maximum XMCD signal strength, 

typically around 0.2 eV lower than the XA peak. At this fixed energy, X-PEEM images are 

acquired alternately with RCP and LCP. To isolate the XMCD signal, an asymmetry calculation 

is performed using the formula, 

𝐼𝑋𝑀𝐶𝐷 = 𝐼𝑅𝐶𝑃− 𝐼𝐿𝐶𝑃 /𝐼𝑅𝐶𝑃 + 𝐼𝐿𝐶P,         (Equation 2.4) 

where IRCP and ILCP represent intensities measured with RCP and LCP, respectively. This operation 

is depicted in Figure 2.10 to contextualize imaging of domain patterns using X-PEEM.  
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Fig 2.10 Principle of X-PEEM imaging done on an LSMO disc-shaped micromagnet with a diameter of 2 

μm at 32 K. (a) X-PEEM image of the micromagnet captured using circularly polarized x-rays (b) XMCD-

PEEM image calculated from the asymmetry equation showing contrasts in magnetic domains. The 

schematics depict the direction of x-rays relative to the orientation of magnetic moments with 

black/white/grey contrast corresponding with parallel (red arrow)/antiparallel (blue arrow)/ perpendicular 

(white arrows) directions respectively [60]. 

2.4 Micromagnetic Simulations 

Micromagnetic simulations serve as computational tools for modeling magnetic systems with 

characteristic spin textures by a continuum approximation of magnetic moments. These 

simulations are facilitated by versatile software packages like Object-Oriented Micromagnetic 

Framework (OOMMF) and MuMax3 [34], utilized in this thesis. Within these simulations, 

effective magnetic moments are approximated within user-defined unit cells or cuboids, 

considering their interactions with their six nearest neighbors. The process of magnetic relaxation 

is characterized by torque values derived from the Lifshiz-Landau-Gilbert framework [89], notably 

the Landau-Lifshitz torque, which accounts for the rotational dynamics of magnetic moments 

influenced by external fields, magnetostatic effects, exchange interactions, and thermal 

fluctuations. The iterative solution to the time-dependent equation of motion for a magnetic 

moment under an effective magnetic field is given by, 

 𝜕𝑴 𝜕𝑡 = 𝛾𝑴 × 𝑯𝑒𝑓𝑓 − 𝛼𝛾 𝑀𝑠𝑎𝑡 (𝑴 × (𝑴 × 𝑯𝑒𝑓𝑓))    (Equation 2.5) 

https://www.zotero.org/google-docs/?nuxCrg
https://www.zotero.org/google-docs/?Nn911J
https://www.zotero.org/google-docs/?cjwTKZ
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where γ is the gyromagnetic ratio, α is the empirical Gilbert damping parameter, and Heff is the 

effective field encompassing different magnetic energy contributions from the exchange and 

magnetocrystalline anisotropy terms (Hex and HMCA, respectively). The first term represents the 

precessional motion of M under a magnetic field while the second represents the damping of the 

M precession (i.e., a tendency for M to eventually reach its equilibrium orientation).  

Micromagnetic features undergo relaxation under zero-field conditions, employing numerical 

methods such as the GPU-accelerated Runge-Kutta (RK) solver [90]. Spin texture modeling is 

parameterized by film thickness, geometric shape of the sample, saturation magnetization (MS), 

magnetocrystalline anisotropy constant (K1), and exchange stiffness constant (AEx). The output of 

micromagnetic simulations manifests as a three-dimensional vector field representing the magnetic 

configuration of the system, amenable to further analysis and manipulation. It is often facilitated 

through tools such as Python programming language or MATLAB. Simulations discussed in 

section 3.2.4 and 4.2 are specifically performed with an RK45 MuMax solver (or the Dormand -

Prince method) offering a robust 5th-order error convergence.   

2.5 Summary 

The chapter describes the various experimental and computational techniques that govern the 

results of this investigation into micromagnetic domain textures of LSMO thin film. Chapters 3 

and 4 provide further scientific analysis into their magnetic behavior and theoretical insights 

formed from applying quantitative methods to these magnetic domain textures.    

https://www.zotero.org/google-docs/?X9a1S0
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Chapter 3:  LSMO Non-edible Micromagnetic ‘Donuts’ 

 

Exploring material systems for spintronics (detailed in Chapter 1) presents a fascinating tapestry 

of magnetic research and investigations into magnetization dynamics, topology, and emergent 

phenomena. Our capability to fashion these magnetic systems into micro/nanoscale structures 

gives an impetus to develop novel functionalities and drive the growth of magnetic memory. One 

such intriguing aspect of studying these microstructures is the unraveling of chiral magnetism at 

the nanoscale [91]. Chirality, characterized by the handedness of a spin texture, holds profound 

implications for magnetic phenomena, ranging from stability and dynamics to information 

encoding and functionality in spintronic devices as the spin moments form a flux enclosure. In 

particular, the presence of a vortex core within disc-shaped micromagnets, encapsulating a chiral 

spin configuration (Figure 3.1) offers unique opportunities in stable information encoding, 

dynamic manipulation, interaction studies, and sensor applications. 

   

Fig. 3.1 Micromagnetic simulations of a vortex structure gyration outside the point contact area in a nano-

pillar device [92]. 

 

Several research investigations have shed light on vortex core dynamics by engineering disc or 

circular micromagnets, since the groundbreaking work of Cowburn and Welland [93] on ‘circular 

dots’ of permalloy (Ni80Fe20) with a diameter ranging from 0.3 to 1 µm and 50 nm thickness. 

https://www.zotero.org/google-docs/?1v1eDs
https://www.zotero.org/google-docs/?JAD1cU
https://www.zotero.org/google-docs/?J4Vfm9
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Seminal studies by Novosad  et al. [94] and Buchanan et al.[95]  regarding vortex dynamics and 

chirality in magnetic nanostructures channeled a domino effect to the systematic research of vortex 

core dynamics, including precession, gyration, and manipulation through external fields like 

temperature or electric field [96], [97]. The core itself typically exhibits an out-of-plane 

orientation, termed polarity, where the magnetization points perpendicular to the plane of the 

material and is depicted in Figure 3.2. This perpendicular orientation can either be pointing 

upwards (as shown in Figure 3.2) or pointing downwards and lead to two different polarities in 

addition to the clockwise and counterclockwise chirality of the vortex structure, leading to four 

distinct states. 

 

Fig 3.2 A vortex core orientation with an out-of-plane polarity.  The electron spins in a magnetic vortex— 

clockwise or counterclockwise (depicted here with arrows). These polar orientations could form the units 

of multibit magnetic storage and spintronic systems.  

3.1 Domain Structure in LSMO-based Micromagnets  

Now imagine going a step further and being motivated by a ‘donut’. Creating micromagnetic 

structures in the shape of a donut is an intriguing study of chiral magnetism. The principle here is 

to physically remove the vortex core region in an otherwise circular magnet and observe the spin 

texture formation. This thesis elucidates the exhibition of chiral magnetism at the nanoscale in the 

https://www.zotero.org/google-docs/?5D5uln
https://www.zotero.org/google-docs/?97vSgD
https://www.zotero.org/google-docs/?tA3gZg
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absence of a vortex core in a 100-unit cell (40 nm) thick LSMO thin film patterned with circular 

micromagnetic islands with varying inner hole diameter (ID), which I will, hence, refer to as 

LSMO donuts. Quantitative image analysis of spin textures imaged with XMCD-PEEM is 

correlated with micromagnetic simulations performed using MuMax3 to extract local magnetic 

parameters - specifically, K1 constant and understand MCA energies. 

3.1.1 Motivation 

Previous magnetic investigations carried out by Dr. Michael Lee and Dr. Thomas Wynn from the 

Takamura Research Group looked into magnetic spin textures in LSMO micromagnets in a set of 

geometrical shapes: squares, diamonds, and circles with a 2 μm edge length/diameter [60]. The 

domain structure evolution in the various geometries was contingent on a delicate balance between 

magnetic energies, influenced by both shape and magnetocrystalline anisotropy, discussed further 

in Section 3.1.2. The spin textures were investigated over a range of temperatures (from 32 K to 

230 K, all being below Tc) achieved at the PEEM3 end station, as shown in Figure 3.3. Square 

micromagnets, characterized by their edges parallel to the magnetic easy axes, adopt ‘Landau’ flux 

closure domain patterns, where magnetic moments align parallel to these edges. The diamond 

micromagnets have their edges oriented along the magnetic hard axis, and they display an 

evolution of the spin textures with decreasing temperature. At 230 K, the domain patterns adopt a 

Landau flux closure domain pattern with their magnetizations parallel to the edges of the 

micromagnets, causing an additional energy MCA term to be considered. Due to the X-PEEM 

measurement geometry which only offers sensitivity to magnetization parallel to the helicity vector 

of the x-rays, the two upper/lower domains appear with the same image contrast. As the 

temperature decreases, an additional Landau pattern emerges in the center of the micromagnet, 

this time with the magnetization parallel to the magnetic easy axes, forming a pattern with two 

https://www.zotero.org/google-docs/?VJtkC7


 

45 
 

concentric Landau patterns rotated by 45° relative to one another. The circular micromagnets 

notably, have their edge contours guiding magnetic moments into a vortex structure The shift from 

vortex to Landau patterns as temperature decreases is indicative of the temperature sensitivity of 

micromagnetic structures and, more importantly, the balance between shape anisotropy energy and 

its MCA energy. 

 

  

Fig. 3.3 Magnetic domain images of patterned micromagnets [60]. (a) Experimental setup of the PEEM3 

microscope. Incident radiation is aligned with the [110] easy axis of the LSMO thin film (b) Temperature-

dependent XMCD-PEEM images of the magnetic domains in square, diamond, and circular micromagnets. 

Contrast is normalized in all images/temperatures to better observe domain structure evolution. Differential 

images highlight domain boundaries of the domain images acquired at 32 K. Schematics indicate the 

direction of magnetic moments within the domains. (c) Orientation of the magnetic easy and hard axes of 

the LSMO thin film. 

 

This study presents key takeaways from the spatial variation in fundamental magnetic parameters, 

such as magnetocrystalline anisotropy, significantly impacting domain patterns throughout the 

micromagnets, and emphasizing the importance of accurate modeling of spin textures. Results 

incorporated in this thesis are motivated by the experimental and theoretical insights of Lee et al. 

particularly, the crucial role of ‘edge effects’ where shape anisotropy dominates at the perimeter 
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of circular micromagnets, and magnetocrystalline anisotropy in determining the spin textures of 

LSMO donuts.  

The micromagnets investigated in this study, measuring 2 μm in edge length/diameter, occupy a 

critical size range [98], [99]. Here, the conditions are such that the injection of new domain walls 

leading to the formation of more complex multidomain states is inhibited. Despite this constraint, 

these micromagnets still offer ample size for the observation of nuanced details within the domain 

structure, attributed to a unique balance between magnetostatic and MCA energies. Previous 

research has shown that for micromagnets with smaller dimensions (e.g., 500 nm wide), whether 

they are patterned in LSMO or composed of metallic magnetic structures, the resulting domain 

patterns are primarily dominated by shape anisotropy regardless of shapes such as square, 

diamond, or circle [100], [101]. Further, I will focus on the spin texture analysis of LSMO donuts 

at an intermediate temperature of 110 K for two reasons: firstly, a gradual development of the inner 

vortex pattern can be seen at an intermediate temperature regime for a circular micromagnet  

geometry consistent with LSMO donuts, and secondly, accounting for the experimental limitations 

of the PEEM3 end station when cooling with liquid nitrogen.  

3.1.2 Experimental Geometry 

PLD growth and micromagnetic patterning of the single-layer LSMO thin film were performed by 

Dr. Dayne Y. Sasaki according to the experimental descriptions provided in Sections 2.1 and 2.2 

of Chapter 2. X-PEEM images were acquired using the principle of XMCD at a photon energy 

corresponding to the maximum XMCD signal at the Mn L3 edge of the film. The orientation of the 

X-rays differs from the experimental geometry used by Lee et al. in that they are incident along 

the [100] direction, making an angle of 30 ° with the sample surface. Due to differences in the 

https://www.zotero.org/google-docs/?Z6hDtn
https://www.zotero.org/google-docs/?zMExM1
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samples, the in-plane <100> directions appear to be magnetic easy axes in the case of the circular 

LSMO donuts for reasons that are not entirely clear. Domain imaging was performed at 110 K 

following thermal demagnetization of the sample in the PEEM3 chamber which is shielded from 

any external magnetic field. The final domain contrasts are obtained using the asymmetry equation 

2.4 on the XA images acquired with right/left circularly polarized X-rays. Figure 3.4 illustrates 

this experimental geometry with a circular LSMO micromagnet (white dashed line depicting the 

perimeter) where the black/white/grey contrast corresponds to the parallel/antiparallel/  

perpendicular alignment of magnetic moments to the direction of X-rays and constituting the 

domain patterns. The resulting contrast from X-PEEM shows distinctive magnetic domain patterns 

like a “vortex” (blue arrow), discussed further in Section 3.1.4,  

 

Fig. 3.4 Illustration of a vortex pattern in a single layer LSMO (40 nm) disc-shaped micromagnet with a 

diameter of 2 μm imaged using X-PEEM at 110 K. Experimental geometry on the right shows X-rays along 

the [100] direction with a 30 ° canting angle.   

3.1.3 Magnetocrystalline Anisotropy 

In this section, I take a step back to discuss magnetic energy considerations that influence domain 

formation as observed in the sample. Magnetocrystalline anisotropy refers to the preferential 

alignment of magnetic moments in a material along certain crystallographic directions or axes. 

The origin of magnetic ‘domains’, regions within a magnetic material where the magnetic 

moments are aligned parallel to one another, is a consequence of balancing magnetic energies in 
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the system. Thermodynamically, the formation of magnetic domains seeks to minimize the total 

energy of the system. This energy minimization involves balancing various energy terms that 

represent different atomic-scale magnetic phenomena. In essence, magnetic anisotropy arises due 

to the interplay of multiple factors such as exchange interactions, dipole-dipole interactions, and 

crystal structure. These factors dictate the preferred orientation of magnetic moments within the 

material, leading to the formation of magnetic domains. The total energy Etotal of a magnetic system 

can be expressed as the sum of various energy terms, including exchange energy Eexchange, 

magnetocrystalline anisotropy energy (MCA) EMCA, and dipole-dipole interaction energy dipole 

Edipole: 

Etotal = Eexchange+ EMCA+Edipole        (Equation 3.1) 

Eexchange arises from the interaction between neighboring magnetic moments and typically favors 

parallel alignment of neighboring spins. EMCA originates from the anisotropic nature of the crystal 

lattice, which prefers that the magnetic moments lie along certain crystallographic directions over 

others. It is represented by terms in Hamiltonian that depend on the crystal structure and symmetry. 

Edipole energy arises from the dipolar interaction between magnetic moments within the material. 

It depends on the distance between magnetic moments and their orientation relative to each other. 

Additional terms such as Zeeman energy (interaction with external magnetic field) or 

magnetoelastic energy (interaction with mechanical strain) may also be included in the total energy 

equation [102]. Overall, the total energy of the magnetic system reflects the balance between these 

various energy contributions, governing the material's magnetic behavior.  

MCA energy elucidates the propensity of magnetic moments within a material to align 

preferentially along specific crystallographic directions (referred to as easy axes). This 

https://www.zotero.org/google-docs/?i8c8Hd
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phenomenon arises due to the inherent symmetry of the crystal lattice, which imposes energy 

minima along certain orientations, thus influencing the overall magnetic behavior of the material. 

Mathematically, EMCA is expressed as an integral over the volume of the material, encapsulating 

the interactions between magnetic moments (m) and the crystallographic anisotropy directions (c1, 

c2, c3). For cubic systems such as in bulk LSMO, the easy axis is along <100> directions. In cubic 

crystal thin films of LSMO under small tensile strain as found when grown on STO substrates, the 

expression for MCA energy takes the form: 

𝐸MCA = K1∫ [(𝒄1 ∙ 𝒎) 2 (𝒄2 ∙ 𝒎) 2 + (𝒄1 ∙ 𝒎) 2 (𝒄3 ∙ 𝒎) 2 + (𝒄2 ∙ 𝒎) 2 (𝒄3 ∙ 𝒎) 2 ] 𝑑V        (Equation 3.2) 

The MCA constant, K1, is a key parameter quantifying the strength of this preference. This 

constant encapsulates the energy associated with aligning magnetic moments along the easy axes, 

effectively penalizing deviations from this preferred alignment. Consequently, materials with 

higher K1  values exhibit stronger magnetic anisotropy, emphasizing the importance of this 

parameter in characterizing magnetic materials. It's worth noting that higher-order anisotropy 

terms (e.g., involving constants K2, K3, etc.) may be included for more intricate systems like low-

symmetry non-cubic systems or in the case of thermal fluctuations affecting anisotropy energies. 

However, these terms are often negligible in cubic materials. 

With regards to the shape of a magnetic entity, another anisotropy phenomenon must be taken into 

consideration stemming from the geometry or morphology of the material itself. This 

phenomenon, known as shape anisotropy, manifests when the shape of a magnetic entity, such as 

a nanoparticle or thin film, imposes energetic preferences on the alignment of its magnetic 

moments. Unlike MCA, which is quantified by K1 and is intrinsic to the crystalline system, shape 
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anisotropy is typically quantified based on the demagnetization factor, which depends on the 

geometry of the magnetic entity. The demagnetizing factor, denoted by n, is a parameter that 

quantifies the influence of the shape of a magnetic body on its internal magnetic field. The term 

‘demagnetizing field’ highlights this field's tendency to reduce the specimen's overall magnetic 

moment.  

Calculating the demagnetizing field for objects with arbitrary shapes can be quite a challenge, even 

with a uniform magnetizing field. Hence, certain strategies are used to deal with this calculation. 

For instance, one approach is to minimize the demagnetizing field by using a very long sample or, 

more commonly, a ring-shaped sample. If the sample has an ellipsoidal shape and assumes uniform 

magnetization, the demagnetizing field can, in principle, be calculated. However, since ellipsoidal 

samples are difficult to produce, simpler shapes like rods or disks are often approximated as 

ellipsoids. The next step is to measure the magnetic field as close to the surface of the sample as 

possible. Since the tangential component of the field does not change across the surface, this 

measurement provides the true field acting on the sample, including the demagnetizing field. 

Experimentally determining the demagnetizing field involves using a sample with the same shape 

as the actual sample but made from a material with negligible coercivity. For such a sample, the 

demagnetizing field is equal and opposite to the applied field, and the magnetization varies linearly 

with the applied field. The slope of this line is inversely proportional to n, which remains consistent 

for all samples of the same shape. 

Consequently, deviations from these preferred configurations incur energy penalties associated 

with the ‘magnetostatic energy’ or contributions from external stray fields.  Magnetostatic energy 

Ems determined by an integral over the volume V of the magnet is quantified by the expression: 



 

51 
 

𝐸𝑚𝑠 = − ½. 𝜇0𝑀𝑠𝑎𝑡 n∫ 𝑯𝒔 ∙ 𝒎 𝑑V        (Equation 3.3) 

Here, 𝑀𝑠𝑎𝑡 is the saturation magnetization of the material, 𝑯𝒔 is the magnetization field applied, m 

is the local magnetization vector within the material, 𝜇0 is the vacuum permeability. The 

demagnetization factor, n, accounts for the effect of the material's shape and geometry on its 

magnetization behavior. In principle, a single-domain magnetic structure would have a north and 

south magnetic pole because of the divergence of the magnetization − ∇ · M. Following the pole-

avoidance principle [103], and as discussed in the preceding passages, an internal demagnetizing 

field would counter the magnetization of a material. The geometric constraints imposed by the 

material's shape lead to preferred magnetization orientations within domains, for minimizing 

energy. Certain geometries may favor specific arrangements of magnetic domains.  

The boundary region between two magnetic domains with different orientations of an order 

parameter (such as m) is defined as a magnetic domain wall, where the magnetic moments 

gradually rotate their orientation. The formation of domain walls includes a domain wall energy 

factor in addition to MCA, which takes into account penalties of exchange energy (since adjacent 

moments are not parallel to one another) and MCA (as the moments are not aligned along the 

magnetic easy axes). These domain walls are an essential feature of Landau patterns such as those 

observed in the micromagnets at low temperatures.  The exchange energy arises from the quantum 

mechanical exchange interaction, which tends to align neighboring magnetic moments parallel or 

anti-parallel to each other to minimize the system's energy. Exchange energy (Eex) promotes the 

widening of domain walls because it prefers adjacent magnetic dipole moments to align as closely 

to parallel as possible whereas MCA tends to form narrow domain widths. Further, by penalizing 

configurations that lead to an increased ‘stray field’ production (like those shown in Figure 1.12), 

https://www.zotero.org/google-docs/?ujKtXL
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shape anisotropy underscores the importance of considering the geometric properties of materials 

when analyzing their magnetic behavior. 

The emergence of spin textures within demagnetized systems, particularly LSMO micromagnets 

given in this thesis signifies the balance achieved between various energetic considerations 

described in the preceding paragraphs, ultimately leading to the attainment of (meta)stable states 

the vortex state depicted in disk-shaped microstructures (refer to Figure 3.3) [60]. The formation 

of these spin textures in "flux-closure" domain configuration, results from the optimization of 

magnetic moments along the perimeter of the patterned feature to minimize the creation of 

magnetic poles compared to a uniformly magnetized disk. Despite incurring an energy penalty 

from Eex, the reduction in stray field production (Ems) associated with flux-closure domains may 

offset this penalty. Here, the core of these spin textures experiences significant moment 

misalignment, often pointing out of the disk plane to minimize local Eex. The out-of-plane 

orientation of the core shown in Figure 3.2 (referred to as polarity), and the direction of 

magnetization rotation within the vortex/Landau spin textures (termed chirality), further 

characterize these structures. The presence or absence of significant magnetocrystalline anisotropy 

dictates the preference for either texture. For instance, a negligible K1 favors the formation of a 

vortex spin texture in disk-shaped circular micromagnet (Figure 3.5), while a significant K1 leads 

to a Landau state to maximize alignment with easy axes while minimizing Ems.  

Regarding the altered magnetic easy axes in the case of LSMO donuts, the strain state imposed by 

the substrate and the matrix can play a critical role in influencing the spatial variation of MCA in 

magnetic materials. When strain is introduced by the surrounding matrix (most likely with the ion 

implantation technique), there is a possibility of altering the lattice parameters which in turn affects 
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the direction and magnitude of MCA. This relationship is particularly pronounced in epitaxial thin 

films, where strain is non-uniformly distributed due to factors like lattice mismatches or any 

thermal expansion differences between the film and substrate. The spatial variation in strain leads 

to a corresponding variation in magnetocrystalline anisotropy. This phenomenon can lead to the 

introduction of “stress anisotropy”, which refers to the phenomenon where the mechanical stress 

experienced by a material varies in different directions. In other words, the stress is not uniform or 

isotropic throughout the material but exhibits directional dependence and, thus, potentially altered 

strain states. This effect is pronounced in materials like Y₃Fe₅O₁₂ (YIG), where strain-induced 

lattice distortions shift the balance between in-plane and out-of-plane anisotropy, resulting in a 

tunable MCA that is crucial for optimizing the performance of spintronic devices [104]. The ion-

implantation process used in this research is attributed to the introduction of this strain as the lattice 

swells upon irradiation. The vertical swelling of the lattice is observed by the height difference 

between the implanted matrix and magnetic feature, but the impact in the lateral direction is more 

difficult to probe. This lateral strain is likely to differ at the inner or outer perimeter of the donuts. 

Hence, extracting the spatial variation of MCA across the magnetic material is useful in correlating 

the magnetic behavior of the LSMO donuts and gathering insights about the switching of the easy 

axis.   

3.1.4. Single and Complex Vortex Phenomena 

XMCD-PEEM imaging of domain patterns in the LSMO donuts showcases unique chiral spin 

textures brought about by the delicate balance of the material’s magnetic energies. Figure 3.5 

depicts LSMO donuts with inner hole diameters (ID) varying from 0.2 µm to 1 µm with schematics 

depicting the orientation of magnetic moments in a single vortex pattern with both left-handed (red 

https://www.zotero.org/google-docs/?32UJDQ
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arrow) and right-handed (blue arrow) chirality. The appearance of both chirality in the 

micromagnets is attributed to a random order of the demagnetized sample’s magnetization.  

 

Fig. 3.5 X-PEEM images of patterned LSMO circular micromagnets with an ID varying between 0.2 - 1 

μm and an outer diameter of 2 μm acquired at 110 K. The top and bottom panels show chiral domain 

patterns elucidated by domain contrasts with chiral orientations in color-coded schematics.  

Schematic representation of the orientation of the domains in the donuts is similar to a prominent 

vortex texture that Lee et al.’s work observed for the circular micromagnets. The domain images 

for the donuts indicate easy axes along the <100> directions unlike <110> that were observed for 

the sample investigated by Lee et al. Figure 3.6 shows an example of four LSMO donuts with ID 

= 0.4 μm which display a distinctive spin texture with many more features than observed with the 

single vortices shown in Figure 3.5. (center panel). As with the single vortices, these complex spin 

textures (referred to as the ‘screwhead’ domains), display two types of chirality.  
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Fig. 3.6 (Left) X-PEEM image of four LSMO donuts with ID 0.4 µm. (Right) A zoomed-in image of the 

donut is highlighted with the dotted line.   

Figure 3.7 shows MuMax3 simulations, which suggest that these screwhead domains consist of 

two concentric vortex structures with opposite chirality with the formation of cross-tie domains 

instead of a 180° domain wall at their interface. These cross-tie domains consist of alternating 

vortex/antivortex structures (denoted by the bright/dark spots) along the path of the domain wall. 

The formation of this type of complex spin texture is unexpected and, from a characterization 

perspective, limited by X-PEEM resolution to concisely simulate the area of domain walls that is 

observed. 
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Fig. 3.7 (Left) MuMax3 simulation of a double-vortex domain texture as seen from X-PEEM images of the 

LSMO donuts. (Center) m-space image of the domain patterns with apparent magnetic moment 

arrangements. (Right) illustration of cross-tie domains along the interface between the two vortex domains. 

3.2 Quantitative Image Analysis Methods 

To explain the formation of the screwhead domains, a quantitative analysis of the X-PEEM images 

was performed using the methods developed by Lee et al. [60] as inspiration. The spin textures in 

the LSMO donuts possess a unique blend of spatially varying magnetic anisotropies. Quantitative 

image processing techniques enabled in this research operate through first-order approximation of 

spatially dependent variables extracted from X-PEEM images and hence, provide a framework for 

characterizing spin textures of the LSMO donuts. This approach also contributes to visualizing 

expected micromagnetic behavior as well as any deviations from the physics governing spin 

texture formations that may not be readily apparent from experimental observations alone. The 

following sections elucidate this quantitative framework. 

3.2.1 Image Distortion Correction 

Raw X-PEEM images possess lateral distortions caused by the stigmatism of the lenses in the 

PEEM3 microscope. These distortions present themselves as stretching of the circular shape of the 

micromagnets. This deviation can be removed using a “perspective transformation” algorithm 
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scripted in Python programming language that warps an image perspective about a 4 X 2 matrix 

of corrected pixel coordinates (refer to Appendix A.1). This operation involves a perspective 

correction of the image uniformly rather than just a polar transformation of a single coordinate in 

the image, hence, ensuring that the nominal features of the original X-PEEM image remain intact 

without modifications to any individual pixel. A schematic representation of perspective correction 

performed to a set of four nearest neighbor LSMO donuts with ID 0.2 μm is given in Figure 3.8. 

The yellow dashed square doesn’t have its corners located at the centers of the four micromagnets, 

indicating that they are in a non-square geometry due to the stretching of the X-PEEM image. This 

stretching is made evident in a magnified image in Figure 3.8 of one of the donuts at the right 

lower corner (circular edge highlighted in black dashed line) with an apparent ovular shape. Figure 

3.8 also represents the same donut image following distortion correction where perspective 

transformation imparts a circular shape to the donut, given the image's dimensions remain 

unchanged (in blue line). The appearance of thin blackened regions at the image edges arises from 

this apparent change in perspective and factors in the two-dimensional warping of the image object 

within the original dimensions and preserving the pixel quality of the X-PEEM image. 
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Fig. 3.8 An example of an image distortion correction process applied to an LSMO donut (ID 0.2 μm). The 

yellow square shows a misalignment of the donut centers, highlighting the distortion of the X-PEEM image. 

An individual donut (in black dashed outline) is chosen to be corrected for its stretched distortion (top right 

corner). The processed image is shown in the bottom right corner with a blue schematic representation of 

equal matrix size. 

 3.2.2 Radial Intensity Profiling  

The purpose of image distortion correction is fundamental for any further quantitative operations 

to characterize spin textures in the LSMO donuts. Because of this distortion correction, a radial 

intensity profile of a circular micromagnet possessing a vortex state would represent a sinusoidal 

wave. This radial intensity profiling method performed on LSMO micromagnets allows us to 

distinguish between the sinusoidal curve associated with a vortex state from the abrupt changes in 

domain contrast associated with a Landau pattern shown in Figure 3.9. This figure shows the radial 

intensity profiles of a square micromagnet imaged at 32 K with a pure Landau pattern and a circular 

micromagnet at 230 K with a pure vortex pattern. The Landau patterns consist of abrupt  steps 
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every 90 ° while a sinusoidal wave characterizes a pure vortex state. Profiles of domain patterns 

imaged at intermediate temperatures like the ones described in this thesis are expected to lie 

between these extreme profiles, i.e., combining a pure sine wave and a pure step function.  

 

Fig. 3.9 Radial intensity scan profiles of a pure Landau pattern (top panel) and pure vortex state (bottom 

panel) corresponding to a square and circle micromagnets taken along the green circular path.  

 

This radial intensity profiling is performed by binning intensity values from X-PEEM images 

across elementary circular paths (2-4 pixels thick) with varying radii. Normalized intensity values 

range between +1 and -1 depicting white and dark domain contrast range. 

3.2.3 Vortex Fraction Calculation 

Lee et al. conceptualized a metric called  the vortex fraction (VF) to quantify the relative amount 

of vortex vs. Landau character in the X-PEEM images from LSMO micromagnets given by, 

VF = Asine ÷ (Asine +Astep)        (Equation 3.4) 
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where the equation is parameterized by the amplitude of the sine wave (Asine) and the amplitude of 

the step function (Astep) obtained from radial profile scans. These amplitudes represent the 

greyscale intensity of the domain images along a radial scan and vary between +1 to -1 for white 

to black regions (respectively). This variation is a quantitation of the proportion of a vortex (sine-

like) or a Landau(step-like) pattern. VF captures the deviation from a pure vortex state observed 

at low temperatures in circular micromagnets due to the formation of Landau states in the center 

of the micromagnets due to the increase in MCA. For example, Figure 3.11 plots a radial profile 

of an LSMO donut with ID 0.4 μm at 0.6 μm scan radius (green circle) as a function of angle. The 

purple wave that is superimposed on the radial profile (green curve) is fitted with a linear 

combination of sine and step functions. The resulting vortex fraction is obtained from the 

optimized curve-fit using the computational script presented in Appendix A.2. Further, the same 

fitted wave (purple dashed line) is decomposed into its constituent step and sine waves in Figure 

3.10(b) to highlight the contributions of the pure Landau and pure vortex states, respectively.  
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Fig. 3.10 (a) The principle of obtaining VF using first-order curve fitting for a radial scan profile (in green 

line) about a circular ring on a donut ID 0.4 μm (green circle shown in inset). Inset schematics show circular 

edges and the center of the donut. (b) The fitted curve (in purple line) is decomposed into its constituent 

sine and step functions, showing the quantification of vortex and Landau states.  

 

This quantitative analysis is applied to each set of LSMO donuts with single vortex patterns (i.e., 

non-screwhead domains) across varying hole diameters and the results are presented in Chapter 4.  

3.2.4 Micromagnetic Simulations 

MuMax3 simulations corresponding with each of the spin textures obtained in LSMO donuts were 

performed to help understand the local magnetic parameters for LSMO, which can reproduce the 

spatially varying profiles of vortex vs. Landau patterns observed in X-PEEM images acquired at 

110 K.  The RK45 solver in MuMax3 considers the shape of the micromagnet, Msat, Aex, and K1 

values for LSMO thin films. As a starting point, the values presented in the supplementary 

information in Ref. [60]) were approximated for a temperature corresponding to 110 K. The 

relationship between Msat and Aex is given by, 
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Aex = 𝑀𝑠𝑎𝑡  
𝐷𝑠𝑝

2𝑔𝜇𝐵
,                 (Equation 3.5) 

where g is the Landé factor, μB is the Bohr magneton, and Dsp is the spin wave stiffness constant. 

These temperature-dependent parameters and material constants (see Appendix B) were used as 

input to set up MuMax3 simulations for the circular micromagnets and the donuts. The simulation 

solver considers the geometrical specifications of the micromagnets and solves the Landau-

Lifshitz-Gilbert equation (Equation 2.5) to relax the various magnetic energies. The solution to 

this operation is obtained in the form of a spatial image like that given in Figure 3.11 and further 

discussed in Chapter 4 to correlate results obtained from X-PEEM image analysis.   

 

Fig. 3.11 MuMax3 simulation (right) of a circular micromagnet (left) imaged with X-PEEM at 110 K. The 

magnetization of the simulation is set to vortex along the Mx direction with material properties and 

anisotropic definitions for the simulation grid in the MuMax RK45 solver.  

 

In this purview, I performed MuMax3 simulations to superpose Landau and vortex proportions to 

closely approximate VF as obtained from X-PEEM images and empirically model spatial 

anisotropy variations in the donuts. The simulations obtained are to be treated as ideal without any 

defects. The simulations help fine-tune anisotropy energies by defining K1 constants in radial 

increments of ring elements (refer to Appendix B Figure B.1) about 100 nm thick instead of setting 

uniform K1 across the simulated donut. This spatial setting in simulations form a K1 continuity 
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mesh and, upon relaxation of magnetic energies in the simulation grid, develops into domain 

patterns resembling those observed in the X-PEEM images (refer to Figure 3.5). 

Lee et al. [60] found that a spatially varying K1 profile was needed to describe the VF profiles 

extracted at intermediate and low temperatures from their circular micromagnets (see Figure 3.12). 

They found that the best fit was obtained using a sigmoid function which represents a probabilistic 

distribution characterized by an S-shaped curve and is given by the relationship, 

f(x) = 
1

1+ 𝑒−𝑎𝑥          (Equation 3.6) 

where x is the input variable, e is the base of the natural logarithm (Euler's number), and a is a 

parameter that controls the steepness of the curve. This sigmoidal function was adopted to account 

for the strain that is imposed from the surrounding implanted matrix onto the circular 

micromagnets. As the ion implantation process leads to an expansion of the matrix regions, it is 

postulated that it also imposes a compressive lateral strain.  

 

Fig. 3.12 Vortex fraction vs. radius obtained from circular LSMO micromagnetic discs at 32 K of 2 µm 

diameter and 40 nm thick for X-PEEM data (red line) and simulations (blue line) depicting an abrupt decay 

of K1 in the form of sigmoidal profile (in orange line) going from the micromagnet center to the outer 

perimeter. Adapted from Ref [60].  
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3.3. Summary 

This chapter discusses the salient features of the domain structures as observed in the LSMO 

donuts and the qualitative theories surrounding their complex patterns. A list of quantitative and 

computational analysis techniques has been outlined to corroborate these discussions to understand 

their magnetic behavior about their altered easy axes and the importance of mapping spatially 

varying MCA through MuMax3 simulations and vortex fraction calculations. Chapter 4 further 

provides a comprehensive picture of the results drawn from these analyses and correlates my 

experimental and computational techniques used to probe the LSMO micromagnets.   
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Chapter 4: Results and Discussion 

 

A replicated growth process outlined by Lee et al. [60] and standard process parameters, as 

reported in Chapter 2, were used to fabricate LSMO thin films. X-PEEM imaging revealed 

intriguing domain textures in LSMO donuts in the form of the vortex phenomena described in 

Chapter 3. The computational and quantitative image analysis methods described in Chapter 3 

were used to comprehensively probe their micromagnetic character, particularly explaining spatial 

variations in the effective magnetic anisotropy in each donut. The varying sizes of the holes 

imparted a unique spatial trend to each donut set, implying the functional tuning abilities that our 

fabrication techniques can impart to further the spintronic theory described in Chapter 1.  

4.1 Magnetic Domain Image Analysis in LSMO Donuts 

4.1.1 Vortex Fraction Profiles 

The fundamental characterization principle of analyzing domain images considers precise image 

distortion correction measures followed by radial profiling in ring elements with about 4-pixel 

width (~ 0.057 µm) incremented radially from the donut's hole edge to the donuts' outer 

circumference. The width of these ring elements was optimized to provide sufficient spatial 

resolution, while also achieving a sufficient signal-to-noise ratio. Figure 4.1(a) shows a 

comparison of radial profiles for LSMO donuts of varying inner diameter at a scan radius of 0.7 

µm for X-PEEM images acquired at 110 K. A general trend showing deviation from a nearly pure 

sine wave to a more step-like nature can be observed as the inner diameter of the holes increases 

from 0.2 to 1.0 µm. A similar analysis with radial profiling within 0.2 µm of the hole edge is shown 



 

66 
 

in Figure 4.1(b) where this deviation from a pure vortex (i.e., sine wave) to include a step 

proportion (i.e., a Landau component) also shows the same general trend. Curve-fitting using first-

order approximation was performed to determine the VF as a function of radial distance away from 

the center of the donut and plotted in Figure 4.2 for donuts with inner diameters ranging from 0.2 

to 1.0 µm. A sampling of four donuts from each hole size set resulted in a nominal error of ~10-2 

in VF.  

 

Fig. 4.1 (a) Radial profiles at a scan radius of 0.7 µm from domain images of LSMO donuts as a function 

of inner diameter from 0.2 to 1.0 µm. (b) Radial profiles at a scan radius of 0.2 µm from the LSMO donut’s 

hole edge. The yellow highlights show deviations from a pure sine wave to include a more step-like profile 

as a function of the hole's inner diameter. 

 

The relatively flat black line in Figure 4.2 close to VF = 1 implies an almost pure vortex nature in 

the circular LSMO micromagnets (without a hole, OD = 0 µm) at 110 K. However, a decrease in 

VF with increasing hole inner diameter can be observed.  This trend can be visualized in the X-

PEEM images shown in Figure 3.5 as a more pronounced division of the contrast into distinct 

black/white/grey regions (consistent with a Landau pattern) instead of a gradual transition 

corresponding to a vortex state. It should be noted that the LSMO donuts, irrespective of the inner 
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diameter, retain a predominance of the vortex state (average VF > 0.6) at 110 K even without a 

vortex core. Radial line scans from the hole edge of the donuts to the outer circular edge show that 

the VF is not uniform throughout the LSMO donuts but rather tends to decrease towards the hole 

edge, and to a lesser degree towards the outer edge. As a result, the maximum VF is observed for 

a scan radius between 0.5-0.7 µm. Contrary to the general trend, the LSMO donut with ID 1.0 µm 

shows a maximum VF near the hole edge and decreases with increasing scan radius (radial distance 

from the donut center). A minimal hole diameter such as 0.2 µm emphasizes the decrease in VF 

with a steeper slope towards the hole edge and the outer edge.  

 

Fig. 4.2 Vortex fraction as a function of scan radius determined using radial profiling and computational 

model fitting for LSMO donuts with ID 0-1.0 µm.  

 

4.1.2 Spatial Variation in Magnetic Anisotropy 

The non-uniform VF profiles in the LSMO donuts (Fig. 4.2) suggest that K1 also varies with the 

scan radius and the hole diameter of the donut. MuMax3 micromagnetic simulations were used to 
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determine the best K1 profile that reproduces the VF behavior of the LSMO donuts from the X-

PEEM image analysis. The uniform VF profile for the LSMO circular micromagnets implies a 

uniform K1 throughout its volume. MuMax3 simulations performed using a uniform K1 value 

agreed with VF analysis from X-PEEM interpreted as a nearly complete vortex state and is 

illustrated in Figure 4.3. A uniform K1 = 0 J/m3 confirms the absence of MCA in the LSMO circular 

micromagnets. For comparison, the VF profiles obtained by Lee et al. using a sigmoidal function 

for circular micromagnets imaged at a lower temperature of 32 K are also shown in black in Figure 

4.3. The differences may come from the combined effects of different samples as well as the 

increase in K1 value at lower temperatures.  

 

Fig. 4.3 VF calculations obtained from X-PEEM (red line) and simulated images (blue line) of the LSMO 

disc (ID 0 µm) show an almost pure vortex proportion (V.F > 0.94) irrespective of scan radius. The analysis 

by Lee et al.  and a comparative VF trend computed in the micromagnetic discs at 32 K are shown in the 

black line. The comparison showcases the absence of magnetic anisotropy variation in the domain patterns 

imaged and simulated at 110 K. 

 

The sigmoidal K1 decay model used by Lee et al. was used as a first attempt to model the VF 

profiles determined for the LSMO donuts (Figure 4.4). This profile includes an abrupt change in 
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K1 at 0.7 μm radial distance from the center of the micromagnet according to the observations made 

from VF calculations on the LSMO circular discs.  

 

Fig. 4.4 K1 variation for MuMax3 simulations using a sigmoid function as a function of radial distance and 

temperature utilized for circular micromagnets. The original S-shaped curve (in orange) is adapted from 

Ref [60] and approximated for a temperature of 110 K (in black). The maximum value of K1 reaches 1850 

J/m3 as calculated by Lee et al. and 0 at the outer edges corresponding to a vortex state observed from 

PEEM imaging. A negative y-axis only indicates syntactical definitions of K1 in the MuMax3 console. 

 

The domain patterns imaged using X-PEEM and the subsequent VF analysis shown in Figure 4.2 

paint a different picture of the MCA landscape compared to the previous work by Lee et al. At 

110 K, there is a net deterrence in the vortex state as the hole size increases. Moreover, the 

‘bowing’ of the VF profiles implies that K1 values should increase towards the hole edge and the 

outer edge. To represent spatially varying anisotropy across the LSMO donuts in MuMax3 

simulations, two separate K1 models were used namely (i) the ‘sawtooth’ model for ID 0.2-0.6 μm 

and (ii) a linear model for ID 0.8-1.0 μm. The mathematical representation of a sawtooth wave 

used in this work is: 
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y(t) = A (𝑡 - 
|𝑡|

𝑇
),        (Equation 4.1) 

where y(t) is the value of the sawtooth wave at parameter 𝑡, A is the amplitude of the sawtooth 

wave, t represents the base function, which gives the greatest integer less than or equal to 𝑡, T is 

the period of the sawtooth wave, representing the length of one cycle. However, in the context of 

fitting data, the sawtooth function (Figure 4.6) used in curve fitting here includes parameters for 

amplitude and a sine base function. Simulations at low temperatures and corresponding K1 

approximation models are provided in Appendix B. 

 

Fig. 4.5 A saw-tooth function optimized curve-fitting to capture the K1 trend for an ID 0.6 µm donut 

simulation. K1 values (in blue) are a nearly ideal saw-tooth fitting approximated from initial simulation 

trials to represent the VF trend as obtained from XPEEM domain images including the vanishing of MCA 

when K1 reaches almost zero near 0.6 µm radial region. The green curve is a fine-tuned saw-tooth model 

for the exact representation of the VF profiles included in simulation results and close approximation with 

results from XPEEM images.    
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The saw-tooth model for defining K1 was used for simulating the LSMO donuts in MuMax3. The 

simulation space was divided into circular regions (inner to outer circular edges) for setting K1 that 

best fitted VF calculations done on the X-PEEM images. Figure 4.6 below shows the simulated 

LSMO donut images (ID 0.1- 0.8 µm) as obtained from MuMax3. These simulations not only show 

the domain contrasts of the X-PEEM imaged donuts in high resolution but also provide a simpler 

method of comparing their magnetic energy densities across space. Provided the VF calculations 

from these simulations are in good agreement with the X-PEEM images, one can fine-tune K1 

spatial definitions to obtain a concise quantitative model of the micromagnets in vector space.      

   

Fig. 4.6 MuMax3 simulated domain images for LSMO donuts with an outer diameter of 2 µm and varying 

ID. The schematic picture depicts a ring element (green circle) and the donuts' circular dimension. A series 

of such ring regions are defined with spatially varying K1 values within the simulations in radial increments 

of 100 nm, parsing the magnetic volume enclosed between the hole and outer circular edge.   

4.2 Experimental and Simulated Methods 

I will now discuss anisotropy characterization in the LSMO donuts following a categorization 

according to the hole sizes (or ID) and the salient magnetic features present. Figure 4.7 displays 

the saw-tooth K1 model (in green) characterized by a flat step corresponding to K1 ~ 0 J/m3 which 
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best describes the edge phenomena and uniform VF in the center of the LSMO donuts. The gradual 

increase of K1 at the hole edge between scan radius 0.3-0.5 µm is higher than that of the increase 

in K1 towards the donut edge (i.e., beyond scan radius 0.7 µm).  

 

Fig. 4.7 VF calculations obtained from X-PEEM (red line) and simulated images (blue line) of the LSMO 

micromagnetic donut ID 0.2 µm. The simulations use K1 approximation (green trendline) on the green axis 

as used from a saw-model model. A predictive analysis using the K1 saw-tooth model describes VF for low 

temperatures like 32 K (black line) used by Lee et al. (refer to Figure 3.12). Here, the VF profile is almost 

bowing at the outer edges of the donuts rather than continuously increasing as seen in the case of the disks 

at 32 K.    

 

Furthermore, an approximation of the simulated VF trend of the donut was performed for lower 

temperatures by curve-fitting and normalizing previously computed low-temperature parameters, 

such as the maximum K1 value of the discs at 32 K, and setting material parameters Aex, Msat, and 

<110> anisotropy directions. The low-temperature trend shows a prominent Landau contribution 

or decrease of VF, as MCA dominates at these lower temperatures. The green triangular data points 

represent circular regions of the simulation space where K1 is set at the corresponding radial 
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location along the x-axis. A similar operation is performed to characterize the spin textures of ID 

0.4 µm and ID 0.6 µm, as shown in Figure 4.8. 

 

Fig. 4.8 K1  variation (in green trendline) and VF profiles of X-PEEM (red line) and simulated spin textures 

(blue line) for (left) 0.4 µm and (right) 0.6 µm ID, respectively. The black line represents the 

extrapolation of VF trends at low-temperature simulations.    

 

In addition to the ring definitions, secondary rings like shown by green data points at 0.8-0.82 µm 

for ID 0.4 µm or between 0.6-0.7 µm are defined to further approximate the saw-tooth model at 

the uniform VF region in the simulations like that observed from X-PEEM domain images. For 

large hole sizes, the magnetic volume in the width enclosed by the hole and the outer edge is 

reduced, implying the strain states have likely changed from patterning. Figure 4.9 plots the K1 

variation for donuts with IDs 0.8 µm and 1.0 µm where a polynomial function matches the VF 

trend with a relatively constant value towards the edges of the micromagnets.  
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Fig. 4.9 K1 variation (in green trendline) and VF profiles of X-PEEM (red line) and simulated spin textures 

(blue line) for (left) 0.8 µm and (right) 1.0 µm ID, respectively. The black line represents the 

extrapolation of VF trends at low-temperature simulations.  

  

The reversal of a K1 decay trend in the LSMO donut with ID 1.0 µm is, in principle, due to a 

relatively large MCA existing near the outer edge compared to the other donuts as confirmed 

quantitatively but also partly suggestive of a difference in energy penalty to anisotropy at either 

edge brought about by increasing the hole size. However, spatially varying anisotropy and, hence, 

magnetic energy variation at the same temperature hint at a different force at play, most likely a 

strain component that exhibits variability in edge phenomena. This spatial variation is observed 

uniformly across the LSMO donuts irrespective of inner diameter, except for ID 1.0 µm, which is 

attributed to a two-fold principle. Firstly, the strain states that exist in the material volume and at 

the edges of the circle-shaped donuts by material structure as obtained from epitaxy, and secondly, 

modification of these energy states by the introduction of stress anisotropy as the hole diameter 

changes in size, likely from ion-implantation causing different strain effects at the edges and the 

central micromagnetic volume.  
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The underlying crystal structure of the LSMO thin film gives rise to its inherent anisotropy. 

Previous investigations have shown bulk LSMO to possess an in-plane uniaxial easy axis along 

the <100> directions and a hard axis along the <110> directions. For LSMO thin films grown 

under small tensile strain on (001)-oriented STO substrates impart tetragonal distortion to the 

lattice grown with the magnetic easy axis lying along the in-plane <110> directions [57] [58]. The 

same studies also stipulate a significant MCA contribution exists from strain effects rather than 

any non-uniaxial contribution from an additional hard axis, both of which lie in the plane for the 

LSMO film. The only other anisotropy contribution that can arise in the lattice structure is likely 

from stress anisotropy unless a rhombohedral MCA is present in the case of growth in a (110) 

orientation. As discussed in Section 3.1.3, the implanted LSMO film matrix during the patterning 

process is a significant source of strain distributed at the inner and outer edges of the donuts. The 

results discussed in this chapter strongly imply the presence of strain from an expanded lattice 

which makes these LSMO donuts unique compared to traditionally patterned material systems in 

which material is removed surrounding the magnetic features.  

This hypothesis on the contribution of strain effect to offset the potential anisotropy variation has 

yet to be experimentally proved. Contemporary research on magnetic ‘dots’ and ‘anti-dots’ in 

metallic nanomagnets shows an edge variation of anisotropy brought about by the size and spacing 

of the nanostructures [95], [105]. In principle, compared to their metallic counterparts, complex 

oxide micromagnets show more correlated spin-orbit phenomena that can pronounce the effect of 

MCA and related magnetic energies in ferromagnetic systems. The combined interpretations from 

analyzing LSMO discs performed by Lee et al. [60] and the unique spatial features of LSMO 

donuts presented in this thesis pose a distinct magnetic energy landscape in micromagnetic 

research where subtle energetic changes can bring about drastic effects in their domain 

https://www.zotero.org/google-docs/?YXfdQi
https://www.zotero.org/google-docs/?xNQwSx
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arrangements. Since MuMax3 simulations can additionally characterize energetic profiles across 

magnetic regions, magnetic energy variation from the complex K1 model was estimated.  

4.3 Magnetic Energy Density Approximation   

Figure 4.10 illustrates magnetic energies, namely contributions from magnetic anisotropy, 

exchange, and demagnetization energies. The energies are derived from the individual ring 

elements used for the K1 profile and integrated over the magnetic volume in each donut. Anisotropy 

energy is seen to be higher for intermediate and larger ID donuts, with a maximum for ID 0.6 µm 

(~ 2798.7 J/m3). This order is consistent with the decrease in the overall vortex component in these 

IDs, as shown in Figure 4.3. Notably, the overall order of the different energies (~103) corresponds 

to that obtained for LSMO discs at the intermediate temperature range, implying the range of 

operation for setting both the saw-tooth and the sigmoidal K1 spatial approximation is more or less 

similar in the same simulation space. Further, demagnetization and exchange energies were found 

to decrease as hole sizes got bigger. This is consistent with the fact that Ems  or demagnetization, 

as given in Equation 3.3, doesn’t directly depend on a strain term. 
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Fig. 4.10 Magnetic energy density profiles of the simulated LSMO donuts as a function of hole size.  

 

Exchange interactions are related to the alignment of neighboring magnetic moments and rely on 

the electronic band structure of the material. However, the exchange energy order is effectively 

lower compared to the overall anisotropic energy densities and similar for hole sizes greater than 

ID 0.4 µm. Given that strain is present, the anisotropy energy expression can be modified to include 

strain-dependent terms. However, there is a lack of experimental validation for a unified strain 

theory in literature to adequately quantify this strain effect in complex oxide thin films.  

To investigate if the changing magnetic anisotropy energies were indicative of a modified strain 

state brought about by the hole size in an otherwise uniform circular geometry of the 

micromagnets, Table 1.1 lists the energy densities in the elemental rings at the hole edge, outer 

edge, and in the central region between the edges.  
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Table 1 Energy densities as obtained from MuMax3 simulations of ring elements near the hole edge,  

outer edge, and central region between the edges. 

  

These differential energies show a more significant proportion of the overall energy density near 

the holes than the outer circular edge. The principle reverses for ID 1.0 µm to yield a higher vortex 

near the hole edge. In principle, if the inner strain at the hole edges increased with hole size, the 

offset would be proportional to the compressive strain to the magnetic volume caused by the outer 

edges. This disproportion is evident from the difference in near-hole edge and outer edge energy 

densities for each donut. The difference is highest for ID 1.0 µm (~ 750 J/m3) and lowest for ID 

0.6 µm (~ 98 J/m3). The X-PEEM VF trend for ID 0.6 µm in Figure 4.2 that shows the least steep 

positive slope change could be correlated to this quantification where the anisotropic energies at 

both edges are in competition or strain states have a significant effect. The energy densities near 

the center (to be noted as the geometric center of the magnetic volume enclosed between the 

circular edges) of the micromagnets are found to be increasing from smaller holes to the larger 

ones. Similarly, in the same Figure 4.2, ID 1.0 µm is characteristic of the steepest negative slope. 

A large offset to the net anisotropy energy would be caused by more considerable strain from a 

large hole. For ID 0.2 µm the difference in energy densities between the center and the edges do 

not vary so significantly as the larger hole diameters ID 0.4-0.8 µm. This is in line with the 

observation that ID 0.2 µm has a rather flat slope for a VF profile and a minimal K1 variation at 

K1 Energy Density in 

Rings (J/m3) 

ID 0.2 

µm 

ID 0.4 

µm 

ID 0.6 

µm 

ID 0.8 

µm 

ID 1.0 

µm 

Near Hole Edge 458.390 669.614 706.005 714.042 115.877 

Near Outer Edge 295.738 346.502 608.001 303.250 830.889 

Near Center 109.080 999.000 1350.001 2910.089 3300.53
0 
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the center while for the other donuts an additional energy contribution from matrix strain must be 

accounted for to understand the overall energetics of the system. The largest energy density 

difference observed for ID 1.0 µm implies the positive K1 spatial variation slope and an abruptly 

decreasing VF profile moving away from the center.    

4.4 Limitations 

The quantitative characterization of strain theory discussed in the previous sections is limited by 

experimental designs in conventional transmission electron microscopy owing to their destructive 

principle, which is likely to interfere with the metastate magnetics revealed by domain patterns. 

The challenge arises in probing the nature of strain states in the LSMO donuts at sub-micron length 

scales (a depth of 40 nm) without distorting the magnetic state of the material as observed from 

XMCD and X-PEEM. Moreover, simulation artifacts encountered with the MuMax3 solver tend to 

reach a less than 100% vortex state at K1 = 0 and underestimate VF values compared to values 

calculated from X-PEEM images. This artifact is apparent in Figures 4.5 and 4.6, where simulation 

and PEEM VF slightly diverge (highest VF reached ~ 0.95 in simulations) or create an ‘alligator 

mouth’, i.e. the mismatch between the maximum VF reached from MuMax3 simulations and that 

in X-PEEM image analysis. MuMax3 doesn’t yield close to 0.99 VF at K1 = 0. These artifacts 

slightly skew precise approximations in the characterization of magnetic parameters and only yield 

a range of potential anisotropy variation instead of absolute anisotropy constants. Moreover, the 

standard deviation of VF as represented in this chapter is of a nominal order ~ 0.04 as calculated 

from the X-PEEM images. X-PEEM’s spatial resolution is limited (between 50 -100 nm) which 

poses a challenge to precisely profile circular edges as the domain images incorporate lens 

aberrations. Moreover, probing the vertical component of magnetization in the micromagnets is 
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limited by X-PEEM capabilities to shed light on the out-of-plane characteristics of the magnetic 

states, challenging our complete understanding of the double vortex phenomena.   

4.5 Conclusion 

In conclusion, the LSMO micromagnets with varying hole sizes present a range of unique spin 

textures and flux closure domain arrangements that proportionately vary between vortex and 

Landau states. These domain arrangements result from a delicate balance between the thin film's 

local magnetic anisotropy interactions and structural factors. The spatial variation in anisotropy, 

characterized by combining experimental and computational techniques, demonstrates the 

potential of tuning functional magnetic parameters like MCA by varying geometric shapes and 

sizes to further spintronic theory, in which micromagnetic order is integral. This size effect brought 

about by varying hole sizes of the micromagnets is hypothesized to modify local strain states, 

causing an energetic competition with anisotropy across their magnetic volume. Quantitative 

approximations from the magnetic domain images obtained at sub-micron spatial resolution 

described in this thesis work provide an essential and comprehensive framework to characterize 

spatial features of micromagnets. Finally, this research aims to enhance our fundamental 

understanding of varying magnetic anisotropy in topological spin textures and develop functional 

spintronic applications based on their control engineering in the future.   
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Chapter 5: Summary and Future Work

 

This thesis performs explorative analysis of spin textures observed in single crystal LSMO thin 

films patterned into circular donuts with 2 µm diameter and varying inner diameter of the hole. 

Chapter 1 details the material properties and magnetics of complex oxides, namely LSMO, and 

their emerging applications for advancing spintronics. LSMO thin films are grown using PLD and 

donut geometries as patterned by a unique ion-based implantation technique. By utilizing a donut 

structure, the vortex core was removed, and the domain textures were shown to exhibit chirality. 

The micromagnetic spin textures were found to be randomly distributed between chiral single and 

double-vortex (aka screwhead) states in the absence of a vortex core. These domain patterns were 

imaged using X-PEEM at 110 K and were observed to have a superposition of two flux-closure 

domain states - vortex and Landau patterns, much like their circular disc counterparts from 

previous findings [60]. Chapter 2 provides a detailed description of the experimental techniques 

carried out in this research work. Further, the LSMO donuts as imaged were found to possess an 

easy axis in <100> directions as opposed to <110> directions previously found with LSMO disc-

shaped micromagnets with no hole imaged at lower temperatures.    

 

Chapter 3 describes the salient features of LSMO donuts and domain textures therein in detail. A 

quantitative image analysis framework was developed to analyze the donuts, including 

computational modelling for characterizing the spatial variation of magnetocrystalline anisotropy 

that aligns magnetic domains along the <100> easy axes. MuMax3 simulations were carried out 

following this computational framework to detail formation of the domain textures by using K1 
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spatial modelling that was found to represent the anisotropy variation in the donuts. While many 

of the domain patterns were characterized to have a predominant vortex fraction, the vortex 

component varies in the magnetic volume of the individual micromagnets showing a spatially 

varying nature of magnetic anisotropy. Quantitative characterization through computational 

modeling and comparison with experimental data was done to better understand the role of 

magnetic anisotropy in the domain patterns observed. Chapter 4 summarizes the results obtained 

from comparing experimental and computational techniques. A unique balance of spatially varying 

anisotropies was found to exist along with geometrical effects in the micromagnets, hence, queuing 

possibilities to probe into their topology and tuning capabilities for functional spintronic 

applications in the future. The LSMO donuts with hole diameters 0.4 and 0.6 µm significantly 

deviate from the abrupt decaying sigmoidal K1 profile obtained for the discs and show a decrease 

in the amount of vortex going towards either patterned edge. This spatial variation was captured 

in a saw-tooth model for K1 spatial variation. Likewise, donuts with hole diameters 0.2, 0.8 µm, 

and 1.0 µm were found to be deviating from a sigmoidal K1 profile for 110 K temperature.  

 

Following vortex fraction analysis, simulations using a fine-tuned K1 profile were shown to agree 

well with X-PEEM domain images, implying a significant strain contribution arising in the 

micromagnetic volume of the LSMO donuts. The strain effects that penalize magnetic anisotropic 

energies are a likely contributor to a change in easy-axis orientation arising from swelling of the 

matrix during the ion-implantation technique. The effect amplifies moving toward either of the 

circular edges of the donuts as represented by vortex fraction profiling. To understand the 

empirical variation of anisotropic energies while material properties remained unchanged, local 

energies were extracted from simulations to understand the differential energies present at the 
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edges and the center of the micromagnets. Overall, the LSMO micromagnetic domains bring out 

complex magnetism operating at the sub-micron scale. Given that patterning of the micromagnets 

into two or more unique geometries presents a significant variation of magnetocrystalline 

anisotropy in space, tuning the functional behavior of the material system is a promising venture 

in developing spintronic-based-memory applications.   

Going ahead, these results obtained for an intermediate 110 K temperature must be compared with 

data from lower temperatures to better understand temperature dependence and their influence on 

magnetic energies in the domain patterns. Experimental and computational methodologies must 

be implemented to characterize the strain states in the micromagnets to gain a thorough 

understanding of these energetics in sub-micron scales. The characterization principles and 

quantitative framework provided in this thesis work can be further extended and applied to donut-

shaped micromagnets with non-circular geometries like squares, diamonds, or hexagons with 

computational modifications to incorporate an additional geometric factor. Finally, accounting for 

MuMax3 simulation accuracy and computational modeling in the form of linear approximations 

serve as a powerful tool in an endeavor to form a holistic understanding of complex oxide 

micromagnetic and their potential capabilities as spintronic devices.
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APPENDIX A: First-order approximation models and distortion correction fitting 
Python scripts 

#1. Polar Transform code 

 

import polarTransform 

import matplotlib.pyplot as plt 

import numpy as np 

import imageio 

 

#Read Image path 

image = imageio.imread(r"<pathname>) 

# Get image dimensions 

height, width, channels = image.shape 

# Define the center of polar transformation 

center = (width // 2, height // 2) 

 

# polar transformation 

polarImage, ptSettings = polarTransform.convertToPolarImage(image, center, hasColor=True) 

 

#cartesianImage = ptSettings.convertToCartesianImage(polarImage) 

print(polarImage.shape) 

 

plt.figure() 

plt.imshow(np.rot90(polarImage), origin='lower') 

plt.show() 

 

#2. Selection of matrix coordinates for ROI 

import cv2 

import numpy as np 

 

# select points using mouse click 

def select_points(event, x, y, flags, param): 

    if event == cv2.EVENT_LBUTTONDOWN and len(source_points) < 4:   #select more points 

to define ROI ? 

        cv2.circle(image, (x, y), 5, (0, 0, 255), -1) 

        source_points.append((x, y)) 

        cv2.imshow('Select Points', image) 

 

source_points = [] 
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# Load image 

image = cv2.imread(r<image path>) 

 

# Creating window to display the image 

cv2.imshow('Select Points', image) 

cv2.setMouseCallback('Select Points', select_points) 

 

# selecting points 

while len(source_points) < 4: 

    cv2.waitKey(10) 

 

# Close the window 

cv2.destroyWindow('Select Points') 

 

# Points to be corrected 

print("Source Points:", source_points) 

 

#3.Perspective correction after ROI identification 

 

from IPython.display import display, Image 

import cv2 

import numpy as np 

 

def correct_perspective(image_path): 

    # Load the image 

    image = cv2.imread(image_path) 

    display(Image(data=cv2.imencode('.png', image)[1].tobytes())) 

    height, width, _ = image.shape 

 

    # Define four pairs of points to correct the circular features 

    original_points = np.float32([[137, 9], [220, 84], [124, 160], [53, 78]]) 

    corrected_points = np.float32([[130,8], [220, 84], [124, 150], [53, 78]]) 

 

    # Calculate the perspective transformation matrix 

    perspective_matrix = cv2.getPerspectiveTransform(original_points, corrected_points) 

 

    # Apply the perspective transformation to the image 

    corrected_image = cv2.warpPerspective(image, perspective_matrix, (width, height)) 

 

    return corrected_image 
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# Specify the path to distorted image 

input_image_path = r"<name> 

 

# Perform perspective correction 

corrected_image = correct_perspective(input_image_path) 

 

# Display the corrected image 

display(Image(data=cv2.imencode('.png', corrected_image)[1].tobytes())) 

 

#4. Radial Scan 

import cv2 

import numpy as np 

import matplotlib.pyplot as plt 

from scipy.optimize import curve_fit 

from sklearn.metrics import r2_score 

 

radius = None 

 

def custom_square_wave(x): 

    # Function to generate the square wave with modified piece 2 

    # First piece 

    piece1 = np.where((x >= 44) & (x < 3*(45)), 1, 0) 

    piece1 = np.where((x >= 3*(45)) & (x < 180), 0, piece1) 

     

    # Second piece 

    piece2 = np.where((x >= 180) & (x < 5*(45)), 0, 0) 

    piece2 = np.where((x >= 5*(45)) & (x <= (2*180 - 44)), -1, piece2) 

     

    return piece1 + piece2 

 

def my_wave(t, phi, amp_sin, amp_square): 

    # Generate custom square wave 

    square_wave =  amp_square * custom_square_wave(t+phi) 

 

    # Sinusoidal wave 

    sin_wave = amp_sin * np.sin(np.deg2rad(t+phi)) 

     

    fv = amp_sin/(amp_sin + amp_square) 
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    print(fv) 

     

    # Combining sinusoidal and square waves 

    combined_wave = sin_wave + square_wave 

 

    return combined_wave 

 

def get_radius(center, point): 

    global radius 

    radius = int(np.linalg.norm(np.array(point) - np.array(center))) 

 

def main(image_path): 

    global radius 

    image = cv2.imread(image_path) 

    image_copy = image.copy() 

 

    center = None 

    point = None 

 

    def select_point(event, x, y, flags, param): 

        nonlocal center, point 

 

        if event == cv2.EVENT_LBUTTONDOWN: 

            if center is None: 

                center = (256, 255) 

                cv2.circle(image_copy, center, 3, (0, 0, 255), -1) 

            elif point is None: 

                point = (243, 80) 

                cv2.circle(image_copy, point, 3, (255, 0, 0), -1) 

                get_radius(center, point) 

                cv2.circle(image_copy, center, radius, (0, 255, 0), 4) 

 

    cv2.namedWindow('Select Center and Point') 

    cv2.setMouseCallback('Select Center and Point', select_point) 

 

    while True: 

        cv2.imshow('Select Center and Point', image_copy) 

        key = cv2.waitKey(1) & 0xFF 

        if center is not None and point is not None: 

            break 



 

94 
 

 

    cv2.destroyAllWindows() 

    print(center) 

    print(point) 

    pixel_distance = np.linalg.norm(np.array(point) - np.array(center)) 

    print(pixel_distance) 

     

    radius = int(np.linalg.norm(np.array(point) - np.array(center))) 

     

    intensity_values = [] 

    num_angles = 360 

    thickness = 4 #in pixels 

     

    for angle in (np.linspace(0, 361)): 

        intensity_sum = 0 

        for r in range(radius - thickness // 2, radius + thickness // 2): 

            x = int(center[0] + r * np.cos(np.deg2rad(angle))) 

            y = int(center[1] + r * np.sin(np.deg2rad(angle))) 

            intensity_sum += image[y, x, 0]  # Accumulating intensity values within the ring 

        intensity_values.append(intensity_sum / thickness)  # Calculating the average intensity 

 

    intensity_values = np.array(intensity_values) 

    max_intensity = np.max(np.abs(intensity_values)) 

    normalized_intensity = intensity_values / max_intensity 

 

    mean_intensity = (np.max(normalized_intensity) + np.min(normalized_intensity)) / 2.0 

    modified_intensity = (normalized_intensity - mean_intensity) * 2.1 

 

    phi = (np.argmax(modified_intensity) * 360) / len(modified_intensity)  # converting to 

degrees 

     

    sin_weight = 0.50 

    square_weight = 0.50 

     

    # Curve fitting using scipy's curve_fit 

    angles = np.linspace(0, 361)  # using degrees instead of radians 

 

    phi_guess = phi 

    sin_weight_guess = 0.5 

    square_weight_guess = 0.5 
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    # Normalizing initial guesses 

    total_amplitude_guess = sin_weight_guess + square_weight_guess 

    sin_weight_guess /= total_amplitude_guess 

    square_weight_guess /= total_amplitude_guess 

 

    p0 = [phi_guess, sin_weight_guess, square_weight_guess] 

 

    # Curve fitting with constraints 

    bounds = ([-np.inf, 0, 0], [np.inf, 1, 1])  # Constraint: 0 <= amp_sin, amp_square <= 1 

 

    popt, _ = curve_fit(my_wave, angles, modified_intensity, p0=p0, bounds=bounds) 

    fitted_curve = my_wave(angles, *popt)*1.0 

     

    sin_wave = np.sin(np.deg2rad(angles)) 

    square_wave =  custom_square_wave((angles)) 

 

    # Ploting fitted curves 

    plt.plot(angles, modified_intensity, label='Raw Data', color='green') 

    plt.plot(angles, fitted_curve, label='Fitted Wave', color='purple') 

    #plt.plot(angles, sin_wave, linestyle='dotted', label='Sin Wave', color='red') 

    #plt.plot(angles, square_wave, linestyle='dotted', label='Square Wave', color='blue') 

 

    plt.title('Wave fitting') 

    plt.xlabel('Angle (degrees)')  # labeling in degrees 

    plt.ylabel('Normalized Intensity') 

    plt.legend() 

    plt.xticks(np.arange(0, 361, 60)) 

    plt.show() 

 

    # Display the image with the circle 

    cv2.imshow('Image with Circle', image_copy) 

     

    cv2.waitKey(0) 

    cv2.destroyAllWindows() 

     

    # Calculate R^2 value 

    r_squared = r2_score(modified_intensity, fitted_curve) 

    print(f"R^2 value: {r_squared}") 
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if __name__ == '__main__': 

    image_path = r"<path>" 

    main(image_path) 
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APPENDIX B: MuMax3 Simulations 

 

GOLAN script 

 

SetMesh(512, 512, 1, 5e-09, 5e-09, 4e-08, 0, 0, 0) 

Aex = 3.6e-12 

anisC1 = vector(1, 1, 0) 

anisC2 = vector(-1, 1, 0) 

Msat = 390000 

disc := cylinder(2e-6, 40e-9) 

setgeom(disc) #setting disc 

m = Vortex(1, 1) #setting vortex domain 

Aex = 3.6e-12 

Kc1 = 0   #For uniform K1 

snapshot(m) 

relax() 

m = Vortex(1, 1) 

relax() 

hole = cylinder(<ID>, 40e-9) 

donut = disc.sub(hole)  

setgeom(donut) 

m = Vortex(1, 1) 

relax() 

save(m) 

//output directory: mumax-2024-04-27_13h36.out/ 

hole := cylinder(0.4e-6, 40e-9) 

donut := disc.sub(hole) 

setgeom(donut) 

m = Vortex(1, 1) 

#Defining rings 

<ring1 := cylinder(0.6e-6, 40e-9).sub(hole)> #Example 

defregion(1, ring1) 

edgesmooth = 8 

 

kc1.setregion(1, <K1>) #Example 

relax() 

m = Vortex(1, 1) 

#Extracting Energies 

e1 := edens_anis.region(<region>) 

d1 := edens_demag.region(<region>) 

ex1 := edens_exch.region(<region>) 

 

API access: https://mumax.github.io/api.html [90] 
 

https://www.zotero.org/google-docs/?Gxc2PH
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B.1 MuMax3  Simulations 

 

MuMax3 simulations of LSMO donuts (ID 0.0 - 1 µm) obtained for 32 K at which Lee et al 

calculated the spatial variation of the LSMO disc shaped micromagnets are shown in Figure B.1. 

These simulations are performed using the saw-tooth model (in Figure B.2.) for approximating K1 

in space. Subsequently, radial intensity profiling was done to obtain VF profiles and included in 

the results (refer to Chapter 4) for comparison. The simulated results can be further compared with 

future work on imaging domain patterns of the LSMO donuts at low temperatures. 

 

Fig. B.1. MuMax3 simulated domain images for LSMO donuts with an outer diameter of 2 µm and varying 

ID performed at low temperatures (~32 K). The simulations consider <100> easy axes directions observed 

for the LSMO donuts.  

 

B.2 K1 approximation fit for the saw-tooth model 

 

Figure B.2.1 shows the K1 approximation of ID 0.4 µm LSMO donut using the saw-tooth model 

and linear fitting to yield a vortex fraction profile (refer to Figure 4.8). The model shows K1 reaches 

zero at the 0.6 µm radial mark with a flat step to account for maximum MCA and rising 

subsequently towards the outer circular edge. The model is linearly shifted upwards considering 

the average K1 values of the LSMO micromagnetic discs at 32 K determined by Lee et al. 

Considering the saw-tooth model of K1 spatial variation holds for the LSMO donuts, going forward 

temperature-dependence of MCA can be established to tune magnetic properties and thereby their 
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application in spintronic application. A similar operation was performed for the rest of the hole 

diameters.  

 

Fig B.2 K1 approximation trend for ID 0.4 µm fitting at 110 K (in green). The curve is linearly shifted to 

represent K1 spatial variation at lower temperatures (in black). 

 

Table S1: Simulation Parameters 

 

T (K) Ms (A/m) Dsp (meV*A2) Aex (pJ/m) 

110 390,000 210 3.6 

 

Experimental values used as constants in the MuMax3 simulations of the LSMO micromagnetic 

donuts. Adapted from reference [60]. K1 values are set up according to the generated saw-tooth 

model or decay model corresponding to each of the hole diameters. 
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