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Figure 2.1: From material property-based maximum particle velocity vmax to case-specific
particle velocity limit vlim, via factors Ψ1 j to Ψ5 j for the jth run using a se-
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later. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
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Figure 3.3: The ratio, Φ, of the in-plane averaged coupling coefficient over all possible
SAW propagation directions, γ ∈ {0◦,180◦} to the Euclidean norm of the
in-plane stiffness tensor between the Y -cut LN and an isotropic material,
given by Φ ≡ K2
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Figure 4.1: The (a) omnidirectional spiral surface acoustic wave (OSSAW) device con-
cept for centrifugation and separation of samples, based on (b) the use of a
spiral interdigital electrode structure defined in detail in the Appendix, an
extraction syringe, and a 152◦ Y -rotated cut of lithium niobate to allow SAW
to be generated along the substrate surface. The bold spiral line represents
the spiral IDT finger; the red arrow represents the SAW it generates from
the outer end of the finger, propagating inwards. The outward propagating
SAW is absorbed with polymer absorbers (not shown for clarity). The SAW
propagating direction is orthogonal to the spiral line and tangent to a defined
circle of radius R0. The IDT fingers are defined between the outer and inner
radii R1 and R2. A closer view (c) of the OSSAW electrode with a µ`-order
droplet within shows the spiral IDT, the bus bars that connect, independently,
the inner and outer fingers of the IDT, with an independent connection from
the outside to the inner bus bar at left in the closeup, and the (X) location of
the laser-drilled hole used for extraction after centrifugation. . . . . . . . . 133

Figure 4.2: (a) An LDV phase scan of the OSSAW inner annular region, showing inward,
obliquely propagating waves (scale bar: 0.5 mm). (b) The OSSAW device
exhibits a resonance at 56.5 MHz according to the LDV-measured frequency
spectrum. Note: the peculiar “notch” at the top of each image is due to a
strange limitation in the LDV software: a measurement cannot be made in a
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ning using a straight IDT configuration may be made from (a1,b1) vector
velocity, (a2,b2) velocity magnitude, and (a3,b3) particle streamlines for a
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straight IDT devices. These streamlines were calculated using PIVlab, sug-
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OSSAW also produces a greater average angular velocity (rpm) for a given
applied power. The maximum possible rotation speed from the traditional
design at any power is 3180 rpm; the droplet is ejected from the surface at
greater input powers. However, with OSSAW, a speed of 4670 rpm may
be achieved, at which point atomization begins to appear. The error bars
represent the standard deviation (n = 5 for each data point). . . . . . . . . 138

Figure 4.4: A (a) 1.5 µ` drop with 1 µm (red), 5 µm (green), 43 µm (green) polystyrene
(PS) particles randomly distributed within. (b) After OSSAW separation,
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of the droplet. (c) 1.5 µ` diluted mouse blood before separation. (d) After
OSSAW separation, red blood cells and the occasional white blood cell
appear at the drop’s center, while platelets and smaller components of blood
appear at the drop’s periphery The bright dots on the droplets are specular
reflections of externally placed lights from the droplet surface (scale bar:
0.5 mm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

xviii



Figure 4.5: (a–c) Separation and extraction of 5 µm (green) polystyrene particles from
1 µm (red) polystyrene particles in a 1.5 µ` DI water droplet (a) Before
separation: droplet with 1 µm and 5 µm randomly distributed particles. (b)
After separation: 5 µm particles concentrate in the middle of the drop, while
1 µm particles are at the periphery of the drop. (c) After extraction: 5 µm
particles are extracted through a glass capillary tube from the middle hole
of the device; the 1 µm particles are extracted from a pipette and glass
capillary tube introduced at the drop periphery from above (not shown). (d–
f) Separation and extraction of red blood cells (RBCs) from mouse blood.
(d) Before separation: 1.5 µ` mouse blood on OSSAW device (e) After
separation: RBCs concentrate in the middle of the drop, while platelets
appear at the periphery. (f) RBCs are extracted via a glass capillary tube from
a hole through the middle of the OSSAW device. (Scale bar: 0.5 mm.) . . . 148
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cytometry. By providing 100 MHz OSSAW into a microliter scale fluid drop,
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Figure 4.7: A 56.5 MHz OSSAW device with a microliter sessile drop on the inner
circular region, showing the fingers and electrode connection to produce a
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bar), while the connection to the outer bus bar is at left. This device lacks the
central extraction hole. (Scale bar: 0.5 mm.) . . . . . . . . . . . . . . . . . 153

Figure 4.8: (a) An 80 µm outer diameter glass capillary tube is inserted into a 100 µm
diameter hole in LN substrate for the extraction platform. (b) A luer lock
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wise identical to those used for OSSAW separation in Fig. 4.6. The composi-
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used for WBC detection, the number of WBC in these 1 µ` blood samples
was too low to justify their display here or in Fig. 4.6. . . . . . . . . . . . . 155
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Figure 5.1: The pendulum force balancing method for measuring SAW propulsion forces
via acoustic streaming, illustrated in (a) overview with a glass tank filled
with the immersion fluid. A SAW device is suspended as the bob of a
pendulum from a 3D-printed fixture at the top using the wires to connect
the IDT of the SAW device as the pendulum arm. Taking (b) into account
the tilted configuration of the SAW device, and the Rayleigh angle η of the
acoustic wave propagating from it into the fluid as it swings to an angle θ,
an appropriate force balance may be formed. Images taken from the side of
the setup (c) of a SAW device (c1) before and (c2) after activating the SAW
indicates its deflection angle θ as a pendulum. The edge of the LN chip is
marked black for clarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

Figure 5.2: (a) Dimensionless propulsion force versus input power in water/glycerol
solutions, at 0%, 10%, 30%, and 50% volume of glycerol with the remainder
water volume, indicating a linear relationship between the dimensionless
propulsion force and input power regardless of the fluid viscosity. (b) The
electromechanical efficiency of the SAW thruster for propulsion is about
40%-60% depending upon the applied input power, with greater efficiency in
lower viscosity media. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

Figure 5.3: (a) Mounting the SAW device to visualize the acoustic streaming velocity
field that it generates. (b) With the SAW device at left, a top view of the
PIV-derived acoustic streaming flow profile in 90% water / 10% glycerol
indicates acoustic streaming increases as the applied power is increased from
(b1) 330 mW, (b2) 710 mW, (b3) 1.22 W, (b4) 1.89 W, (b5) 2.68 W, (b6)
3.57 W, and (b7) 4.23 W, respectively. Scale bar: 2 mm. This produces a
maximum fluid flow speed in the acoustic streaming jet as (c) plotted with
respect to the applied power, with a fitted line based on the theoretical model
of the acoustic streaming phenomena. . . . . . . . . . . . . . . . . . . . . 169

Figure 5.4: (a) The layout of the basic SAW device design in our trials using the pen-
dulum force balance method. We denote the chip width, the IDT aperture,
the IDT length, and the chip length for SAW propagation and attenuation
in fluid as W , a, l, and L, respectively. We only consider SAW propagated
towards the bottom of the chip, as the SAW propagating upward from the
IDT is absorbed by an absorber mounted at the top edge of the chip. Three
versions of this design produce (b) substantially different propulsion forces
for an input power from 0 to 5 W. . . . . . . . . . . . . . . . . . . . . . . 171

Figure 5.5: SAW propulsion force based on input power within different fluid media,
indicating different propulsion force under various input power and fluid
viscocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
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Figure 6.1: Images of fabricated devices. (A) Left: Gold electroded IDTs with a 0.7
mm aperture on LN substrate for 40 MHz SAW generation and propagation.
Middle Right: Bonded LN nanoslit device integrated with SAW for fluid
actuation. A one-penny coin is shown as a scale reference at bottom. (B)
Various reactive-ion-etched nano-height channel LN chips are shown with
chromium sacrificial mask structures and after drilling 500-m diameter holes
for fluid inlets and outlets. Scale bar: 5 mm. . . . . . . . . . . . . . . . . . 187

Figure 6.2: Fluid capillary filling in 100 nm-height channels. (A1-A4) Ultrapure water is
drawn into a 400-m wide nanoslit via capillary force over time, shown at the
start (0 sec) and 1, 2, and 4 sec later, respectively. Small water drops can be
seen at the top of the superstrate. (B1-B4) Ultrapure water is drawn into a
40 µm wide nanoslit via capillary force over time, shown at the start (0 sec)
and 0.1, 0.3, and 1 sec later, respectively, indicating more rapid filling due to
greater capillary force on a smaller amount of fluid. The small depressions at
the top of the superstrate are evidence of hitting the surface with tweezers.
Scale bar: 400 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Figure 6.3: SAW-induced fluid draining in 1 mm-width 100 nm-height nanoslit. (A-C) A
water-filled nanoslit is drained by 40 MHz SAW at an applied power of 1.31
W, 2.04 W, and 2.82 W, respectively. The SAW is propagating from top to
bottom in the images. The interfacial line between the bonded and nanoslit
regions is visible: note the color change. Scale bar: 200 µm. . . . . . . . . 189

Figure 6.4: SAW-induced air cavity length with respect to SAW applied power. The
dewetting cavity length is approximately linearly dependent upon the applied
power. The applied power should offer an acoustic pressure greater than
the capillary pressure in the nanoslit, causing fluid drainage. The threshold
applied power at which drainage appears is around 1 W in this case. . . . . 190

Figure 7.1: An (a) IDT with a 625 µm wide aperture produces SAW that propagates (b)
underneath an aligned, 1-mm wide, 5-mm long nanoslit etched into the LN
substrate with a room-temperature bonded LN cover. Absorbers eliminate
reflected waves. The channel depth is greatly exaggerated for clarity. (c)
A 20-µm wide, 500-µm long side channel, which controls the filling rate,
connects the main channel at 45◦ to the 1-mm diameter inlet well. A 1-mm
diameter (c1) outlet present at the end of the nanoslit distal from the IDT
provides a means for (c2) fluid outflow. . . . . . . . . . . . . . . . . . . . 193
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Figure 7.2: (a,b,c) Fluid transport and meniscus dewetting deionized water from within
a 150 nm-thick hydrophilic nanoslit using ∼ 1 W, 38.5 MHz SAW, and
applied from 0 ms. Scale bar: 0.5 mm. With different fluids, the meniscus
velocity versus the applied power, (d) nondimensionalized using eqn. (7.6),
where U0 = 1 m/s is the scaled velocity, collapses the onto a line from the
(e) original dimensional results. The theory is effective in representing the
observed phenomena. Drainage of other fluids and videos and a version of
(e) dimensional fluid velocity versus applied power with error bars are all
in the Supplemental Information at [publisher URL]. Error bars indicate the
max-min range of the data for each point (N ≥ 10). . . . . . . . . . . . . . 199

Figure 7.3: (a) The H = 150 nm nanoslit and IDT generating 38.5-MHz SAW from left
to right with 1 W input power. An LDV-measured SAW velocity amplitude
contour plot is shown before it propagates underneath the nanoslit. The
color bar showing normalized SAW particle velocity amplitude from 0 to
1 is presented on the right of the image. Due to the scale, image stitching
was necessary with *boundaries indicated. The initial (b) dewetting of the
fluid—water in this case, see Table 7.1 for dimensions and details—from
the edge of the nanoslit by SAW illustrates the effect of near-field Fresnel
diffraction. This evolves to a (c) steady-state meniscus deformation into the
nanoslit at 394 mW, the depth of which depends on the SAW amplitude.
Increasing the SAW power, to 830 mW, (d) drains the water along the entire
length of the nanoslit. In (e) the intensity of the SAW (∝ U2) is plotted across
the width of the IDT aperture, indicating why there is a (c,d) narrow channel
of flow: the flow is most significant where the SAW intensity is large. Scale
bar: 0.2 mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

Figure 7.4: The net time-averaged volume flux per unit channel width is plotted with
respect to the ratio of the channel’s height, H to the viscous penetration depth,
δ, using the full expression in eqn. 7.6 and the simplified expression eqn. 7.7,
the latter valid only up to around H/δ≈ 1. U=1 m/s, ω = 2π×40 MHz, cl
= 1500 m/s, and cs=4000 m/s are used for water as the liquid in this case. . 207
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Figure 7.5: Fabricating a SAW-integrated nanoslit device via room temperature LN-LN
bonding. Note: IDT, channel, and structural dimensions are not to scale and
not for comparison to aid visualization. The IDT aperture (finger overlap
width) is always less than the width of the nano-depth slit. (a) A nano-depth
structure is etched into an LN substrate. The 5-mm long main channel is
1 mm wide, while a 20 µm wide, 500 µm long side channel connects the main
channel at 45◦ to the inlet well, acting to control the capillary filling rate into
the main nanoslit. (b1) An IDT with aperture of 0.625 mm is fabricated as
aligned with the main nanoslit. (b2) Through holes of 1 mm diameter, aligned
with the inlet well and the nanoslit end distal from the IDT, were machined
into a second LN chip. After bonding, (c) the nanoslit device is complete,
though to improve the bond the structure is clamped and heated (see text).
Absorbers are attached at both ends of the chip to eliminate reflected waves.
Note the presence of the gap between the two bonded layers that prevent
SAW coupling to the (b2) reservoir LN layer over the width of the SAW
generated from the aperture of the IDT. Not to scale. . . . . . . . . . . . . 208

Figure 7.6: Images of an H ∼ 5 nm deep nanoslit, captured by digital holographic
microscopy (DHM, Lyncee Tec, Lausanne, Switzerland), presenting the
current limit for fabrication and bonding of these devices. A (a) 2D phase
image and a (b) 3D phase image showing the phase difference between LN-
LN directly bonded area and the 5 nm slit area indicates the presence of the
nanoslit. The DHM-measured (c) phase difference across the channel width
along z (see Fig. 1 in main paper) indicates the presence of a channel where
the phase angle increases; this phase corresponds to an optical phase shift of
light propagating through the channel, corresponding to an approximately
5 nm gap. Scale bar: 333.3 µm. . . . . . . . . . . . . . . . . . . . . . . . 209

Figure 7.7: Experimental results with water not fully filled (red dots) and water fully filled
(blue triangles) in the slit, showing the difference between two situations
because of interfacial effect is negligible compared to the dominant first-order
acoustically-driven flow regime. . . . . . . . . . . . . . . . . . . . . . . . 210

Figure 7.8: Fluid transport and meniscus dewetting deionized water from within a
150 nm-thick hydrophilic nanoslit using ∼ 1 W, 38.5 MHz SAW, and applied
from 0 ms (see Fig. 2 in main paper). Scale bar: 0.5 mm. With different
fluids, the meniscus velocity versus the applied power is shown. The error
bars represent the range of results as low-high bars; N ≥ 10 for each data
point. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Figure 7.9: The SAW dewets the nanoslit along the central portion of the channel for
(a) deionized water, (b) methanol, (c) isopropyl alcohol and (d) 1-octanol.
The scale bar at bottom right for each result is 0.25 mm, and the height of
each white box indicates one acoustic wavelength in the fluid, suggesting the
drainage is roughly one acoustic wavelength regardless of the fluid choice. 212
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Figure 8.1: Concept and fabrication of SAW-integrated nanofluidic femtoliter droplet
devices. (a) A nonuniform nanoslit channel produces fluid droplet traps.
(b) By etching several of these channels into a LN layer, cutting a 1 mm
hole at the end distant from the SAW interdigital transducer (IDT), and then
flipping the result and bonding it with room-temperature LN-LN bonding463,
machined-side down, onto the LN substrate that has the SAW IDT, it is
possible to form and transport drops in these channels with heights to less
than 10 nm (figures not to scale for clarity). However, ∼ 100 nm height
was chosen to obtain the best possible performance of the acoustic wave
propagation in the nanoslit using acoustogeometric streaming464. Absorbers
placed at the SAW LN device’s ends absorbs extraneous SAW and prevents
undesirable reflections. (c) Other configurations make it possible to explore
drop splitting, mixing, and transport, such as this configuration with only
one main channel of ten traps, two of which are connected to inlets at the
side, and the x-axis-oriented main channel is open to the outside close to the
IDT while it is connected to an outlet at the distant end. (d) The inlets are
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Figure 8.2: (a) The 100 nm height nanochannel matrix, with traps as shown separated
by narrow regions, or necks. The channels are filled with DI water from the
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Figure 8.3: An analytical model suggests three regimes for droplet transport in the
nanoslit device between traps, with comparison of experimental results using
DI water with a surface tension of 72 mN/m. (a) The analytical and exper-
imental results are log-log plotted as SAW activation time versus applied
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ples in total) are correlated with the model. The results are provided (b) again,
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and 0.5 s, showing negligible mixing with nearly identical images. However,
when using 380 mW SAW (left to right in images), (d-f) mixing occurs to
produce a comparatively complete mixing result over the same time period.
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Surface acoustic wave (SAW) devices have become popular as a practical and effective

tool for fluid manipulation, particle/cell sorting and separation in various acoustofluidics and

biomedical applications. In this dissertation, we study basic concepts, materials, and designs

of SAW for micro/nano-scale particles/fluid manipulation. We propose an optimized Y-rotated

cut of lithium niobate for multi-directional SAW propagation, simultaneously minimizing the

anisotropic effects while maximizing electromechanical properties.

In microscale acoustofluidics, first, we present a novel omnidirectional spiral SAW

design to rapidly rotate a microliter sessile drop to ∼10g, producing efficient multi-size particle

separation. We further extract the separated particles for the first time, demonstrating the ability to
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target specific particles. Red blood cells and platelets within mouse blood are further demonstrated

to be separated with a purity of 93% and 84%, respectively. Second, we describe a new method

to measure the opposing force upon the object producing the acoustic radiation. Our example

employs a 40 MHz SAW device as a pendulum bob while immersed in a fluid, measuring a

1.5 mN propulsion force from an input power of 5 W power to the SAW device.

In nanoscale acoustofluidics, first, in nanochannels of a height commensurate with the

viscous penetration depth of the fluid, we find nonlinear interactions between the surrounding

channel deformation and the leading order acoustic pressure field, generating flow pressures three

orders of magnitude greater than any known acoustically-mediated mechanism. It enables the

propulsion of fluids against significant Laplace pressure, sufficient to produce 6 mm/s flow in a

130–150 nm tall nanoslit. We find quantitative agreement between theory and experiment across

a variety of fluids and conditions. Second, we present new regimes of acoustic wave interaction

with 200 fL droplets of deionized water. By forming traps as locally widened regions along a fully

transparent, high-aspect ratio, 130 nm tall, 20–130 micron wide, 5 mm long nanoslit channel,

individual fluid droplets may be propelled from one trap to the next, split between them, mixed,

and merged via 40 MHz-order SAW. A simple theory is provided to describe the mechanisms of

droplet transport and splitting.
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Chapter 1

Introduction

1.1 Background

The problems and promise of microfluidics have served to motivate researchers for over

twenty-five years. Small volumes, fast processing, dynamic control, low costs, and hand-held

devices compete with numerous difficulties in actuation, manipulation, and eventual integration

into practical devices.433 The goal is to replace each step in a macro-scale process with a

micro-scale counterpart and then to seamlessly integrate these parts without compromising

the advantages, all embodied by integrated devices that can be used by non-experts. In 2014,

Sackmann et al. 328 raised the question: Why hasn’t microfluidics seen widespread adoption?

Becker 19 noted five years prior to that, in 2009, that the success of any new discipline hinges

upon a “killer application”, and that microfluidics still lacked one. In the eight years since, much

has been accomplished in the discipline, with Becker and Gärtner 20 and others finally expressing

a cautiously optimistic outlook.

However, an answer overlooked by many researchers is that much of the benefit of

microfluidics is lost when actuation still must rely on an external bench-top pneumatic pump

connected by a tangle of tubes—for example, the first figure in Whitesides’ review. Such a system
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is difficult to operate by an expert in a laboratory, let alone a non-expert with a hand-held version.

Biological assays represent one of the most important applications for lab-on-a-chip devices, yet

requires mixing—difficult via traditional microfluidics where laminar flow is difficult to overcome

and diffusion is glacially slow. Passive mixers205 offer solutions in some cases, but require

complex architectures. A good argument was put forth by Collins et al.:57 relying on spatially

and temporally distant means of pressure reduces the dynamic control one has over microfluidic

processes. Finally, Sackmann et al. 328 point out that macro-scale technologies have likewise

been advancing and, in order to compete, microfluidics must do better than simply matching

the performance of larger technology for the same tasks, a sort of red queen416 evolutionary

problem in developing and applying microfluidics technology. In this review, we will show that

the actuation of fluids and particles via acoustic waves can overcome these hurdles and help fulfill

the promise of microfluidics.

Vibration as a means to manipulate particles within fluids (and gases) has interested

the scientific community since the work of Chladniet al.51, Faraday et al.103, and Kundt et

al.190. Fluid actuation by acoustic waves is complex in analysis but simple in practice, with little

hardware required to operate, and offers large actuation forces and force gradients. The seeds of

acoustofluidics date from two centuries ago, and acoustics was considered a classic discipline

as early as the 1960’s. Few new areas of research had developed in acoustics until a recent and

dramatic resurgence as a result of interesting results at small scales (see reviews on microscale

acoustofluidics from Friend et al.109, Ding et al.89, Yeo et al.457, and more recently Destgeer et

al.80).

While some of the effects discussed in this review were known by Chladni, Faraday,

Kundt, and their contemporaries, the acoustic devices available to them and fellow researchers

until the 1960’s were inadequate for small-scale applications. They were either underpowered,

providing little more than laboratory curiosities like “quartz wind”,97 or generated ultrasound with

wavelengths at centimeter to meter length scales from relatively large, inefficient, and strongly
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heating transducers. These devices brought with them a collection of side effects from cavitation

to weak acceleration unfortunately incompatible with micro/nano-scale fluidics.

Notably, the phenomenon of surface acoustic wave (SAW) propagation on a substrate

was first reported by Lord Rayleigh in 1885,304 but these were only properly produced with the

maturation of microfabrication to form interdigital transducers (IDTs), thin finger-like electrodes

formed upon a piezoelectric substrate as described by White and Voltmer in 1965.432 Many of

the most recent reports in micro/nano acoustofluidics have relied on SAW generation at tens to

hundreds of MHz, which was not possible prior to IDTs and reduces the acoustic wavelength

to a scale compatible with microfluidics. There is an ancillary effect that is arguably far more

significant. Because the particle velocity in typical acoustic devices is limited to around 1 m/s

regardless of size or frequency due to the limitations in material integrity, selecting higher operat-

ing frequencies allows a concurrent increase in particle acceleration, to as much as 108 m/s2. It is

this very large acceleration that is responsible for many of the observed effects in acoustofluidics.

1.2 Piezoelectric Materials and Electro-acoustic Waves

Microscale acoustofluidic actuation relies on the generation of acoustic waves in piezo-

electric materials. The well-known direct piezoelectric effect generates electric charge upon

the application of mechanical stress in certain materials; the generation of mechanical strain

from the application of an electric field is the inverse piezoelectric effect.168 Atoms or molecules

present in the solid lattice structure of the material are either ions in the typical case23,189 or have

strong polarization—a separation of dissimilar charges, forming an electric dipole—in the case of

some piezoelectric polymers such as poly-vinylidene fluoride (PVDF).220,263 In single crystal

piezoelectric media formed from ions, the ions exhibit miniscule, thermodynamically favorable

misalignment that forms dipoles over each unit cell of the crystal material. This misalignment

tends to be identically oriented throughout the crystal, and so its effect accumulates for each
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repeated unit in the crystal as polarization, growing to become physically significant and present

in a natural state as remanent polarization.71 Polycrystalline piezoelectric material exhibits

similar behavior, though the orientation of the “misalignment” is unique to the domains, one or

more of which are present in each crystal grain that forms the material.95 An extremely large

voltage is applied to polycrystalline piezoelectric material in the desired polarization direction

for a few minutes to several hours while immersed in an inert fluid160,285 in order to reorient the

polarization of each of these domains to generally lie along a particular direction. This step is

necessary to form a useful piezoelectric coupling effect in any such media that lacks remnant

polarization.

Piezoelectric materials have long been used to generate and detect acoustic waves.

Rochelle salt and quartz were employed in the first large-scale application of piezoelectrics

to acoustically detect submarines during World War I.242 The earliest medical applications were

for ultrasonic imaging of tissues in medicine.93,232 High-power ultrasound has been applied in

industrial mixing and cleaning, applications familiar to most researchers.321,325 Other common

uses include non-contact sensors and range-finders;73,453 more recently, local harvesting of energy

from motion to eliminate or reduce the need for batteries have driven innovative use of piezo-

electric materials.326 The simplest of all these piezoelectric ultrasonic devices tend to be driven

at resonance via planar electrodes on both faces of a flat and thin piezoelectric element, itself

polarized from one to the other planar electrode. These may be sandwiched into a rod to form a

Langevin transducer,195 and rarely other modes of vibration are used, usually to generate more

complex motion necessary for actuators or motors.110,426 Regardless of the application, the waves

generated by piezoelectric media was generally limited to bulk acoustic waves (BAW) until the

advent and broad acceptance of IDTs,432 which enabled high frequency SAW. The demonstration

by White and Voltmer of spatially periodic thin-film metal electrodes on a piezoelectric quartz

bar to produce a traveling SAW was broadly taken up by the electronics industry for use in signal

processing at frequencies ranging from 10 MHz to 1 GHz. “True” SAW or Rayleigh waves are
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confined within three to four wavelengths of the surface of the material. Leaky SAW (LSAW),401

Love waves,130 Bleustein-Gulyaev waves,130 surface skimming bulk waves (SSBW),238 and

surface transverse waves (STW)374 are generally categorized as pseudo-SAW (PSAW), may have

some limited applications in acoustofluidics, but mainly lie outside the scope of this review.

In order to generate high frequency acoustic waves, a panoply of piezoelectric materials

have been used over the last 50 years. Polycrystalline piezoelectrics can be fabricated in more

and simpler ways and have greater electromechanical coupling coefficients than single crystalline

piezoelectrics, implying a greater ability to transform energy from one form to the other. However,

single crystal materials have higher quality factors, and lower damping than polycrystalline

materials, and so the choice of material in a given application is not straightforward.56 Single-

crystal piezoelectric media are however generally compatible with microfabrication facilities

whereas, for example, lead zirconate titanate (PZT),169 the most common polycrystalline ceramic

piezoelectric material, is not. Furthermore, PZT is toxic, with significant excess lead oxide present

along the grain boundaries,30 and facing regulations that aim to eliminate it from use.1 There have

been some successes in eliminating lead while retaining good performance from polycrystalline

ceramics, most notably those derived from potassium sodium niobate (KNN).330 The granular

nature of polycrystalline piezoelectrics limits their use to relatively low frequencies (O(1 kHz–

1 MHz)) due to the finite size of the grains and domains within the material that strongly interact

with the generation and propagation of acoustic waves at greater frequencies to generate heat.411

Though some researchers over the years have synthesized polycrystalline ceramic piezoelectric

materials with submicron grain size in an aim to increase the useful frequency range to 100 MHz

or more,177 these materials have not been widely employed. The likely reason is the existence

of single crystal materials that operate at high frequencies (O(1 MHz–1 GHz)) with superior

characteristics.

The materials most popularly used to make SAW devices include quartz, lithium tantalate

(LT, LiTaO3) and lithium niobate (LN, LiNbO3). Others include gallium arsenide (GaAs),
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cadmium sulfide (CdS), zinc oxide (ZnO), lithium tetraborate (Li2B4O7), and langasite

(La3Ga5SiO12).396 All piezoelectric materials are anisotropic, and because these choices are

especially so, the type of wave generated from them is strongly dependent on the material

orientation. White and Voltmer432 used a Y-cut, Z-propagating quartz plate. Shortly after, in the

late 1960’s Bell Laboratories were credited for the development of lithium tantalate (LT) and

lithium niobate (LN) which exhibit significantly stronger electromechanical coupling coefficients

than quartz.140,435 Due to its exceptionally high coupling coefficient relative to other single

crystalline materials for SAW, LN has become ubiquitous for this application. Typically, wafers

are obtained by growing a boule (see Fig. 1.1) of LN from a seed crystal with the desired

orientation, which is cut into wafers of the required thickness.

Figure 1.1: (a, b) A boule of LN, (c,e) with wafers and (d,f) other shapes cut for typical
applications. Image provided by Precision Micro-Optics, MA, USA.

Initially, SAW devices were designed so that waves propagated along the symmetric

crystal axes. Later on, as enhanced properties along different rotated cuts were discovered, these

cuts gained popularity in various applications. In particular, the Y -cut, Z-propagating orientation

of LN (YZ LN) was extensively used for SAW filters requiring Rayleigh waves. Due to the

dependence of wave velocity on the propagation direction in an anisotropic material like LN,

waves in rotated cuts propagating in a direction not aligned with a principal axis in the material
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translate laterally in a phenomena known as beam steering.241 With further studies, particularly

the works of Takayanagi et al.380 and Slobodnik et al.,364 the 131◦ Y -rotated cut of LN was

found to have exceptional electromechanical coupling and low beam steering and became widely

used. However, this cut exhibited spurious parasitic waves, and in 1976, Shibayama et al. 351

determined that the 127.86◦ Y -rotated cut reduced the generation of these parasitic waves and

consequently had the highest electromechanical coupling coefficient and lowest insertion loss.

The 127.86◦ Y -rotated X-propagating cut of LN (128◦ YX LN) became the most popular and

widely accepted orientation for applications requiring Rayleigh waves. Other cuts of LN have

even higher electromechanical coupling coefficients, but these produce spurious modes and beam

steering that preclude them from applications requiring “true” SAW. Among the other cuts, the

36◦, 41◦, and 64◦ Y -rotated cuts are the most popular. Table 1.1 lists some of the best-known

cuts of LN and their electromechanical coupling constants, where K2 = 2∆v/v = 2
(
v f − vm

)
/v f .

Here, v f is the wave velocity in the free substrate and vm is the wave velocity measured along a

short-circuited plane.

Table 1.1: Commonly used cuts of LN and their corresponding electromechanical coupling
coefficients and velocities. Reproduced with permission from Shibayama et al.,351 Campbell,36

Ciplys et al.,53 Soluch et al.369 and Hickernell et al.148

Cut 2∆v/v (%) Velocity (m/s)
YZ53 4.82 3488
ZX53 0.53 3798
ZY53 2.25 3903
XY53 3.58 3748

20◦ XY369 1.6 3727
120◦ XY369 4.1 3403

XZ53 5 3483
YX53 1.54 3769

36◦ 36 YX 16.7 4802
41◦ YX148 17.2 4752
64◦ YX148 10.8 4692

128◦ YX351 5.3 3992
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Evidently, the 41◦ and 64◦ YX cuts of LN have higher electromechanical coupling

coefficients than the 128◦ YX, however, these generate PSAW and not “true” SAW/Rayleigh

waves. Cuts that produce non-Rayleigh SAW have been used to make SAW resonator filters37

(64◦ YX) and delay lines for liquid sensors145 (41◦ YX) among other applications.

The majority of research conducted with SAW for microfluidics has utilized 128◦ YX LN.

Recently, there have been some studies which demonstrate the use of X-cut LN.313 Materials

most commonly used in acoustofluidics are anisotropic in nature due to their crystal structure.

The 128◦ YX and X-cut LN, for example, can generate SAW of the same frequency and amplitude

only in one direction. Any veering from the primary propagation direction is affected by beam

steering and changes in frequency and electromechanical coupling coefficients. Kurosawa

et al. 194 demonstrated this for a two-axis motor made using the 128◦ YX LN wafer, showing that

the vibration displacement and velocity were 200% higher in the X-axis propagation direction

compared to the Y -axis propagation direction. In order to overcome the anisotropic nature of the

substrate, Guo et al.131 and Devendran et al.85 demonstrated perpendicular IDT pairs at 45◦ to

the X-axis to create an orthogonal standing wave of the same frequency. However, the issue of

beam steering remains. The superior electromechanical coupling present along the X axis and the

unmatched wave velocities along the X and Y axes contribute to wave propagation with a lateral

component. As a result, high frequency SAW devices made using LN substrates are limited to a

single direction for acoustic wave propagation if optimal performance is desired.

1.2.1 Acoustic Wave Measurement

A laser Doppler vibrometer (LDV) is an interferometer that uses the Doppler effect to

measure vibrations. When light encounters a moving surface, the reflected light incurs a frequency

shift depending on the velocity of the surface and the wavelength of the light. In an LDV, the

laser is split into a reference beam, directed straight to the photodetector; and a measurement

beam, which reflects off the vibrating surface before being combined with the reference beam at
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the photodetector. This superposition creates a modulated signal, thus revealing the Doppler shift

in frequency (see Fig.1.2. Signal processing and analysis provide the vibrational velocity and

displacement of a point on the surface in the direction normal to the surface. The in-plane motion

can be measured using a different configuration where two measurement beams impinge on a spot

with an angle between them, thus yielding interference fringes, though other methods exist119.

As well, the LDV can be operated in scanning mode so that sequential measurement at many

points reveals the vibrational motion of a portion of the surface with desired resolution. These

and other advances are covered by Castellini et al. 41 and a more recent review was published by

Rothberg et al. 324 .

Figure 1.2: a) The interaction of the reference and measurement beams to produce a Doppler
shift at the photodetector in this configuration of a Polytec laser Doppler vibrometer. b) Out-of-
plane vibration measured by a single beam normal to the surface. c) In-plane vibration measured
by two beams aimed at the same point with an angle between them. d) Sequential measurement,
which is used to obtain the vibration of the surface in phase.

The LDV has been extensively used in aerospace,40 automotive,15 and hard disk drive471

industries, and for land-mine detection.327 The technology has also been broadly accepted for use

in microelectromechanical systems (MEMS) applications.431 In the context of acoustofluidics, the

LDV is well-suited to measure and characterize vibrational motion in the solid surfaces of devices.

While the primary aim is usually the determination of the resonance frequencies and mode shapes

of the devices (see Fig.1.3, the LDV can also be used to identify the type of waveform obtained:
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Lamb, SAW, BAW, Love, etc. The piezoelectric coefficients (as discussed in Section 1.2) of

materials used in acoustofluidics can also be measured with remarkable accuracy.146 Due to the

high frequencies and small amplitudes involved (especially in SAW), measurement of the vibration

driven velocity has been vital for analytical validation which would otherwise be impossible at the

micro/nano scale. This capability has been particularly useful for characterization of nanofluidic

devices247 and cantilevers for atomic-force microscopy (AFM).329 The technology can also be

applied to identify vibrations on fluid surfaces108 and even in air flow.417 This capability has been

helpful in studying fluid atomization and particularly in confirming the absence of the well-known

Faraday wave response at half the excitation frequency.24

Figure 1.3: The resonance mode of a SAW device is revealed by this graph of amplitude vs
frequency at a single point over an averaging period while the device is driven with a multi-
frequency signal. Once this resonance is known, a sequential measurement over a region of the
surface while the device is driven a the resonance frequency reveals the vibration mode, SAW in
this case.

The technology has some limitations and prevailing issues. The choice of interferometer

design has important implications for the sensitivity and measurement range of the LDV, especially

in scanning mode. For example, the Sagnac design is inherently more mechanically stable than

others due its lack of moving parts (more detail on this topic was provided by Tachizaki378). Non-

ideal behavior of the interferometer has been known to lead to significant error when measuring

small displacements. This and other sources of error, particularly alignment-based error, are

covered by Siegmund.362 Unwanted light waves can interfere with the desired interaction between

the reference and measurement beams—known as three-wave interference—but the artifacts of

this can be predicted.456 The vibration of rotating objects and the in-plane motion can likewise

be measured, but the setup is relatively complex.136
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Digital holographic (DH) microscopy has been investigated as an alternative to LDV. Data

from a high density of points can be obtained simultaneously using DH but, so far it lacks the

ability to provide continuous (non-stroboscopic) measurements at frequencies greater than 1 MHz.

Poittevin et al. 292 provide a good introduction to the interested reader. He highlight two new

papers in this area as indications of what may follow in the future.203 demonstrate the ability to

measure three dimensions of displacement in acoustic waves traveling in a solid simultaneously

using three-color DH. Typically, particle tracking is accomplished by optical videography and

particle image velocimetry (PIV), but34 have applied DH to track particles in 3D that are moving

under acoustophoresis. In the future, digital holography may enable new insights into previously

well studied acoustofluidic phenomena.

1.2.2 Electronic Communication

The first widespread use of SAW was in wireless communication, playing a critical role

in that industry to this day.221 As filters and duplexers, they provide precise and sharp signal

filtering and multiplexing35,222. These aspects are relevant to the lab-on-a-chip community for

two reasons. First, they demonstrate applications where, like lab-on-a-chip devices, space is

at a premium in handheld devices. Second, they indicate potential future routes of research in

acoustofluidics lab-on-a-chip applications in analogy to the development of the technology for

communications.

The working principle of SAW filters for communication261 is illustrated in Fig. 1.4. An

IDT (receiver) transfers the incoming electrical signal into SAW by the inverse piezoelectric

effect,255 where approximately 90% of the energy is transmitted in mechanical form and the

remainder is transmitted in electrical form to the output transducer (transmitter), where the SAW

is converted back to an electrical signal via the direct piezoelectric effect. The IDT design

determines the characteristics of the SAW receiver-transmitter combination: a filter. The same

basic principle has been used for SAW based biosensors, to be discussed in Section ??. The
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typical frequency response of a SAW filter is shown in Fig. 1.4(b). The desired signal shows

least attenuated while the rest of the signals are strongly attenuated. This sharp filtering and

high selectivity is what makes SAW filters popular in the wireless communication industry.35,255

Fig. 1.4 shows the typical frequency response of a SAW duplexer, essentially a combination of

two or more SAW filters271 that provide one-way paths from the transmitter to the antenna to the

receiver. The effort made in this discipline solved telecommunications problems at remarkably

high frequencies, 1–100 GHz, and laid the groundwork for micro/nano acoustofluidics devices

appearing today.
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Figure 1.4: (a) The working principle of SAW devices in communication. A pair of IDTs are
usually included, functioning as an input source (receiver, Rx) and output source (transmitter,
Tx), respectively. Typical frequency characteristics of (b) Typical characteristics response of a
SAW filters, and (c) SAW duplexers with similar characteristics as SAW filters shown to pass
the signals at two different frequencies for cellular applications.

1.3 Electrode Design

Most acoustofluidic devices use either very simple thickness mode transducers are pho-

tolithographically patterned IDTs, which sometimes require complex micro-fabrication. Below

we highlight two notable exceptions. Rezk et al. proposed a low cost alternative to photolitho-

graphic IDT fabrication. Aluminum foil electrodes were simply cut with scissors and clamped in

place on a LN substrate to produce a Lamb wave device capable of producing flow in a channel,

12



mixing in a drop, and atomization from a drop.309 It is likely that this type of electrode will

significantly reduce performance due to poor electrical and mechanical contact, but may still

be useful for some applications where cost and complexity are extremely limiting. Another

alternative to expensive microfabrication was demonstrated by Nam and Lim 264 in the form of

patterned conductive liquid, but this method was able to produce IDTs for SAW rather than Lamb

waves. Nam fabricated channels in PDMS taking the negative shape of the intended IDT design

and these were then filled with eutectic gallium indium. Azimuthal flow was achieved at 162 mW

and colored dye could be mixed with a viscous, 25% glycerin solution within 1 second using

578 mW of power.

The substrate thickness is an important factor in IDT design, as it determines the minimum

frequency of the SAW. Most suppliers provide 500 µm thick wafers, and the Rayleigh SAW is

known to extend 4–5 λ into the substrate. This places a lower limit on the frequency suitable

to form true Rayleigh SAW of about 40 MHz. Using frequencies below this value cause the

acoustic wave to penetrate all the way through the substrate to the other side forming, alongside

Rayleigh SAW, spurious Lamb waves that can shed energy through the back side of the substrate

into its mounting and affecting the wave propagation and device performance. This is not merely

a theoretical problem, as we have seen (in unpublished work) strong fluid transport in 20 MHz

shear-horizontal SAW (SH-SAW) devices that should show no fluid transport at all. The 36◦

Y-rotated, X-propagating lithium tantalate cut used in this case also generated Lamb waves that

appeared to be responsible for the confusing observations.

More importantly, much of the literature reports the generation of SAW at frequencies

well below 40 MHz without noting or apparently being aware that this problem could arise. In

our case, we were forced to use 20–30 MHz SAW for many years due to limitations of our laser

Doppler metrology equipment, and fortunately this problem no longer exists.

In order to realize full miniaturization and widespread adoption, SAW microfluidics will

require high power efficiency. Winkler et al. laid out the most important efficiency drains in these
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Figure 1.5: Power drains in typical SAW microfluidic devices along with proposed engineering
solutions. Reprinted from Winkler et al. 437

devices and proposed engineering solutions437 (see Fig. 1.5). They covered optimal electrical

impedance through IDT design, use of unidirectional IDTs, passive matching circuits, passivation

and electrical shielding for submerged devices, and choice of wavelength based on geometry.

Many of these solutions were utilized in a recent paper438 demonstrating an atomization specific

device, which will be discussed in section ??.

Heating occurs in acoustofluidics since energy must inherently be dissipated on chip in

order to produce fluid and particle motion and resistive heating can be minimized or controlled but

never eliminated. This is sometimes considered an issue (e.g. evaporation in digital microfluidics),

but can be controlled to support additional functionallity. Shilton et al. described the progress

made in studying and using acoustofluidic heating, for example in PCR, in their paper on control-

ling and optimizing this phenomena.358 Drops could be reliably heated to a stable temperature up

to 12 degrees above room temperature within 3 seconds. The temperature increase was precisely

controlled by the frequency and power. This heating was decoupled from the spurious resistive

heating due to the IDT.

1.3.1 Straight IDTs

SAW are typically generated by applying an oscillating electrical signal matching the

resonant frequency of the IDT. This signal translates into an acoustic wave via the inverse

piezoelectric effect as described earlier. In the literature, frequencies in the range 1 MHz–1 GHz
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have been used in the study of acoustofluidics, which correspond to wavelengths between 200

and 4 µm for the case of 128 ◦ YX LN, implying a range of feature sizes of 50 to 1 µm. These

feature sizes are typically microfabricated by photolithography and lift-off.230

The first and simplest IDTs432 consisted of straight rectangular metal bars—referred to as

fingers—deposited onto the surface of a piezoelectric substrate and alternately connected on either

end to contact pads or “bus bars” as pictured in Fig. 1.6. This structure creates an array of electric

fields of alternating direction between the transducer finger pairs that in turn create, via the inverse

piezoelectric effect, alternating regions of compressive and tensile strain in the substrate. Each

finger pair thus produces displacement in the substrate that oscillates with the electric field and

radiates a SAW.432 The periodicity of the finger pairs defines the wavelength of the resulting

SAW (λSAW) such that the distance from one finger to the next is λSAW/4. The surface wave

velocity (vR) depends on the material properties of the substrate, the propagation direction, and

the thickness of the IDT. Consequently, the center frequency ( fr = ω/2π = vR/λSAW) of a given

device is determined by the choice of substrate, propagation direction, and IDT design.79,432

The thickness of the metal film that comprises the IDT, h, is typically chosen so that the

film thickness ratio h/λSAW ≈ 1% so as to strike a balance between the efficient transmission

of electric current in thicker films and the lower mass present upon the substrate for thinner

films. Excessively thin films can cause premature finger failure and localized heating from ohmic

losses,289 while excessively thick or heavy films can reduce the resonance frequency of SAW in

the IDT region compared to the surrounding region that have no fingers, unintentionally producing

an acoustic cavity. Slightly thicker films, h/λSAW ≈ 1%, are optimal in most cases for reflectors,

structures that appear similar to IDTs but act to reflect the SAW on the piezoelectric surface to

form an acoustic cavity or improve the device’s efficiency. The details of IDT finger design, and

the closely related details of SAW reflector design, are provided in substantial detail in Morgan et

al.255 and references therein.

As the SAW propagates through subsequent finger pairs, the wave is diffracted, creating a
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Figure 1.6: A SAW device consisting of comb-like interdigital transducers (IDT fingers), bus
bars, and electrode pads on a piezoelectric substrate (e.g. 128–YX LN). The resulting traveling
wave propagates as shown (perpendicular to the fingers), which can be observed using a laser
Doppler vibrometer (LDV). The periodicity of the finger pairs defines the wavelength of the
resulting SAW, λSAW.

near-field region of largely parallel wavefronts known as the Fresnel region. The far-field region,

where the SAW is broadly diffracted along major and minor lobes, is known as the Fraunhofer

region. To minimize diffraction losses, the aperture of the IDT must be contained within the

Fresnel region. For design purposes, a Fresnel parameter (F) is defined as F = 4λSAWDF/a2

where a is the aperture width (shown in Fig. 1.6) and DF is the distance from the IDT edge. To

remain within the Fresnel region, the aperture should be selected such that F < 1.

The efficiency of a SAW device is commonly linked to its quality factor,442 Q = fr/4 f ,

where4 f is the width of the resonant peak in frequency space measured at one-half the peak’s

highest amplitude. The quality factor is influenced by dielectric losses of the piezoelectric

materials, loading effects, ohmic losses, and acoustic leakage to the substrate. The number of

finger pairs (Np) of a SAW IDT is an important parameter partially due to its effect on the quality

factor.255 The other aspect that drives the choice of the number of finger pairs in a SAW IDT is

the effective piezoelectric coupling coefficient of the substrate, which can be defined in terms of

the change of SAW velocity from an open-circuit configuration to a short-circuit configuration,
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Figure 1.7: Common IDT designs for SAW devices: (a) single electrode IDT, (b) double
electrode IDT, (c) slanted-finger IDT (SFIT) on collimating substrate shown with exaggerated
tilt, (d) one-port resonator, (e) two-port resonator with open-circuited reflection-grating elements,
(f) two-port resonator with short-circuited reflection-grating elements, (g) double-metalization
single- phase unidirectional transducer (SPUDT), (h) floating-electrode SPUDT,(i) Lewis-
type SPUDT,(j) “conventional” comb-filter, (k) chirped IDT, (i) chirped IDT for slanted-array
compressor (SAC), and (m) geometry of a reflective array compressor using etched-groove
reflectors. Reprint permis. Campbell (1989).35

divided by one-half of the average of that velocity, 2∆v/v. The greater the coupling, the greater

the amount of energy that can be transduced in the IDT to mechanical output as a SAW. The

amplitude of the SAW increases with Np up to a material dependent limit, but the bandwidth is

likewise reduced. In signal processing applications, optimizing Np is a complex procedure.255

However, when the primary concern is transduction power alone, typical in acoustofluidics, the
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constraints are simpler. For example, the bandwidth must only be sufficent to allow the device to

be driven by signal generation and frequency response analysis equipment.

Optimization begins by defining the electrical admittance (Yt(ω)) of the IDT, which is

dominated by capacitance (Ct), conductance (Ga(ω)), and susceptance (B(ω)), as in Yt(ω) =

Ga(ω)+ j(ω)B(ω)+ j(ω)Ct . The equivalent circuit therefore consists of three components in

parallel. When a voltage (V ) is applied to the transducer, the power that is absorbed and produced

are respectively defined as

Pa =
1
2

GaV 2 (1.1)

and

Ps =
1
4

ωε∞aN2
p

(4v
v

)(
sin(x)

x

)2

, (1.2)

where ε∞ is the capacitance per period of a unit-aperture, single electrode transducer, which

depends on the substrate. At a certain frequency, the susceptance becomes negative and begins to

counteract the capacitive term. When these terms cancel out, the admittance becomes real and

directly corresponds to a resistive load, and also corresponds to the most efficient operation of the

IDT. This occurs when the following equations are satisfied: Np = vπQt/24v and4 f/ fr = 1/Np.

Therefore, Np=21 for a single electrode IDT, as in Fig. 1.7(a), with a bandwidth of 0.05, while Np

= 26 for the double electrode IDT with a bandwidth of 0.038 on 128◦ YX LN (see Fig. 1.7 (b)).

Figure 1.7 depicts other commonly used IDT designs to fit different design requirements.

The double electrode IDT (see Fig. 1.7(b)) eliminates the in-phase reflections produced by

standard, single electrode IDTs by producing 180◦ phase shifted reflections that cancel out. The

electrode sampling frequency changes from 2 fr to 4 fr. Ma et al.228 presented a self-aligned

method to fabricate double electrode IDTs. The slanted-finger IDT (SFIT) (see Fig. 1.7(c)) is

used to generate a wide-band response filter. The maximum angle that can be achieved depends

on the coupling coefficient of the substrate. For example, the limit for a YZ LN substrate is 7◦

due to beam steering losses. The chirped IDT (see Fig. 1.7(k)) has a linear gradient in finger
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spacing that allows it to resonate at a wide range of frequencies, allowing the excitation of SAW

at different wavelengths by tuning the input signal. Another common method of reducing SAW

efficiency loss due to in-phase reflection is by adding reflectors, as shown in Fig. 1.7 (d), (e), and

(f). The reflectors are typically the same size as the fingers and are offset by one wavelength

from the fingers. Finally, to decrease the reflection loss from a source or finite impedance, a

single-phase unidirectional transducer (SPUDT) design is used to cancel out those reflections

(Fig. 1.7(g)-(i)).36,254 Normally waves radiate in both directions from an IDT, but SPUDTs radiate

in only one desired direction, towards the right in Fig. 1.7.

1.3.2 Focused IDTs

Compared to the designs described in Fig. 1.7, focused IDTs (FIDTs) can generate SAW

with higher intensity by laterally focusing the SAW energy towards the main axis of the IDT,

producing what is called a higher beamwidth compression ratio, ηc = Wb/w, where Wb is the

-3 dB transverse bandwidth and w is the equivalent aperture of the FIDT. They have been utilized

in many applications, such as signal processing convolvers,126,239,260 storage correlators,127

and time-Fourier transformers.434 High intensity acoustic fields can also be generated, and thus

enhance the acoustic-electric effect in order to manipulate electron-hole pairs in GaAs quantum

wells.76 Later in this review we will see examples of their use in acoustofluidic devices.

The FIDTs were first introduced by Kharusi et al. in 1972.181 They proposed a structure

that consisted of a series of identical curved fingers, so-called conventional circular-arc-shaped

FIDTs (see Fig. 1.8(a)), which focus the waves into a narrow rectangular region along the X

propagation axis. They discovered that the degree to which the waves were focused and the

focal length depended on the anisotropy of the substrate. Their results matched Cohen et al.’s

finding55 that the focal length is given by R f /(1−2b), where R f is the finger curvature and b

represents the anisotropy of the substrate material (b = 0 for an isotropic substrate). In addition,

they emphasized that the focusing properties of conventional circular-arc-shaped FIDTs do not
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improve as Np is increased. Therefore, this type of FIDT was suggested to not be used on a highly

anisotropic material, such as LN. In the 1980s, Fang et al. 101 calculated the amplitude field of

circular-arc-shaped FIDTs on YZ LN and confirmed that the acoustic energy could be focused

into a long, narrow region about the propagation axis on a substrate with high anisotropy (see

Fang et al. 101 , Fig. 3). Their results showed the beam compression ratio to be about 3% at a

distance farther than R f , which coincided with their experimental data. An important discovery

in their work was that the actual focal point for SAW generated from a given set of fingers in the

FIDT did not correspond with the geometric focal point. The anisotropy of the substrate typically

causes the actual focal point for the SAW to lie up to two times farther away from the IDT than

the geometric focal point.
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Figure 1.8: Commonly used FIDTs designs: (a) conventional circular-arc structure (char-
acterized by R f as curvature of transducer finger) and (b) concentric circular-arc structure
(characterized by w as equivalent aperture). It shows clearly that the concentric design focuses
to a point instead of a narrow region, resulting in better focusing property.

More recently, an alternative FIDT design was investigated by Wu et al. 448,449 consisting

of a series of concentric fingers (see Fig. 1.8(b)) that focus the waves to a single spot. These

concentric-arc-shaped FIDTs produce higher SAW intensity and beamwidth compression ratios

than the conventional circular-arc-shaped FIDTs. The intensity of the SAW is proportional

to N2
p—much stronger than the Np dependence of a straight IDT with an equivalent aperture.

So as Np increases, concentric-arc FIDTs display a stable amplitude field and better focusing

characteristics while the conventional circular-arc FIDTs become unsteady. Moreover, increasing

the curvature of the arc does not increase the amplitude, but it does increase the compression
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ratio, according to Wu et al.’s data.

Figure 1.9: The distribution of SAW displacement on a LN substrate of different IDT designs
at a center frequency of 30 MHz: (a) straight SPUDT, (b)&(c) focusing elliptical SPUDTs with
approximate eccentricities of 0.616 & 0.831 respectively, and a (d) focusing circular SPUDT.
It shows that the displacement of the SAW produced by straight SPUDT is uniform on the
substrate, a line parallel to the propagation direction for the elliptical SPUDTs, and a single
point with a circular SPUDT. Reprint permis. Shilton (2008).354

Like the traditional FIDT design, modified circular-arc FIDTs exhibit an actual focal

point farther away than the geometric focal point due to the anisotropy of the material, as was

discussed earlier in the section. Positive values of b in R f /(1−2b) tend to defocus the transducer,

while negative values of b bring the focal plane closer toward the transducer. Shilton et al. 354

experimentally showed that a concentric-circular FIDT focused to a point ∼1.7 times farther

than the geometric center (see Fig. 1.9 (d)). This agreed with earlier work in which Wu et al. 449

measured the amplitude vs propagation distance of various configurations of concentric FIDTs

and concluded that the actual focal length was ∼1.5–1.8 times greater than the geometric focal

length. Work done earlier by Kharusi et al.181 recognized this phenomena and suggested another

type of FIDT design, the group-velocity surface shape. This type of shape, as its name indicates,

consists of points tracked by the end of the energy velocity vector and ensures that waves are

focused to a single point despite the dependence of wave velocity on propagation direction
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in an anisotropic material. The group-velocity surface pattern would become identical to the

circular-arc pattern in the case of an isotropic surface. Further investigation by Wu et al.448,449

revealed that this shape is indeed a superior focusing structure, producing a higher intensity and

beam compression ratio than the concentric circular-arc shape. An efficient application of this

group velocity design was reported by Laude et al.202, as they constructed the IDTs in an fully

annular shape following the wave surfaces for Y cut and Z cut LN. The generated SAWs were

experimentally proven to greatly overcome the anisotropy of the piezoelectric substrates and

converge to an intense spot at the center.

Besides curved and annular shape of FIDTs, there are more advanced designs worth

mentioning. Riaud et al.314 proposed an IDTs array (IDTA), which consisted of 32 unidirectional

slightly curved IDTs placed along the wave surface of the substrate to compensate for beam

steering. By tuning the input signal of each IDT using the inverse filter method Tanter et al. 390 ,

the IDTA was reported to be able to not only focus the waves at an arbitrary position, but also

generate swirling SAWs, with an even higher intensity at the center. Later on, an alternative

design, called the single spiraling IDTs, was introduced by the same group316, see Fig. 1.10,

which encoded the SAWs like a hologram and induced acoustical vortices when there was fluid

on the surface. Applications of these SAW devices will be further discussed in subsection 1.4.2.

Efforts have been made to visualize the amplitude field generated by FIDTs. Tan et al. 386

were able to directly visualize SAW using smoke particles with a mean diameter of 250 nm. The

large transverse surface accelerations generated by SAW carry these particles aloft to relatively

low vibration regions (see Fig. 1.11). Furthermore, Shilton et al. 354 showed SAW propagation

patterns generated on a 128◦ YX LN surface for a straight SPUDT, concentric-elliptic SPUDTs

with various eccentricities, and a concentric circular SPUDT by scanning the surface with an

LDV (see section 1.2.1. Their results (see Fig. 1.9) offer clear visual evidence that curved IDT

fingers focus SAW while straight SPUDTs do not. However, the smoke particle method allows

measurement in larger frequency and amplitude ranges and does so in a shorter time compared to
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Figure 1.10: (a) Single spiraling IDTs design. (b) Experimental substrate vertical vibration
amplitude (max amplitude 1.4 nmpp at 7 Vrms). (c) Experimental substrate vertical vibration
phase. (d) Calculated potential well from experimental data (max height 6.3 fJ). Figures are
reprinted with permission from Riaud (2017).316 Copyright (2017) American Physics Society.

LDV visualization. Rambach et al. 301 recently introduced another rapid and simple method of

visualization using a wetting fluid film on the piezoelectric substrate, where film deformation was

induced by acoustic radiation pressure causing a visible contrast between excited and non-excited

areas. This method not only makes visualization of the sound path possible, but also possibly

exposes the crystal anisotropy and SAW velocity.

The above contributions have allowed FIDTs to be widely employed in acoustofluidic

applications where their high intensity and greater bandwidth compression ratio can be utilized.

Sessile drop translation and merging, particle concentration and mixing, and cell sorting have

all benefited from the use of FIDTs due to their ability to maximize the proportion of acoustic

energy that results in efficient acoustic force gradients and acoustic streaming. These advances

will be covered in Sections 1.4.2, 1.4.3, and 1.4.4.
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Figure 1.11: Visualization of SAW generated by FIDT with 250 nm sized smoke particles
placed on the substrate after (a) 15 s exposure, and (b) after 30 s exposure. The distribution of
pattern is achieved by the large transverse surface acceleration that carries the particles aloft to
relatively quiescent regions nearby via acoustic streaming. Figures are reprinted with permission
from Tan (2007).385

1.4 Microscale Acoustofluidics

1.4.1 Principles of Operation

SAW

air

substrate

dropletinternal
streaming

leaky SAW

θR

recirculation

x

y

Figure 1.12: Sketch of a SAW acting on a small sessile drop. The acoustic energy is diffracted
into the fluid at the Rayleigh angle, θR, leading to internal streaming in the small fluid volume,
which drives recirculation. Adapted from Li et al. 207

Surface acoustic waves propagate upon single crystal piezoelectric substrates with weak

attenuation. Upon encountering a fluid on the surface (see Fig. 1.12), SAW “leaks” into the

fluid, forming sound that propagates in the fluid and acting to quickly attenuate the SAW in the

substrate. The mechanism of the acoustic energy attenuation is balanced by viscous attenuation

and dialative dissipation. This can be described as: ∂W
∂t +∇ ·J = ρ0vo[bu0 ·∇u0−u0 ·∇×∇×u0],
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where W is the acoustic energy density, J is the energy flow, ∇×∇× u0 describe the viscous

attenuation, and u0 ·∇u0 describe the dialative dissipation. The sound, a progressive longitudinal

acoustic wave, travels through the liquid at a Rayleigh angle θR = sin−1(vl/vR)
10, where vl and

vR represent the speed of sound in the liquid and the speed of the Rayleigh SAW upon the solid

substrate, respectively. For example, for the case of SAW traveling from 128◦ YX LN into water,

vl =1485 m/s and vR = 3965 m/s, results in θR = 22◦.

Generally, the acoustic wave will turn into the media with a slower acoustic velocity,

analogous to Snell’s law. It is important to remember, however, that modal conversion can occur,

allowing acoustic waves to travel across interfaces even when the Snell’s law prediction suggests

total internal reflection would occur, as explained in Hodgson et al. 150 where modal conversion

from longitudinal acoustic waves (sound) in a fluid to Lamb waves in a superstrate are found.

Furthermore, SAW likewise will leak into viscoelastic solids, particularly those typically used in

microfluidics like polydimethylsiloxane (PDMS). While SAW devices can be used in enclosed

microfluidics devices that employ PDMS, it is best to minimize the area of PDMS bonding to

the piezoelectric substrate over the region carrying the SAW. Inexpensive alternatives to PDMS

are possible to mitigate this problem, especially via the use of ultraviolet-sensitive, low-viscosity

epoxies for layer bonding.200

The length along the surface of the piezoelectric substrate over which a Rayleigh wave

decays by a factor of e due to the leakage of SAW into the fluid to transmit sound is the attenuation

length α−1 ∝ 1/ f :10

α
−1 =

ρsvRλSAW

ρ f vl
, (1.3)

where ρ f and ρs are the densities of the fluid and the solid respectively, vl is the speed of sound in

the fluid media and vR = f λSAW is the Rayleigh wave phase velocity. The sound wave in the fluid,

on the other hand, propagates uniaxially at the Rayleigh angle209 and has a distinctly different
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attenuation length, β−1 ∝ 1/ f 2:

β
−1 =

ρ0vl
3

4π2 f 2
SAW

(4
3µ+µ′

) , (1.4)

where fSAW is the SAW frequency and µ and µ′ are the shear and bulk viscosities of the fluid,

respectively. Values of the solid and fluid attenuation lengths in the LN-water system were

measured by Dentry et al. 79 and are listed in Table 1.2.

Table 1.2: Attenuation length of the SAW surface displacement at the LN and water interface,
expressed as α−1 (see Eqn. 1.3) and attenuation length of the sound in water, expressed as β−1

(see Eqn. 1.4). Reproduced with permission from Dentry (2014).79

fSAW(MHz) α−1(mm) β−1 (mm)
19.7 2.4 120
54.2 0.87 16
122 0.39 3.1
240 0.19 0.80
490 0.097 0.19
936 0.046 0.052

Attenuation of the sound in the fluid induces a momentum flux responsible for the

formation of steady state fluid flow: acoustic streaming.209,359 Acoustic streaming can be crudely

classified depending on the acoustic path length permitted in the fluid and the location of viscous

attenuation. Schlichting streaming is the result of viscous shear attenuation near the solid-fluid

boundary331 and Eckart streaming is the result of sound attenuation in the bulk of the fluid.97

Rayleigh streaming arises from Schlichting streaming.304 Further details on the types of streaming,

their respective characteristics, and previous studies are summarized in Table 1 of the review by

Friend and Yeo 109 . In cases where a free fluid surface is present, the nature of streaming and

how it causes fluid transport is slightly more complex.310 In later sections, we will explore how

streaming produces fluid and particle motion.

Particle behavior in acoustofluidic systems is typically controlled by the following forces:

direct and indirect (Bjerknes) acoustic radiation forces, viscous Stokes drag, van der Waals forces,
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and electrostatics and electrodynamics. The latter two, van der Waals and electrically-driven

forces, tend to be negligible in acoustofluidics, though there have been reports of combining these

phenomena to achieve results not possible with acoustics alone. The direct SAW radiation force

under a traveling wave was derived by King186 and is expressed as:

Frt = 2πρ0A2
(

kr
2

)6




1+ 2
9

(
1−
(

ρ0
ρp

)2
)

2+
(

ρ0
ρp

)2


 (1.5)

where r is the particle radius, k = ω/vR is the wavenumber of SAW, A is the amplitude of the

incident wave, ρ0 is the liquid density, and ρp is the particle density. On the other hand, the

radiation force under a standing wave is expressed as:458

Frs =

(
πp2

0r3βw

2λSAW

)(
5ρp−2ρ0

2ρp +ρ0
− βc

βw

)
(sin(2kx)) (1.6)

where p0 is the acoustic pressure, x is the position of the particle, λSAW is the wavelength of

SAW, and βc and βw are the compressibility of the particle and the surrounding fluid, respectively.

Notice that the radiation force is proportional to r6 for a traveling wave, but only proportional to

r3 for a standing wave. However, the reader should consult more recent literature by Bruus,31

Lauga,259 and Marston237 to properly take into account fluid and particle compressibility and

other important effects. We finally note that acoustic radiation interacts with surfaces in a more

complicated way, demanding care in its treatment.52

The stream-wise drag experienced by a particle of radius r can be approximated by the

Stokes drag equation, FD = 6πµrvD, where vD is the velocity difference between the surrounding

fluid and the particle. Finally, the Bjerknes force, an interparticle force arising from the scattering

of the incident acoustic wave can be used to describe the interparticle interactions between
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bubbles69 or compressible particles138,156,322,429. The Bjerknes force is defined as:

FB = 4πr6

[
(ρp−ρ0)

2 (3cos2 θ−1
)

6ρ0r4 U2− ω2ρ0(βc−βw)
2

9L2 p0
2

]
(1.7)

where U is the particle velocity amplitude, L is the distance between two particles, θ is the contact

angle between the fluid and particle, and p0 is the acoustic pressure amplitude.

1.4.2 Fluid Manipulation in Sessile Drops

Sessile drops rest on top of a surface and have been successfully actuated by electrowetting,

SAW, and even light using special photoresponsive surfaces,196 forming virtual walls using optical

illumination of photoelectric layers.161,213 The dominant application of these technologies is in

biological assays. The reader is referred to the review by Haeberle et al. for a comparison of

these and other methods for microfluidic lab-on-a-chip platforms.134 However, none of the other

methods are capable of all the types of actuation described in this section.

Both acoustic streaming within the drop and acoustic radiation force on the free surface

of the drop can be induced using SAW. Traveling SAW (TSAW) and standing SAW (SSAW)

dominate the literature, but other acoustic modes are also useful in select situations. However,

we note that acoustic waves in solids are not easily isolated so that unintended modes are often

present. These waves, whether SAW or not, deliver sound into a sessile drop at the Rayleigh

angle as described in Section 1.4.1, as long as the wave propagates from a region without the

fluid to a region where the fluid is present. In general, the effect of the acoustic wave in the drop

depends on the properties of the original wave in the substrate, the properties of the fluid, and the

geometry of the drop. We break down manipulation into four regimes: mixing, translation, jetting,

and atomization. For each regime, we highlight recent work regarding the basic understanding of

the phenomena as well as recent advances in the associated applications. After mixing we pause

to consider particles in sessile drops.
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Mixing

Acoustic streaming at the Rayleigh angle produces recirculation in a stationary sessile

drop (see Fig. 1.12). Almost fifteen years ago, Wixforth et al. 441 described the idea of an

acoustically-actuated, miniaturized digital droplet lab on a chip, including sessile drop transport

and internal mixing with recirculation. The primary internal flow promotes mixing in the drop, but

is not generally helpful for other applications such as particle concentration as will be explained

in Section 1.4.2. Li et al. 207 demonstrated that an azimuthal flow with a vertical component can

be induced in a sessile drop from asymmetric SAW exposure on a LN substrate, driving vortical

flow about a tilted axis.298 Li et al. 207 provided several designs for generating asymmetric SAW

as illustrated in Fig. 1.13.

Improvements have been made in producing internal flow in drops by exploring other types

of acoustic waves. Shilton et al.354 explored circular and elliptical FIDTs in a similar asymmetric

exposure arrangement. Elliptically focused SAW produced more intense streaming and thus

stronger primary internal flow while circularly focused SAW produced stronger azimuthal flow,

concentrating the SAW power to a single small region of size comparable to the SAW wavelength,

accentuating the effects of the asymmetric droplet placement.

Theoretical work on acoustic streaming, which induces mixing in sessile drops, was

undertaken by Nyborg in the 1960s who suggested that the nonlinear hydrodynamic term due to

the Navier-Stokes momentum equation could be neglected275. He argued that streaming and the

resulting fluid velocity were both second order phenomena and thus the above term was fourth

order and negligible. In the 1970s, Lighthill argued that the nonlinear term was only negligible

for slow streaming209. Shiokawa followed Nyborg’s use of an effective body force for calculating

streaming velocity in the theory following his experimental work on manipulation of sessile drops

using acoustic streaming360. Both authors neglect viscosity and argue that the attenuation, which

is fundamental to streaming, comes mostly from refraction of the wave at the solid/fluid interface

rather than from viscous attenuation.
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Most modern numerical work on streaming has closely followed Shiokawa’s procedure

including a 3D simulation of low power mixing performed in 2010 by Alghane et al. 5 . They

include the nonlinear hydrodynamic term, but continue to neglect viscosity. They experimentally

measured the SAW amplitude as a function of input power and separately measured the streaming

velocity as a function of input power. Then, in their numerical calculation, they determined

streaming velocity in three spatial dimensions as a function of SAW amplitude and correlated

these results to their experiments using a fitting relationship between the two measured quantities.

The numerical and experimental results illustrate some simple flows in relatively large drops (30

uL) under relatively low power (up to 0.025 W).

In contrast, Vanneste and Bühler 418 contributed a numerical formulation of acoustic

streaming that incorporates viscous attenuation. They derive three contributions to the resulting

mean flow: internal Eulerian, boundary Eulerian, and Stokes drift. They point out that without

viscous dissipation (as formulated above) Reynolds stress and the pressure gradient are balanced

and there can be no mean flow generated in the interior. Instead of using the effective body force

in the averaged momentum equation, they use an averaged vorticity equation due to Eckart97.

The authors are able to apply their results to a variety of geometries, but their solutions are only

in two dimensions. Importantly, neither of these two numerical simulations accounts for acoustic

radiation force and the reflections that result from a finite boundary.

In 2014, Rezk et al. 311 were able to produce poloidal flow using a simplified transducer,

a pair of L-shaped electrodes that generate Lamb waves. Poloidal flow only occurred above a

critical frequency that was found to be dependent on the diameter of the drop. Lamb waves occur

in the bulk of the substrate so their attenuation is different from that of SAW, but the concept is the

same. The acoustic streaming-driven primary internal flow from the Lamb wave becomes poloidal

flow only when both the acoustic energy impinges radially from all sides and the attenuation

length of the Lamb wave in the substrate is less than the radius of the drop as in Fig. 1.14. Since

the attenuation length is dependent on frequency, the existence of a critical frequency is due to the
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Figure 1.13: Three methods used to produce azimuthal flow via asymmetric SAW actuation. (a)
Symmetry is broken offsetting the drop from the center line, (b) Asymmetry is generated from
the angled edge of the LN substrate, and (c) Asymmetry is generated by absorbing SAW in one
region, while reflecting them in another.
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Figure 1.14: Poloidal flow is set up in a sessile drop due to the chosen ratio of drop radius, R, to
recirculation length, R , which depends on β, α, and θR. Corrected and adapted with permission
from309 Copyright (2014) American Chemical Society.

necessity of this attenuation length being less than the drop radius for the poloidal flow to exist.

At the same time, Riaud et al. 312 described a more complicated acoustic wave that they

claim allows greater control over the internal flow. They suggested the use of helical waves (Bessel

beams) to generate cyclone-like flow with both poloidal and toroidal streamlines. Theoretically,

the shape of vortices in the fluid can be controlled by the boundary conditions of the fluid and

the properties of the helical acoustic waves. Specifically, the axial vorticity is controlled by the

acoustic field while the azimuthal vorticity is controlled by the boundary conditions. This result

is analogous to the conclusions drawn above regarding internal flow produced by asymmetry and

different wave-forms.353 Riaud et al. argue mathematically that these effects are decoupled. This
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implies that the variables can be independently chosen to produce desired internal flows. They

also observed a curious phenomena: fluid flowed away from the acoustic energy source when the

acoustic beam-width was small compared with the width of the fluid boundary, but flowed toward

the source when the beam was confined. The authors call these repeller and attractor vortices

respectively. The helical acoustic waves used to produce these flow effects can be generated using

inverse filtering techniques. In fact, in another paper Riaud et al. 313 demonstrate the production

of “swirling SAW” by an array of IDTs; in a more recent paper, Riaud et al. 316 also use these

waves for particle manipulation.

Riaud et al. 315 also investigated the effects of viscosity on acoustic streaming flow,

showing that it strongly affects the Eckart streaming in the bulk of the sessile drop and therefore

should be considered even though it is absent from the velocity expression obtained by a balance

of acoustic attenuation and fluid shear. This is an important improvement upon the traditional

perspective perhaps best espoused by Lighthill et al.209: viscosity is crucial to acoustic streaming,

yet its specific value is said to not affect the streaming characteristics. This work expands on the

simulations by Vanneste et al. described earlier. They reproduced experimentally observed flow

patterns in sessile drops actuated by SAW with hydrodynamic simulation and were able to show

how this relates to the acoustic field. They found that the acoustic field that drives streaming is

dominated by a small number of caustics despite the presence of a chaotic field (this chaotic field

was quantified earlier by Shilton in the context of flow in microfluidic wells355). In the case of a

sessile drop on LN they use scaling to reduce the problem to dimensionless numbers for surface

attenuation and bulk attenuation that may be used to predict flow patterns in new situations.

One of the major advantages of sessile drop microfluidics is the extremely small sample

volumes that are possible. Recently, Shilton et al. 357 were able to shrink the size of sessile drops

while maintaining control of the flow for mixing, and Miansari et al.247 were able to crudely

manipulate 10 f` droplets in a nanoslit using SAW.

Generally, these devices are operated below a critical input power necessary to translate
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the sessile drop across the substrate. This critical power depends on the contact line pinning of the

drop, in turn dependent upon the wetting properties of the fluid/surface combination; for example,

Shilton et al. 353 report the critical power for their arrangement to be 700 mW. Once identified for

a given system, this critical power level represents the upper practical limit for inducing mixing,

flow, or internal manipulation within the droplet.

Particle, Colloidal, and Cell Manipulation in Sessile Drops

The manipulation of micro-scale objects in fluid by SAW relies on both the acoustic

streaming-induced flow described in the previous section and the acoustic radiation force and

other forces introduced in section 1.4.1. Acoustic streaming depends upon the properties of the

acoustic wave generated by the source and by the geometry and fluid properties of the drop. The

size, density relative to the fluid, and compressibility of the particles determine the effectiveness

of acoustic radiation forces upon them.

Concentration, separation, or isolation of target particles are typical needs in biochemical

analysis. For dilute samples, an effective collection procedure for the targeted particles can

significantly reduce the amount of fluid handling.149 Particle concentration helps to minimize

measurement noise and improve detection sensitivity. Acoustic forces can be used to non-

invasively position, concentrate, or fractionate particles. In something of a scientific curiosity,

standing waves were first identified by the concentration of suspended particles at acoustic

pressure nodal or antinodal planes in a fluid by Kundt and Lehmann in 1874.191 However, the

process was slow, with concentration requiring at least several minutes. Recently, researchers

have used SAW devices to accelerate and otherwise improve concentration, separation, and

centrifugation.

The position of the particles in sessile drops vary with the drag force and acoustic radiation

force applied to the particles. Destgeer et al. investigated four regimes of particle position83.

A droplet with R > α−1 has reduced potential for symmetrical vortices. Droplet size and SAW
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attenuation length also determine whether the acoustic radiation field produces standing waves or

traveling waves in the case of counter-propagating IDTs. If R > α−1, then TSAW is generated

from each side of the drop. If R < α−1, then standing waves are set up in the portion of the drop

where overlap occurs.

As described in Section 1.4.2, Li produced azimuthal flow in a sessile drop. This type of

flow allows particles to be rapidly concentrated at the center of the drop due to shear-induced

migration. It is important to note that concentration was only observed in a range of applied

power between 150–450 mW while dispersion was observed on either side of this range. This

intermediate range of SAW power represents a Goldylocks state below which streaming does not

overwhelm particle concentration and above which the particles are transported.207 Li showed

that bio-particles remained viable and were concentrated to within 10% of the drops volume

under asymmetric SAW actuation. These results show promise for use in conjunction with the

bio-sensors in order to reduce the sensitivity requirements among other applications.

Wilson et al. introduced a method using phononic superstrates to achieve programmable

complex fluid manipulation on-chip.436 The phononic structures can produce filter and waveguide

effects by scattering and reflecting the SAW without fabricating multiple IDTs on the substrate.

They chose a square array of circular holes made in a silicon wafer via dry-etch photolithography

and demonstrated centrifugation of 10 µm polystyrene beads and blood cells in a droplet using

either a filter-based design or a waveguide-based design. This technique may be useful in

certain specialized applications where a single SAW device could be used for multiple types of

manipulation depending on the superstrate, which could be switched out as desired. Later on,

Riaud et al. 314 claimed an improved result from a set of 32 IDTs patterned in a circle and driven

by a programmable circuit in order to effectively drive planar waves. They demonstrated droplet

division, merging, and atomization with the platform. Moreover, they later demonstrated particle

manipulation and positioning through careful control of the signals input into the IDTs.316

As mentioned earlier FIDTs can improve fluid actuation in SAW devices. Shilton found

34



that a concentric circular-arc SPUDT was capable of concentrating particles in microliter drops

in under 1 second, which is an order of magnitude faster than the straight SPUDT.354

Destgeer et al. 84 have claimed that the conclusions made by Rezk et al. about their

poloidal flow, Lamb wave device are incorrectly based entirely on acoustic streaming flow

without due consideration of the acoustic radiation force. The experiments by Rezk included only

one droplet size (1.5 mm) and single particle size (5 µm), whereas those by Destgeer included a

range of particle sizes and droplet volumes, while both researchers varied frequency. Rezk claimed

that shear-induced migration caused concentration within the poloidal vortex (see Fig. 1.16).

Destgeer found that particles were only concentrated when a parameter representing the balance

of radiation force to drag force, κ = πdp fLW/c f , was greater than unity (see Fig. 1.15(a)). Here dp

is the particle diameter, fLW is the frequency of the Lamb waves, and c f is the speed of sound in

the fluid. They were able to accurately predict which combinations of particle size and frequency

would result in concentrated rings (see Fig. 1.15(b)). However, Destgeer et al. 84 failed to take

shear migration into account, important in forming such a ring. It may be that poloidal flow is a

necessary, but not sufficient condition for concentration in a ring shape, which requires radiation

force. The studies agreed that increasing the frequency, and thus reducing the attenuation length

in the substrate, moved the concentrated ring towards the perimeter of the drop. Regardless of the

precise mechanism, these studies show that particles can be reliably concentrated to a narrow ring

at a tunable radius in a sessile drop without the need for microfabricated IDTs.

Other researchers have also played with this balance between flow forces induced by

streaming and direct radiation force in order to separate particles. Wood et al. 443 were able to

efficiently separate and align different sized particles within a drop using SSAW. They fabricated

two opposing IDTs with different resonance frequencies on a 128◦ YX LN substrate in order to

set up a periodic distribution of pressure nodes. Rogers et al. 323 demonstrated using a 20 MHz

device that relatively small particles (2 µm) for which drag force dominates were concentrated

in the bulk of the drop, while large particles (30 µm) for which radiation force dominates were
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Figure 1.15: A) Force vs κ, where FD is the drag force and FR is the radiation force. Notice
that FR overtakes FD at κ = 1. The inset shows the similar Force vs drop size relationship for
various frequencies. B) Each image corresponds to a frequency, drop size pair and the values of
κ for each pair are indicated to show that ring formation occurs for κ > 1, where radiation force
dominates drag. Reprinted (adapted) with permission from G. Destgeer, B. Ha, J. Park and H. J.
Sung, Analytical Chemistry, 2016, 88, 3976–3981. Copyright 2016 American Chemical Society.

Figure 1.16: Experimental images (left) compared to finite element analysis predictions of fluid
velocity (right) for a sessile drop actuated by Lamb waves. a) At 25 MHz no vortex is formed.
b) At 157 MHz a clear vortex is formed and the particles collect at the lowest shear area. c) At
225 MHz the vortex and particle ring shift towards the perimeter due to a shortened attenuation
length. Adapted with permission from A. R. Rezk, L. Y. Yeo and J. R. Friend, Langmuir, 2014,
30, 11243–11247. Copyright 2014 American Chemical Society.
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driven to the periphery. In their experiments, the large particles were concentrated to the free

surface of the droplet within 3 seconds under 400 mW of power (see Fig. 1.17). Bourquin et al. 27

used slanted IDTs to generate SAW at multiple frequencies from a single device, which allowed

them to separate particles according to their size due to the dependence of radiation force on

both frequency and particle size. Bourquin et al. 28 later demonstrated particle separation by

density using TSAW to generate acoustic streaming inside a droplet. Drag, buoyancy, and gravity

forces effect particles to varying degrees based on their density relative to the carrier fluid. As a

consequence, when the density of the fluid was between that of the two particles, the high density

particles (red beads) were accumulated in the center of the droplet while the low density particles

(green beads) were enriched at the periphery. The separation shown was achieved in 3 seconds

using 200 mW of power.

The coffee-ring effect is used extensively in stationary sessile drop platforms.118 Mam-

pallil et al. 231 combined this technique with low frequency SSAW to control evaporative self-

assembly of particles from a drop placed on a variety of superstrates. Under uncontrolled

circumstances, particles in evaporating drops are pulled towards the contact line by convection.

They showed that SAW actuation could trap particles within capillary wave nodal circles and/or

SSAW nodal lines and thus prevent this so called “coffee-ring effect.” This technique does not

require modification of the fluid, particles, or surface involved (unlike other methods). However,

in light of the above paragraph on Destgeer’s work, it must be noted that their technique does

require compatibility between frequency and drop size in order to set-up standing wave nodes.

Fig. 1.18 shows how particles were uniformly deposited in a disc rather than concentrated in a

ring near the contact line when SAW were used.

Many other biological assay processes can be enhanced by the use of SAW. Cellular

spheroids are useful in diagnostics and drug testing since they resemble the structure and func-

tional performance of in vivo tissue.211 A SAW-driven centrifugation approach was reported to

enhance the assembly of cellular spheroids in a micro well plate by Alhasan et al. 6 . Acoustic
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(a)

(b) (c) (d)

Figure 1.17: (a) Larger particles (the size of which are frequency dependent) are dominated
by radiation force with the drag force playing a smaller role on the overall particle trajectory.
The larger particles in position 1 are driven toward the free surface of the droplet. The effect
of acoustic streaming at positions 1-4, however, causes the particles to circulate within a
portion of the droplet before they reach the periphery near position 4. The smaller particles
recirculate within the droplet until they concentrate in the center under the influence of drag.
From experiment: (b) Initially the pollen and synthetic particles were suspended homogeneously
throughout the entire droplet. (c) After 3 s, the pollen particles concentrated in the center of
the droplet, and are hence separated from the synthetic particles, which concentrated along the
periphery of the droplet. (d) The two species remain separated even after the droplet is fully
evaporated after 1 min. Printed with permission323 from The Royal Society of Chemistry.

radiation was coupled through a fluid on a LN substrate into the micro well plate placed on top of

the SAW device. Centrifugation was driven via acoustic streaming generated by SAW. In this

technique microcentrifugal flow in the micro wells—a result of geometric asymmetry—aggregates

the cells as a precursor to spheroid formation. Kurashina also used ultrasound-generated vortices

in well plates to agglomerate cells and reported that spheroids formed by ultrasound were fifteen

times larger than without the ultrasound in low cell binding plates.192

The influence of flow on particle uptake rates of cells has been studied using SAW-

generated acoustic streaming.376 Acoustic streaming was used to mimic blood flow conditions

for cell culturing and the results show that in relatively high shear conditions, particle uptake

rates of cells are much lower.
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Figure 1.18: The coffee-ring effect is suppressed in a sessile drop containing 2 µm particles
when actuated with SSAW. a) An undisturbed drop with 0.1% volume fraction of particles. b) A
similar drop actuated by 9.7 MHz SSAW. c) An undisturbed drop with 2.5% volume fraction.
d) A similar drop actuated by 20 MHz SSAW. All images are post-evaporation. Printed with
permission231 from The Royal Society of Chemistry.

Sivanantha et al. 363 studied the influence of 132 MHz focused SAW on the adhesive

properties of red blood cells that had been affected by malaria and treated with glutaraldehyde (a

common disinfectant used in hospitals) but were nonetheless healthy. The detachment behavior

of cells initially adhered to the piezoelectric substrate were observed during exposure to acoustic

streaming at various values of input power. The results show that healthy red blood cell membranes

translate across the substrate before detachment. Rolling and flipping behaviors are observed for

treated and malaria-infected cells. Malaria-infected cells also strongly reattached to the surface

in the process. Detachment rates for healthy red blood cells were larger than the modified cells.

Adhesive properties of cells have also been utilized to sort cells (HEK293 and A7r5 for example)

using acoustic streaming flow.33

In addition to cell manipulation, SAW has been used to manipulate smaller bio-particles.

Taller et al. 381 reported a method to sense micro-RNA, which have potential applications in the
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early detection of cancer, with greatly reduced sample volumes by lysing exosomes with SAW.

Exosomes are much smaller than most cells and the acoustic radiation force and electric field

produced by SAW is uniquely suited to their lysis.

1.4.3 Fluid Manipulation in Closed Channels

We have discussed fluid manipulation in sessile drops, but, at the time of this writing,

microfluidic processes necessary for lab-on-chip applications are more commonly accomplished

in channels. This is likely due to the relative ease of fabrication of microfluidic chips based on

channels and the lack of evaporation. Continuous flow in a microchannel can provide rapid and

high-throughput flow manipulation and analysis of a variety of samples. Closed channels also

reduce contamination from the surrounding environment during the analysis.

PDMS is widely used to form microfluidic channels. However, there are two major, well-

known issues with this material in the context of acoustic waves: heating133 and attenuation,173

though each can be controlled and mitigated. In what follows, some researchers choose to accept

these drawbacks due to the ease of fabrication, but alternatives like glass or milling directly into

LN are available.

Fluid mixing

Mixing is essential for chemical reactions and the promise of miniaturized bio-chemical

processes requires chemical reactions. However, at the scales of channel based microfluidics and

nanofluidics, extremely low Reynolds numbers make the flow laminar and difficult to effectively

mix. In the absence of turbulence, diffusion-based mixing cannot meet the requirements for most

chemical mixing in microfluidic applications. In acoustofluidic systems, the nonlinear average

effects of acoustics such as acoustic streaming are able to create a net streaming flow in the fluid,

and thus will cause rapid and effective mixing. In light of this advantage, applications of rapid

and active mixing have recently been developed and demonstrated in acoustofluidic research.
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Following the progress made by the rest of the Wixforth group in drop translation,

Sritharan et al. 372 also demonstrated SAW-induced mixing in a simple Y-shaped microfluidic

chip with two inlets for dissimilar fluids, which were mixed in the third channel. An acoustic wave

generated by a SAW device was coupled through the bottom of the chip and was diffracted based

on the chip material (silicon, glass, polymer, etc). This is a prime example of an extra capability

provided by acoustofluidics beyond those available to conventional microfluidics, powered by

external pumps. In very similar devices, Tseng et al.406 compared the mixing efficiency between

channels oriented parallel to wave propagation (parallel-type) and those oriented perpendicular to

wave propagation (transverse-type). They showed that the parallel-type mixer was more effective

and that higher voltages were associated with better mixing. Jo and Guldiken 172 showed that,

in the specific case of transverse-type micro-mixers, SSAW was more efficient for mixing than

TSAW. Furthermore, Luong et al. 223 reported that, as in sessile drop translation and particle

concentration, FIDTs offered greater efficiency than straight IDTs.

The effect of the channel geometry on acoustic mixing has also been investigated. In

parallel-type microchannel mixers, Tan et al. 383 noted that a uniform channel flow became a

mixing flow when the channel width was larger than the wavelength of the sound in the fluid.

This finding suggests the possibility of dynamically choosing between flow and mixing in a

single device by controlling the input frequency of the SAW device. Conversely, Miansari and

Friend 247 presented active mixing via SAW in nanoslits (nanoscale channel height but width

> 100 µm). Mixing tended to occur with vortices aligned in the plane of the transducer rather

than the typical vortices perpendicular to this plane. The authors suggest that sound waves cannot

travel in the fluid due to it’s nanoscale height and thus the typical acoustic streaming that causes

mixing does not occur. More work is needed to understand nanoscale confinement in the context

of fluid/acoustic wave interaction. We will present other aspects of this paper and others dealing

with nanofluidics later in this review.

Acoustic mixing not only occurs in channels and sessile drops, but Rezk et al.308 also
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presented a uniform mixing method in a simple paper-based microfluidic device using SAW,

offering a low-cost and disposable alternative to microchannel mixing. This technique could be

especially relevant to diagnostics and other biological testing.

Other modes of acoustic vibration besides SAW have been used for mixing. Piezoelectric

elements can produce a large variety of fluid motions in channels and chambers because they

can be driven in several different vibrational modes. Among them, the thickness-mode is widely

used for active mixing due to large amplitude substrate displacements in this mode. Thickness-

mode devices have been used at a range of frequencies in the literature. Rife et al. presented

mixing in an isolated PMMA chamber (a thin square box) via 50 MHz actuation of two BaTiO3

transducers, but suggested improvements in mixing through larger frequencies and more or

larger transducers.318 Yang et al. investigated a very similar glass mixing chamber, but included

inlet and outlet ports and chose PZT transducers.454 Their device proved the concept, but was

slow (2 seconds to reach stable mixing), high power (operated at 50-90V), and unsuitable for

many applications due to the use of PZT (driving frequencies of 15-100kHz caused fluid heating

and cavitation, which are each harmful to many bio-medically relevant fluids). Yaralioglu et

al. applied a similar idea to perpendicular mixing in a PDMS microchannel using zinc oxide

transducers at 450 MHz455 (see Fig. 1.19). They were able to produce turbulent flow across

a 300 µm channel at up to 60 µL/min and while using a much lower voltage than Yang, 1.2 V

(30mW of power). They experienced minimal heating partly due to low power actuation and

partly due to the continuous flow carrying away heat. Up to this point the location of the mixing

was determined by the transducers, but Oberti et al. 276 used a large transducer at a much lower

frequency (100 Hz) to vibrate the entire device while selecting the location of mixing via a

T-junction. The authors did a careful and detailed analysis and determined that the sharp edges of

the T-junction caused vortices in the flow that lead to mixing. Phan et al. also utilized geometric

features in a channel to change the boundary conditions of the flow in order to produce turbulent

flow.415 They fabricated a microscale silicon nitride membrane with a hole etched through it,
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Figure 1.19: Laminar flow before the transducer (left side) and mixing flow after the transducer
(right side) with an embedded piezoelectric transducer. A strong acoustic streaming effect is
produced for more active and rapid mixing. Reprinted with permission from Yaralioglu et al. 455 .
Copyright (2004) American Chemical Society.

which was bonded to the bottom of a Y-channel, that generated strong streaming vortices for fast

and homogeneous mixing. At the opposite end of the frequency spectrum, 1.54 GHz was utilized

by Cui et al. 70 to achieve rapid (within 1 ms) and homogeneous mixing in a y-channel without

geometric features (see Fig. 1.20).

Catarino et al. compared experimental mixing performance in a T-junction microchannel

during flow with numerical analysis on an equivalent system.42 The distance long the channel

required to achieve mixing was measured for pure diffusion and then with acoustic assistance

under various flow rates. Their results revealed a moderate reduction in this distance with acoustic

assistance from a β-poly(vinylidene fluoride) transducer operated at 40 MHz and 24 V. Their

numerical results mirrored the moderate improvement seen in experiment though the absolute

value of the mixing distance was only within an order of magnitude. Similar simulations could

be used to gauge the impact of adding acoustofluidic mixers to other microfluidic systems (the

authors emphasized diagnostic applications).

The mixing performance of acoustic-based micromixers has been further improved via

acoustically driven bubbles. The vibration of a bubble membrane induced by acoustic waves can
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Figure 1.20: (a) Laminar flow and no mixing effect in the absence of acoustic waves. (b) Fast
and uniform mixing of water and fluorescent dye in the presence of high frequency SAW within
1 ms. Reprint permis. Cui (2016).70

cause acoustic streaming236,299 and results in a more prominent perturbation of the surrounding

fluids than streaming from direct interaction with the substrate. This method can perform effective

and rapid mixing at relatively low frequencies, which greatly alleviates the temperature rise in the

system during acoustic-based mixing. We will not cover acoustic cavitation in microchannels as

this topic has been systematically reviewed by Ohl.278

Liu et al.215,216 used a piezoelectric PZT disk to excite air bubbles trapped in the top layer

of a chamber. This resulted in complete mixing within 6 seconds using a 40 Vpp (peak-to-peak

voltage) excitation. Tovar et al.403 and Ahmed et al.3 both designed lateral cavity acoustic

transducers (LCATs), microchannels with perpendicular cavities patterned along two sides of the

channels (see Fig. 1.21 for Tovar’s design). Air bubbles are trapped automatically in the cavities

when liquid flows through the channel. As a result, these devices are capable of mixing fluids

by induced vibration of the fluid/air interface. Wang et al.,423 Ahmed et al.,4 Ozcelik et al.,283

and Bertin et al.21 each trapped air bubbles in a microchannel either by designing the channel

geometry or by adding structures in the channel to perform oscillating bubble-induced mixing.

The work by Ahmed et al. appears in Fig. 1.22. In order to reduce the common problem of bubble

leakage, which results in shrinking and poor vibration efficiency, Orbay et al. 279 continuously

pumped nitrogen into a microchannel thereby refilling or replacing leaky bubbles.
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Figure 1.21: Lateral cavity acoustic transducer (LCATs) induced fluid mixing in a channel. The
vibration of air-liquid interface caused acoustic streaming in the channel and performed uniform
and rapid mixing. Reproduced403 with permission from The Royal Society of Chemistry.

Combriat et al.64 investigated the flow generated from the pulsating bubbles submitted to

an external flow in microfluidic channel. Bubbles with radii between 20 and 50 µm are generated

and squeezed in the observation channel (2 mm wide, 25 µm high) and micropits are designed

on the upper wall of the channel to trap the bubbles. High speed camera is used to record the

flows that are visualized by tracer particles to perform quantitative studies. Closed recirculation

zones that isolate a part of the flow around bubbles are observed in the experiments. These zones

can be used to enhance mixing in the fluid. Position and size of these zones can be changed

to manipulate mixing condition. It if found that closed recirculation zones are upstream when

external flow is applied along bubble pair direction and locate downstream when bubbles are

perpendicular to external flow. The size of closed recirculation zones can be changed by adjusting

external flow rate.

Although bubble-based micromixers are capable of rapid and homogeneous mixing, their

disadvantages include bubble instability4,157 and inconvenient bubble-trapping processes. As

an alternative, Huang et al. 158 designed sidewall microstructures known as sharp edges. The

oscillation of these sharp edges induced by PZT transducers causes acoustic streaming, facilitating
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Figure 1.22: (a) No mixing effect in absence of acoustic waves. (b) uniform mixing of water
and fluorescent dye in presence of acoustic waves. Reproduced4 with permission from The
Royal Society of Chemistry.

rapid and homogeneous micromixing (see Fig. 1.23). Numerical studies of the acoustic streaming

that occurs near these sharp edges have been presented by Ovchinnikov et al. 282 and Nama

et al. 269

Fluid pumping

One of the key problems in lab-on-a-chip devices is the ability to provide effective fluid

flow against a resistance in a chip-sized device. We now examine several approaches to this

problem using acoustic waves.

Acoustic counterflow occurs when fluid in a channel is drawn opposite the direction

of SAW propagation due to atomization at the fluid/air interface and coalescence upstream44

(see Fig. 1.24). Masini et al. showed that fluid can be turned at right angles and split at an

intersection in a 2D array of PDMS channels by this method.240 Recently Shilton et al. performed

mechanistic investigations of this technique.356 The authors showed that the input power required

for atomization in a channel did not increase over the frequency range 50–750 MHz. They also

observed optimal SAW transmission through the channel when its width, W, was greater than

10λSAW. This allowed them to produce optimal counter-flow in very small channels by increasing

the SAW excitation frequency. They found that flow vortices in the channel scaled with the
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Figure 1.23: Sharp-edge oscillation induced by PZT transducer produced acoustic streaming
and performed mixing in the microchannel. With different applied frequencies, the mixing
performance differs, as shown in (b), (c), and (d). Reproduced158 with permission from The
Royal Society of Chemistry.

size of the channel if the frequency was adjusted to match W = 10λSAW (unsurprising since β−1

decreases with increasing f ). Similar to Shilton’s work on sessile drops in 2014, these findings

could allow further miniaturization of SAW microfluidic devices. As an interesting side note:

we have seen that viscosity also plays a role in acoustic attenuation (the cause of streaming

vortices) and an earlier studyIto et al. 165 showed that channel vortices were reduced in length

with increasing viscosity, which again demonstrates the similar effects of viscosity and acoustic

actuation frequency.

Acoustic counter flow cannot be used for closed channel systems where no free air/liquid

interface exists. However, conventional pumping (rather than counter-flow) is difficult using SAW

since the maximum amplitude of a travelling SAW on a LN substrate is ∼10 nm, which produces

negligible peristaltic effect in a microscale channel. Instead fluid flow is due to acoustic streaming

that tends to promote vortices, which in turn lead to circulation rather than unidirectional flow

across the channels entire cross section. A possible solution to this problem was presented by

Tan, et al.383,389 They changed the width of the channel relative to the wavelength of sound in

the fluid and observed uniform pumping of fluid flow when W < λ f . This first demonstration
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Figure 1.24: A PDMS channel was bonded onto a LN substrate with two straight IDTs at two
ends of the channel, as shown in (a), (b). The liquid performed counterflow relative to SAW
propagation due to atomization at liquid-air interface and coalescence upstream, as shown in (c).

of SAW-based uniform pumping was accomplished in a short, isolated channel segment with

no inlet or outlet. Subsequently,333 demonstrated a continuous, closed-loop SAW-driven PDMS

microchannel pump. Lossy interaction between SAW and PDMS was avoided by elevating the

PDMS on water and glass coupling layers. They used a high frequency device (142 MHz) and

a wide channel (1 by 0.75 mm) so that λ f was much greater than W , which would seem to

contradict Tan’s conclusions. This inconsistency has not been explained and further work is

required. A different type of SAW-driven pump device using an open-circuit channel constructed

from glass (bonded directly to LN) was presented around the same time by Langelier et al.200

(W > λ f again in this device). The elimination of extra coupling layers from the system greatly

increased the pumping efficiency due to increased SAW transmission. It remains unclear how

acoustic streaming creates unidirectional flow overall in these channels despite the presence of
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Figure 1.25: LN nanoslit filling with water induced by SAW propagation from the right end
of the nanoslit. The capillary filling rate of the hydrophilic LN nanoslit can be increased by 2–
5 times when SAW is applied in the same direction. The magnitude of SAW is in the same order
as the channel height so that it has a unique pumping mechanism different from SAW-induced
pumping in microchannel, which needs to be further investigated. Reprint permis. Miansari
(2016).247

vortices in the path of the SAW.

Figure 1.26: Water drainage in LN nanoslit induced by SAW. SAW drained the nanoslit against
1 MPa capillary pressure when SAW was applied in the opposite direction of capillary filling.
It showed powerful SAW-induced pumping effect in a nanoscale channel. Reprint permis.
Miansari (2016).Miansari and Friend 247

In addition to mixing, the nanoslit demonstrated by Miansari and Friend 247 was shown to

perform SAW-driven pumping at a remarkably large 1 MPa of pressure. The capillary filling rate

of the hydrophilic LN nanoslit was increased by 2–5 times when SAW radiation was applied in

the same direction as capillary filling, while the nanoslit could be drained against 1 MPa capillary
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pressure when SAW radiation was applied in the opposite direction (see Figures 1.25 & 1.26).

Miansari was also able to pump an isolated droplet back and forth within the nanoslit using the

same mechanisms. The reduction of channel dimensions to the nanoscale may remove previously

unknown limitations of microchannel pumping.

Closed channel fluid pumping can also be accomplished via induced bubble oscilla-

tion141,199,224 or via air/liquid interface vibration in LCATs.288,402,404 The pumping mechanism

is acoustic streaming in each case. Fang and Lee 102 demonstrated the potential consistency and

stability of membrane-induced microchannel pumps by creating an LCAT-based oil/water droplet

generator (see Fig. 1.27). In addition, Huang et al. 159 presented a programmable acoustofluidic

pump based on the acoustic streaming effects due to the oscillation of tilted PDMS sharp-edge

structures activated by a piezoelectric transducer. A stable and reliable pumping effect with 8 µ`

min−1 pumping rate has been achieved.

1.4.4 Particle Manipulation in Closed Channels

SAW-based particle, droplet, and cell manipulation has been a popular topic of inves-

tigation in recent years, prompting several reviews on the subject.14,80,89,120,424 Here, we will

review the latest SAW-based manipulation results in four main areas: concentration and focusing,

separation and sorting, patterning and manipulation, and droplet production and splitting. We will

then cover the use of glass capillary tubes as an alternative to other ways of forming channels.

Concentration and Focusing

Particles and cells that have been focused within a flow cross section can then be easily

detected by various methods. This process, cytometry, is a major capability required in biological

assays and future lab-on-a-chip devices. Many focusing techniques have been investigated,

including hydrodynamic, electrokinetic, and dielectrophoresis (DEP) methods. However, the

SAW method is simple, highly efficient, contact-free, and can be applied to focus a wide variety
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Figure 1.27: Air cavities were trapped when the fluid was pumped into the channel. The
vibration of air-liquid membrane produced the acoustic streaming and caused the pumping
mechanism in the closed channel. Membrane-induced acoustic streaming instead of SAW-
induced acoustic streaming showed better uniformity and effectivity for closed channel pumping
in microscale. Droplet generation based on pumping in oil and water phases were demonstrated.

of microparticles. Furthermore, the transparency of LN makes it feasible to integrate with most

optical techniques.

Shi et al. 347 demonstrated particle focusing in a microchannel by depositing two IDTs on

each side of the channel. The channel width and the wavelength of SAW were specified so that a

SSAW formed across the channel width with a single pressure node located at the channel center,

collecting particles at this node (see Fig. 1.28). Zeng et al. 461 then integrated Bragg reflectors

(BR) with the focusing device to enhance SSAW formation. Air cavities were also introduced on

both sides of the microchannel and SSAW propagation area in order to reduce absorption by the

PDMS walls. Jo and Guldiken 171 utilized these focusing capabilities to perform density-based

particle separation.

To perform SSAW-based on-chip flow cytometry, 3D focusing capabilities are desired
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in order to maintain constant focal depth during cell detection. Shi et al. 350 discovered that the

acoustic radiation force in the z-direction (perpendicular to the device plane) is also non-uniform.

Through theoretical and numerical calculations, they showed that this non-uniformity could be

used to force particles toward the plane of maximum acoustic kinetic energy which had a constant

height with respect to the substrate. Experimental results agreed with these calculations and they

were able to perform SSAW-based 3D continuous particle focusing in a microchannel.

TSAW can also be used for particle focusing, as demonstrated by Tan et al. 389 . A single

IDT generates a SAW that is subsequently reflected from the opposite channel wall that generates

a standing acoustic node within the channel if conditions are engineered correctly. Relatively

weak SAW were used in Tan’s work to focus particles in an initially homogeneous suspension into

equally spaced nodal lines parallel to the channel with a separation of one-half the wavelength

Figure 1.28: Schematic and working mechanism of the SSAW-based focusing device. The
IDTs were on the opposite side of the channel. The width of the channel was matched with the
wavelength of SAW to generate single pressure node at the center of the channel. The acoustic
radiation force led beads into pressure nodes to perform particles focusing. Reproduced347 with
permission from The Royal Society of Chemistry.
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(see Fig. 1.29). The dependence on wavelength allowed particles to be focused to different

locations based on the applied frequency (using a slanted IDT). Witte et al. produced a similar

device, but added a glass superstrate.440 A slanted IDT allowed for small differences between

superstrates to be compensated for by tuning the resonant frequency. This kind of technique will

allow cytometry within disposable inserts, which could allow for quick, clean processing of many

samples in sequence on a single device.

Tan et al. presented a unique way of performing cytometric functions using TSAW

streaming and non-nodal radiation.388 A double-aperture FIDT enabled asymmetric actuation so

that particles could be directed to the left or right as they are propelled along the channel. They

also milled the channel cross section into a trapezoidal shape that greatly reduced the formation

of standing waves (similar to the effect of an anechoic chamber) so that particles would not be

trapped along nodal lines.

Separation and Sorting

The goal of particle separation and sorting is to lead specific particles from their original

streamlines to targeted streamlines which finally flow into a sorted outlet. Related SAW techniques

can be divided into two general categories: TSAW-based and SSAW-based. Franke et al. 107 first

presented continuous droplet sorting in a PDMS microchannel using TSAW. Droplets flowed

passively into one channel, but were pushed into the path of a second channel by acoustic

streaming when actuated. However, this technique cannot inherently differentiate between

particles and thus can only temporally sort. Destgeer et al. 81 were able to continuously isolate

particles of a single size from an assortment of particles by utilizing the acoustic radiation force

of TSAW. As mentioned earlier, detachable superstrates are potentially useful for applications

where biological samples are processed. Ma et al. 226 developed a device similar to Destgeer et

al., but with a PDMS superstrate that contained the microfluidic channels. They also developed

a platform for separating particles of similar sizes but with different densities using TSAW of
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Figure 1.29: Time lapse images of TSAW focusing in a microchannel at amplitudes below
1 nm. Specific lines of focus could be selected by applied frequency and were quickly and easily
switched, in this case between 29.5 MHz and 59 MHz. Reprint permis. Tan (2010).389

carefully selected frequency.227

TSAW methods displace particles from their original laminar flow path, but SSAW

methods sort particles into one or more nodal paths regardless of their original path. Also, recall

that the acoustic radiation forces due to TSAW and SSAW differ strongly in their dependence

on particle size (see Eqns. 1.6 and 1.5). Size-based82,179,265,349 and density-based171 particle

separation have been demonstrated. Numerical studies on SSAW in microchannels has further

explained the mechanism of particle separation. A 2D model helped reveal the effect of boundary

vibrations and channel properties on particle aggregation near PDMS channel walls.234

Wu et al. 446 further scaled down the particle separation technique to submicron scale.

Tilted-angle SSAW was utilized to separate 500 nm and 110 nm particles, showing a finer
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resolution for particle separation than the standard SSAW configuration. Next, Kishor et al. 187

demonstrated integration of tilted-angle SSAW with a photoacoustic detection technique into an

integrated microfluidic platform capable of size-based separation, concentration, and quantitative

detection of microparticles. Such integrated platforms show promise for future lab-on-a-chip

systems that utilize the functionality described in this review.

The ability to separate microscale particles has also been shown using SFITs. Destgeer

et al. 81 was able to separate particles into three size groups by placing SFITs with two distinct

frequency ranges on either side of a microchannel. Thus, TSAW could be generated at desired fre-

quencies and locations. Recently, Park et al. 286 demonstrated bidirectional, multichannel droplet

sorting using SFITs. They also added a new functionality: dynamic formation of temperature

gradients in the channel.

In a more biologically relevant proof of concept, Nam et al. 266 demonstrated a device to

separate blood cells from platelets using SSAW. Pressure nodes were set up near the two side

walls and blood cells experienced larger acoustic radiation forces, since they are larger than

platelets, and moved to the sides of the channel while platelets remained at the center. The authors

reported platelet purity up to 98% using this method. They were also able to separate beads of

polymer encapsulated cells based on their density.

Using focused SAW of higher frequency (up to 636 MHz), Collins and Ma59,62 recently

demonstrated size-selective particle concentration—as small as 300 nm—via acoustic streaming.

In one arrangement, streaming and radiation concentrate particles to one edge of a flow (see

Fig. 1.30). Note that size selective concentration in sessile drops has been demonstrated down to

200 nm.84 Concentration generally refers to separating many particles at once into two or more

groups, while sorting considers one particle at a time.

Depending on the position and design of the acoustic source, both SSAW87,347 and

TSAW334 devices can be used for cell sorting, as the acoustic actuation area in the fluid can be

well controlled. A high-throughput acoustic cell sorter using focused SAW was introduced by Ren
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Figure 1.30: Principle of SAW based nanoparticle focusing of using SAW. (a) A conceptual
diagram: the combined streaming field and acoustic radiation forces resulting from the coupling
of substrate vibrations produced by an IDT on a piezoelectric substrate results in focused particle
displacements. (b) A particle (red) is displaced relative to the fluid streamlines by the acoustic
radiation force as it passes through a focused SAW beam. The streaming serves to direct the
particle laterally to the acoustic beam and maximize its exposure to the acoustic gradients in
its periphery. (c) A continuous influx of 300 nm particles is focused in a low velocity flow.
Adapted62 with permission from The Royal Society of Chemistry.

et al. 306 An FIDT allowed them to generate SSAW with higher energy intensity and a narrower

beam width resulting in a larger actuation force and a higher sorting resolution (see Fig. 1.31).

According to their data, the FIDT exerted 4–9 times larger acoustic radiation force than did the

straight IDT, indicating that to attain the same sorting effect an FIDT would require only 10–20%

of the input power of a straight IDT. Collins et al. 60 demonstrated a very similar system only

they used TSAW rather than SSAW and used a higher frequency, 386 MHz, to achieved even

finer resolution particle sorting (similar to Fig. 1.31), but with only one FIDT). They shrunk the

actuation area to a few tens of micrometers with highly focused SAW that produced large acoustic

gradients. With pulse durations of ∼100 µs, they were able to nudge particles as small as 2 µm

from their path without altering the path of the next particle in sequence.
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Figure 1.31: (a) Schematic of the SSAW-based sorter excited by FIDT. (b) The concentric
geometry of the FIDTs. O is the focal point and the two sets of FIDTs is O-axis symmetric. (c)
An optical image of the high-throughput SSAW sorter. Adapted306 with permission from The
Royal Society of Chemistry.

Patterning and Manipulation

The ability to arrange cells and microparticles into desired patterns is important for many

biological applications, for example in tissue engineering.201 Patterning of particles in one and

two dimensions using SAW has been recently demonstrated. Wood et al. 443 first performed 1D

patterning (also known as alignment) of particles using SSAW in microfluidic systems. As a next

step, they performed 2D patterning using two pairs of counter propagating IDTs in orthogonal

directions.444 They used a liquid coupling film similar to that used by Schmid,334 which cannot

support continuous operation due to a lack of inlet and outlet ports. Shi et al. 348 enabled

continuous 1D and 2D patterning by bonding PDMS directly to the substrate to form a closed

channel. Building on this concept, O’Rorke et al. 281 achieved translation of a patterned array of

particles by modulating the frequency of the SAW. The pattern could be translated laterally by up

to one wavelength (∼118 µm in this case—a standard, straight ∼30 MHz device) by changing

the frequency in small increments across the bandwidth of the IDT.

In the last five years, other forms of patterning using SAW have been presented. Ding

et al. 88 performed tunable 1D and 2D patterning of microparticles using slanted-finger IDTs
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(SFITs), which offer a much larger resonant frequency bandwidth than the standard IDTs used

for translation. They showed that, by tuning the frequency applied to the SFITs, they could vary

the line spacing of a 2D pattern, for example, from 141 µm to 250 µm. Another novel patterning

capability was added by Collins et al. 58 who produced patterning in only a desired section rather

than over the entire area between two transducers. They engineered nanosecond pulse signals

whose duration was less than the time-of-flight between transducers so that standing waves were

only set up in a central region of tunable width. Yet another degree of freedom was demonstrated

by Tian et al. 397 who could control both the spatial patterning and the shape of microdroplets

themselves, which compose the pattern.

Particle patterning into defined nodal positions is useful, but in addition, some appli-

cations require the movement of particles to arbitrary locations. This has been accomplished

with a technique known as acoustic tweezers, an old concept154,155 receiving renewed interest.

Compared to optical tweezers, acoustic tweezers require lower power density, are bio-compatible,

and are amenable to miniaturization. Nodal position can be tuned by either phase shift280 or

frequency modulation86,405 (see Fig. 1.32). More recently, Devendran et al.85 used an acoustic

field combining both traveling and standing wave components along with a swept excitation

frequency to collect and isolate particles of different sizes in a static fluid volume. The varied

tools created through more and more complex acoustic field control are bound to be useful in

other fields where small particles need to be manipulated. One such example is the work by Chen

et al. 48 who used acoustic tweezers to trap cells in a micro-channel for cell enrichment. The

cells accumulated at SSAW nodes as more and more fluid was passed through the channel. They

reported an increase in concentration of originally dilute red blood cell samples (105, 104 and 103

cells per mL) by a factor of 100–1000.

We point the interested reader to a more detailed review of dynamic ultrasonic field

control presented by Drinkwater.94 It includes in-plane manipulators, beam manipulators, and

planar array manipulators used for transportation and rotation of individual particles as well as
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Figure 1.32: Two-dimensional particle manipulation with frequency-control using chirped IDTs.
A microchannel was bonded near one side of chirped IDTs. Particles in the pressure nodes
were forced to move by changing the location of pressure nodes, which were dependent on the
frequencies of SAW86.

biosensing and microscale assembly in channel-less microfluidic devices.

Droplet Production and Splitting

SAW actuation has become a promising tool for droplet generation, droplet splitting, and

droplet manipulation because it is inherently robust and contamination-free. The general idea is to

apply acoustic streaming or acoustic radiation force induced by SAW near a fluid-fluid interface

in order to produce drops of a dispersed phase within a continuous phase (see for example the

bottom left of Fig. 1.27).

Schmid and Franke 332 integrated an IDT at the junction of flow-focusing channels as seen

in Fig. 1.33. The magnitude of SAW power—rather than channel geometry or flow speed—was

used to regulate droplet size. This method relies on increased pressure at the lower inlet due

to acoustic streaming. Collins et al. 57 used an FIDT to demonstrate droplet generation from a

T-junction in order to encapsulate concentrated particle suspensions. A low-power SAW was
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Figure 1.33: SAW was applied at the flow-focusing droplet/plug generation region and regulated
the plug size by different SAW power. Stronger SAW power reduced pinch off time due to
increased interface pressure, which in turn reduced the size of plugs. Reproduced332 with
permission from The Royal Society of Chemistry.

activated to move and concentrate particles at the interface, then a high-power pulse was used

to deform the interface and generate a water-in-oil droplet with encapsulated particles. Based

on a similar device configuration, Brenker et al. 29 experimentally and numerically explored the

working mechanism of the FIDT-induced T-junction droplet generator. They identified three

distinct droplet production regimes depending on the relative speeds of the continuous and

dispersed fluid flows.

SAW-induced drop splitting in microchannels has also been demonstrated recently. Sesen

et al. 342 performed water-in-oil plug steering and real-time on-demand plug splitting using an

FIDT-integrated Y-junction microfluidic device. Two FIDTs (one on each side) were pointed

directly at the junction from the direction perpendicular to the inlet channel. Precise acoustic

radiation pressure on the oil/water interface allowed the plug to be steered entirely into one outlet

or the other or to be split into desired proportions (without actuation the plug would naturally

split in half). Jung et al. 175 used SFITs instead of FIDTs to direct acoustic radiation pressure to a
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specific region for droplet splitting based on the input frequency. Sesen et al. 343 applied pulsed

acoustic streaming in a branched channel to suck a portion of fluid into it thus splitting droplets

as they passed (see Fig. 1.34).

Sesen et al. 341 also reported on-demand droplet merging using focused SAW. Acoustic

radiation forces generated from an FIDT were used to stop the progress of a selected droplet such

that successive droplets merged until a certain volume was reached (see Fig. 1.35).

Jung et al. 176 demonstrated on-demand droplet capture and release at specific microwells

using SFITs. At different frequencies, different parts of the SFITs resonated corresponding to

the designed wavelength at that location. Thus the location of a particular microwell could be

selected and droplets could be pushed into or out of it as desired.

Particle Manipulation in Capillary Tubes

We have already covered the phenomena where by nodes and anti-nodes form in acoustic

resonant cavities which we have called channels. Capillary tubes can also be used as resonant

Figure 1.34: Droplet splitting in closed branched microchannel induced by SAW. FIDT-induced
acoustic streaming produced a pressure offset between the main channel and the branched
channel, and performed as a micropipette in the closed channel. Reproduced343 with permission
from The Royal Society of Chemistry.
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Figure 1.35: Time lapse images of the droplet merging experiment. The first droplet is immobi-
lized across the FIDTs while the next droplet comes and merges with the stationary one. The
merged droplet travels downstream because the acoustic energy in the system is not enough to
hold a bigger volume droplet. The FIDTs is placed at the right-side while the oil flow is from
left to right. Reproduced341 with permission from The Royal Society of Chemistry.

cavities. They can be bonded to a piezoelectric substrate often more easily than a channel can be

fabricated in the substrate or in some superstrate. Being widely used in other industries capillary

tubes are easily obtained in many sizes and shapes as ready to use parts that both have well known

properties and are disposable.

A review by Lenshof etal. presents a good summary of the work done in this area in the

section called ”Capillaries”206. They cover the focusing and trapping of particles and the use of

these techniques in bio-chemical assays. Another good example, not found in the above review, is

the work of Grundy et al. 128 . They applied this technology to rapid diagnostics and were able to

reduce, for example, the agglutination time of bacteria from 4 hours to 5 minutes by encapsulating

samples within droplets within a capillary tube. Work by Araz et al. 9 is also valuable due to the

simplicity of the design in which particles are separated based on size and/or density along the

length of the capillary due to bending modes produce by actuation of a C-shaped PZT plate.

We also wish to highlight two works that have been published since the review by Lenshof.

Gralinski et al. 124 have performed numerical simulations of particle trapping in capillaries with

circular cross sections. They vary several design parameters and discuss the advantages of a
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design containing 4 PZT transducers for particle focusing in the center. A follow up paper125

presents experimental results and also includes patterning along the length of the capillary tube.

Recently, Mao et al. 235 published work on coupling SAW into a capillary tube bonded to a LN

substrate. They showed that in this case not only are nodes established due to acoustic radiation,

but also acoustic streaming establishes a single vortex which allowed them to focus particles in

the nanometer size range. We cover this work further in the following section.

1.4.5 Reorientation of Nanoscale Objects

Acoustic waves are widely used for in-situ manipulation of nano-objects because they

are simple to produce, highly bio-compatible, contact-free, and capable of rapid actuation.

Carbon nanotubes (CNTs) have aroused the interest of researchers in recent decades due to their

mechanical strength and electrical conductivity,367,395 but they also show promise in nanoscale

fluid transport.243,272,430 However, in order to be utilized in these applications, CNTs must be

properly oriented. For example, CNTs can be used to reinforce polymer composites, that perform

better when the nanotubes are aligned using acoustofluidics.143

Strobl et al. 375 utilized SAW to align multi-walled carbon nanotubes (MWNTs) with

an angle of 25◦–45◦ on LN with respect to the wave propagation direction. They explained

that the MWNT alignment resulted from the piezoelectric field and SAW propagation, thus

the acoustic streaming generated by SAW actually shifted the MWNTs from being directly

aligned with the piezoelectric field. Ma et al. 225 further discussed the acoustic radiation effect

and the dielectrophoretic effect (due to the piezoelectric field) on the patterning mechanism of

CNTs. Numerical simulation and corresponding experiments showed that the dielectrophoretic

effect dominates over the acoustic radiation effect when patterning CNTs because of their high

conductivity and high aspect ratio. Conversely, the acoustic radiation effect dominates when

patterning low aspect ratio and less conductive objects. Besides carbon nanotubes, metallic

microtubes188 and nanowires47 can also be patterned using SAW while dispersed in a liquid via
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the dielectrophoretic effect since they are also highly conductive and have high aspect ratios.

Seemann et al. 339 then demonstrated that SWNTs and MWNTs can be deposited and aligned

between pre-structured metal contact pads on silicon using SAW. The use of silicon makes this

technique more compatible with microelectronics applications.

Recently, Miansari et al. 248 also presented deagglomeration and alignment of MWNT

bundles on a dry surface via SAW. The absence of fluid on the surface eliminated the influence

of streaming so that acoustic radiation forces could deagglomerate the nanotube bundles. The

alignment mechanism relied on van der Waals interactions between the nanotubes and a glass

slide, which was placed on top of them to constrain out of plane movement.

In some pioneering work on concentrating nanoparticles, Mao et al.235 demonstrated use

of a single vortex generated using SAW for focusing 80-500 nm diameter silica and polystyrene

particles. These were used to capture fluorescent biomarkers to enrich the emitted signal. By

way of extension, Wu et al.447 separated exosomes from whole blood. This was conducted

in two stages, first separating larger blood components before the second stage which targets

the exosomes. Both these studies potentially lay the foundation for applications such as health

monitoring and medical diagnosis among others that would benefit from nanoparticle separation.

1.5 Nanofluidics

When we zoom into the nanometer scale, several interesting and fundamental physical

and chemical phenomena become accessible, including nonlinear electrokinetic flow and ion fo-

cusing,291,460 nanocapillarity,414 mass transport in nanoscale spaces,178,338 and electrical double

layer (EDL) overlap effects.182,183,295 DNA stretching,132 detection of single DNA molecules,106

water purification,184 and many other practical applications have been demonstrated using these

effects.

Several review papers have been published about nanoscale fluid transport25,338,370,427
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and flow in CNTs243,272,430 in the last ten years. Extremely high aspect ratio, nanoscale inner

diameter, and molecularly smooth hydrophobic graphitic walls make CNTs an ideal applicable

material and platform for investigating nanofluidics. Numerical molecular dynamics simulations

of nanopumping through CNTs has been presented by Insepov et al.,163 Longhurst et al.,219 and

Rinne et al.,319 showing that the nanopumping phenomena can be driven by temperature, AC

electric fields, and the friction between gas particles and nanotube walls induced by SAW.

In addition to CNTs, inorganic nanotubes have been synthesized for use as a novel

platform for nanofluidics.122 Their advantages included a controllable inner diameter from 1 to

100 nm, facile functionalization of the inner and outer surfaces, and tunable compositions and

aspect ratio. These features effectively provide the ability to mediate the ionic and electrostatic

environment, both spatially and temporally. These forces are dominant at the femtoliter scale,

which makes inorganic nanotube synthesis a powerful tool for femtoliter biological and chemical

analyses.

Acoustic nanofluidics exhibits significant differences from acoustic microfluidics and has

not yet been as well developed.98 However, early results are promising. Insepov et al. 163 used

molecular dynamics simulation to predict a new nanopumping effect where SAW at the surface

of a CNT cause gas flow within. The SAW-induced peristaltic motion along the CNT surface

was predicted to pump the gas at 30 km/s. At these small scales, light can be used to create

sound. Lin et al. 210 showed optical generation and spatial manipulation of nanoacoustic waves

with nanoscale spot sizes. Pezeril et al. 290 was able to optically generate GHz-frequency shear

acoustic waves in liquid glycerol. Van van Capel et al. 413 generalized nonlinear ultrafast acoustics

at the nanoscale, reviewing both main properties of nonlinear ultrafast acoustic propagation and

recent results. These initial investigations have set the stage for further practical applications.

The fabrication of nanoslits and nanochannels,427 fluidic devices with nanometer scale in

one or two dimensions, respectively, has been demonstrated249,409,445 and applied to a number

of applications such as DNA stretching132,392,393 and single DNA molecule dynamics,305,412
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Figure 1.36: Manipulation of a liquid drop within the nanoslit based on SAW-driven acoustic
streaming and capillary forces. When SAW was on, the SAW-driven acoustic streaming over-
came the capillary force in the T-shape channel and pushed the liquid drop into the reservoir.
When SAW was off, the capillary force led the liquid drop into the targeted nanoslit. Reprint
permis. Miansari (2016).247

due to their flexibility of channel shape and surface properties. More specifically for acoustic

nanofluidics, room-temperature bonding of LN to silicon wafers was demonstrated by Takagi et

al.379 and has been widely used to achieve enclosed nanochannels for the acoustic propagation of

fluid.

Recently, Miansari and Friend 247 developed a novel room temperature LN/LN bonding

technique and demonstrated a SAW-induced nanoslit platform for pumping nanoscale flows at

up to 1 MPa (see Fig. 1.25), manipulating 10 fL drops (see Fig. 1.36), and separating nanoscale

particles by size. The mechanisms responsible for these results need to be further investigated

and explained in the future.
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Chapter 2

An Investigation of Maximum Particle

Velocity as a Universal Invariant —

Defined by a Statistical Measure of Failure

or Plastic Energy Loss for Acoustofluidic

Applications

2.1 Abstract

Materials under vibration experience internal stress waves that can cause material failure

or energy loss due to inelastic vibration. Traditionally, failure is defined in terms of material

acceleration, yet this approach has many drawbacks, principally because it is not invariant with

respect to scale, type of vibration, nor material choice. Here, the likelihood of failure is instead

considered in terms of the maximum vibration or particle velocity for various metals, polymers,

and structural materials. The exact relationship between the maximum particle velocity and
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the maximum induced stress may be derived, but only if one knows the details of the vibration,

material, flaws, and geometry. Statistical results with over thousands of individual trials are

presented here to demonstrate a wide variety of vibrations across a sufficient variety of these

choices. Failure in this context is defined as either fracture or plastic yield, the latter associated

with inelastic deformation and energy loss during vibration. If the maximum permissible cyclical

stress in material vibration is known, to at least an order of magnitude, the probability of this

type of failure may be computed for a range of vibration velocities in each material. The results

support the notion that a maximum particle velocity on the order of 1 m/s is a universal and critical

limit that, upon exceeding, causes the probability of failure to become significant regardless of

the details of the material, geometry, or vibration. We illustrate this in a specific example relevant

to acoustofluidics, a simple surface acoustic wave device. The consequences of particle velocity

limit analysis can effectively be used in materials and structural engineering to predict when

dynamic material particle velocity can cause inelastic losses or failure via brittle fracture, plastic

deformation, or fatigue failure.

2.2 Introduction

In the study of acoustic wave propagation in elastic solids, there is a physical limit to how

much materials can vibrate before failing. This phenomenon appears across disciplines, from the

study of actuating robotics or microelectromechanical (MEMS) devices185 to vibration fatigue

and crack propagation of complex structures and earthquakes explored by civil engineers and

geologists alike77,250. If such a physical limit could be found, especially if it were defined in

terms of easily measured parameters and the properties of the material being used, the choice of

materials and geometry in engineering design could be made simpler. Additionally, finite element

modeling of vibrations would be easier, alleviating the need to resort to complex, dynamic stress-

strain models to evaluate the risk of failure135. In a vast majority of cases, vibration and acoustics
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are carried in physical structures with the aim of avoiding inelastic or plastic deformation, fatigue

failure, or fracture in these structures. Here, we assume that any of these phenomena represent

structural failure.

For years, the acceleration has been used to describe both the potential and severity

of failure due to localized peak stress116. Termed shock severity, it often is presented273,373

as a number of g’s, with g = 9.81 m/s2, representing earth’s gravitational acceleration. This

concept is applied across many disciplines, from petroleum and geological engineering469 to

planetary dynamics302 and microdevices185, and from the formal literature to data sheets for

public consumption. A notable example of the latter among many, the 1.8” hard drive used in

the last popular portable music player—Apple’s classic iPod—is described by Toshiba as being

able to tolerate 2000g from a drop and 2g vibration at 15–500 Hz while operating63. Gaberson

expressed understandable frustration with this use of acceleration to determine the risk of failure,

stating “g’s as any kind of shock severity is useless, even in the face of 50 years of tradition”.

Due to the direct relationship between strain and displacement in a stress wave, maximum

displacement has also been occasionally used to determine the likelihood a given material will fail

under vibratory conditions162, though it does not often appear in the published literature outside

of earthquake research67, where even there it is considered to have modest utility139.

The particle (or vibration) velocity is a potential alternative to these two choices. Remark-

ably, it may prove to be the most universal quantity in defining the limiting motions of acoustic

wave propagation and vibration in materials. Many years ago, Crandall and Hunt separately68,162

determined that the internal stress and the particle velocity in elastic solids were directly related to

each other—to at least an order of magnitude—for a few specific forms of vibration in otherwise

flaw-free and continuous structures. Gaberson116 defined the closely related pseudovelocity (V0)

and claimed it to be the most useful quantity to determine the risk of structural damage due to

its vibration. The pseudovelocity is defined (using ,) as the maximum displacement multiplied

by the angular frequency: V0 , ωmaxx,tu(x, t) = 2π fU0 (please consult the glossary of terms in
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Appendix A).

In fact, the particle velocity can serve to define the risk of failure and changes in observed

vibration phenomena that otherwise depends upon stress. The basic idea is to define a maximum

particle velocity to represent the true limit of structural vibration while avoiding failure.

That the particle velocity is not more widely appreciated and utilized does seem to be

a consequence of relying on the acceleration in assessing failure risk, as Gaberson describes,

probably from the familiarity of using g-loading for predicting static failure. The cleverly

presented relationship by Hunt and Crandall68,162 between stress and particle velocity in unflawed

structures appears to be forgotten. At the very least, it appears that this relationship has never

been applied to a broader range of materials, other forms of structural vibration, nor structures

with flaws or significant damping.

In recent years, disciplines such as acoustofluidics65,109 and ultrasonic actuation426 have

arisen that employ much higher frequency acoustic waves to drive observable motion of fluids,

cells, particles, motor components, and so on for a variety of purposes. The desire to produce these

results from piezoelectric materials operating at resonance to maximize the energy transformed

from electrical to kinetic forms results in very large energies concentrated in small volumes,

on the order of 0.1 W in a 100 µm box for short periods. In water or most solids one would

consider using in these applications, this represents a specific energy of∼100 MW/kg, remarkably

exceeding the specific energy of coal, natural gas, and gasoline (termed higher heating value

in78). More energy is trapped in a volume by the mechanical motion induced by high frequency

vibration than is released from the same volume by chemical reaction of these common fuels.

It should come as no surprise, then, that failure of these devices is widespread, especially

in research and development. The motivation of this work is to identify an overall limit to

the vibration as a design tool, using the risk of failure—either inelastic vibration giving rise to

significant energy loss or outright failure of the material.

In what follows, we seek to identify a maximum practical particle velocity that fulfills
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this criteria. It turns out that the particle velocity does appear to be a useful tool in judging the

risk of a broadly defined “failure” from damping, fatigue, fracture, or plastic yielding across a

variety of materials and vibration types.

The paper is organized as follows. We first describe the analysis framework used to

determine the limiting particle velocity for avoiding probable material failure. This is followed by

an update of the classic concept of a material-defined upper limit to vibration amplitude68,162. By

virtue of the Monte Carlo method, we are able to then introduce extensions to this classic concept,

taking in turn the effects upon the maximum particle velocity due to changes in the geometry

of the structure, the effects of damping, the presence of cracks in brittle materials or stress

concentrations in ductile materials, and the peculiar effects of fatigue. We chain these disparate

effects together for a sample run, some of them active, others not, as randomly determined for

each run. After tens of thousands of runs, it becomes evident that one can indeed define an overall

maximum particle velocity, a universal, limiting order-of-magnitude for the particle velocity that,

when exceeded, will potentially lead to material failure or inelastically-limited vibration with

a probability of 50%. For each effect, randomly chosen parameters are selected over defined,

reasonable ranges as necessary to produce a solution. The method is extensible, in that the reader

can employ the approach for their situation as required to determine the appropriate maximum

particle velocity.

2.3 Analytical and Statistical Analysis of Maximum Particle

Velocity Limits

Our goal in this effort is not to exhaust every possible combination of material, vibration,

shape, and failure mode. Instead, we consider specific cases that appear to adequately represent

the vast range of options. The Monte Carlo method is then employed to choose, at random:

a material, the type and presence of a flaw in the material, the details of the vibration, and a
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structure carrying the vibration, potentially with geometric constraints. A choice for each of these

parameters is made within what we believe to be a reasonable range to define a trial run. This run

produces a prediction of the maximum stress present in the structure. This stress may then be

compared to the yield stress for the material, corrected to deal with the dynamic nature of the

motion and the damping of the material.

The entire aim is to seek a correlation between the order of magnitude of the parti-

cle velocity induced in a structure—perhaps with a flaw, significant damping, or constrained

geometry—and the overall probability of failure of that material. Using this correlation, we

seek to produce an order-of-magnitude estimate for the limiting particle velocity that may exist

for a given material, and hopefully for all the materials we have selected for consideration as

representatives of most practical engineering materials.

2.3.1 Process of Analysis

It will be later shown in subsection 2.3.2 that an maximum particle velocity vmax may be

defined as a material property from the material’s yield strength, stiffness, and density. Beyond

this value, the material’s failure is assured. How the material fails depends on the details.

The strategy is to first select a representative material: diamond, steel, aluminum, copper,

polypropylene (PP), polyvinyl chloride (PVC), polymethyl methacrylate (PMMA), glass, concrete,

or wood. All materials are presumed to be isotropic for tractability, and in realizing the use of

anisotropic or composite media affects the material properties, but does not change them by orders

of magnitude. These materials represent, broadly, those used in typical engineering structures

that would be subjected to large amplitude vibration.

It is important to note here that mechanical damping is another means to potentially limit

the amplitude of vibration or acoustic waves in a structure. Following the classic approach in

defining damping, one may define a loss factor for harmonic oscillations, η = D/2πW , where D

represents the energy dissipated over each vibration cycle and W represents the combination of
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the energy stored and introduced into the system over a given cycle38. Unlike the damping ratio,

the loss factor, η, remains appropriate here even for strongly nonlinear systems294.

In many disciplines, however, the quality factor, Q, is a far more familiar and easily

determined measure of the damping present in a given vibration that is responsible for energy

loss. The greater the Q, the lower the energy lost to damping38. The relationship between them is

often approximated by Q≈ 1/η, though the full definition is more complex:

1
Q

,
√

1+η−
√

1−η, (2.1)

which may be rearranged and expanded to produce an approximate series relation of the loss

factor in terms of the quality factor,

η =
1
Q
− 1

8Q3 −
1

128Q5 +O
[(

1
Q7

)]
, (2.2)

where O is the order of the error in the approximation (Bachmann–Landau notation,12).

In any case, the ratio of energy lost per cycle, D, to the total energy, W , D/W , 2πη≈

2π/Q. Notably,

lim
Q→2π+

D
W

= 1. (2.3)

The key implication of this result is to recognize that, whatever the nature of the vibration induced

in a system, if Q < 101, the limiting particle velocity is not due to material failure. It is instead

governed by the energy loss to damping, and acoustic or vibration energy is dissipated too quickly

to sustain vibration. Thus, most rubbers and some plastics are unrealistic choices as they will be

limited by their acoustic loss during elastic deformation, instead of a failure criteria which might

be due to inelastic deformation or fracture.

We then choose the form of acoustic wave propagation, noting that it reduces the particle

velocity at which failure is guaranteed from the material-defined value vmax to a limiting particle
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velocity, vlim. In other words, for a particular case defined by the type of acoustic wave and the

shape of the structure that carries it, vlim defines the threshold between material integrity and

failure. By contrast, the intrinsic threshold between material integrity and failure is always defined

by vmax. Local stress concentrations, fatigue, fracture toughness, and flaws are responsible for the

difference.

We represent the reduction from an ideal vmax to vlim as a product

vlim ,
5

∏
i=1

Ψi jvmax, (2.4)

for the jth case of N total cases. The type of vibration transmitted through the structure as an

acoustic wave—for example, longitudinal or transverse waves—reduces the material’s maximum

particle velocity by a certain amount, defined by Ψ1 j. The frequency of the acoustic wave strongly

affects the damping and the effective stiffness of the material, which collectively acts to also

reduce the limit particle velocity, represented by Ψ2 j. The material may also have a flaw, a

hole, crack, or similar penetrating geometry, producing a stress concentration that reduces the

limit particle velocity vlim even further—by a factor of Ψ3 j. We also consider the possibility of

ductile failure (with Ψ4 j) or fatigue failure (Ψ5 j) in reducing the maximum particle velocity to

the limiting particle velocity. The relationship is outlined in Fig. 2.1.

 Case Wave Frequency Flaw Ductile Fatigue Material
 limit type   failure failure max.

Figure 2.1: From material property-based maximum particle velocity vmax to case-specific
particle velocity limit vlim, via factors Ψ1 j to Ψ5 j for the jth run using a selected material. Each
factor Ψi j is briefly defined in the text here and detailed later.

Choosing the material allows us to determine vmax. We then define the limit particle

velocity as vlim for the jth run such that j ∈ {1,2, . . . ,N}, with N = 10,000 here. We note that

vlim, j ≤ vmax for all j, and define vlim, j , β jvmax such that β j , ∏
5
i=1 Ψi j and 0≤ β j ≤ 1 for all
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j, as 0≤Ψi j ≤ 1 for all i, j. The probability, Pf(v) that the selected material will fail for a chosen

particle velocity, v, is then determined by pairwise comparing this value to each and every vlim, j

determined above via the following equation:

Pf(v),
1
N

N

∑
j=1

H
(
v− vlim, j

)
, (2.5)

where H(χ), (χ+ |χ|)/(2χ) except for H(0), 1, the Heaviside step distribution with a dummy

variable χ.

All this analytical machinery states that, upon choosing a particle velocity v, if v≥ vlim, j,

the probability of failure for the jth run is 1 or 100%. However, the limiting velocity, vlim, j, is

different for each ( jth) case, because the values of Ψi j will vary from case to case. Thus under

some circumstances the failure may not happen, while others will produce failure. The probability

Pf(v) takes all N cases into consideration.

We seek to produce a particular order of magnitude estimate for the particle velocity that

would lead to a 50% chance of material failure. Given the many possibilities within Ψi j, this is

likely the best we can hope for.

We next consider the basic relationship between failure and the maximum particle velocity

in a material before considering the details in computing each Ψi j term required to find the

case-limited particle velocity, vlim.

2.3.2 Material Upper Limit Particle Velocity by Yield Stress in One Di-

mensional Axial Vibration

We first consider the classic model of one-dimensional planar acoustic waves propagating

through a homogeneous media, seeking to set the stage for extensions from this model to produce

equally convenient results for other systems.

Internal stress caused by continuous harmonic vibration is a function of material density
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and stiffness and is proportional to the maximum particle velocity within the solid. That is,

the maximum speed a wave moves inside the material can determine the corresponding max-

imum stress during one full sinusoidal vibration cycle. As previously stated, cyclical plastic

deformation—inelastic deformation—during vibration is undesirable and likely limits the particle

velocity as well. Thus, we seek a material-dependent maximum particle velocity limit defined by

the material-specific yield stress.

An equation that relates the maximum particle velocity during vibration to the material

stress may be derived along the lines of Hunt and Crandall’s approach and is expressed using

the vibrational Mach number (Mv =V0/c)68,162, where V0 and c are the surface particle velocity

amplitude and the acoustic wave phase velocity, respectively. Using linear dynamic elasticity for

an isotropic, homogeneous media, the following one-dimensional elastic wave equation may be

derived:
∂2u
∂x2 =

1
c2

0

∂2u
∂t2 . (2.6)

Presuming a harmonic traveling wave of sinusoidal form for displacement u(x, t) produces

the solution u(x, t)=U0 sin(ωt−kx) to the wave eqn. (2.6), with the wavenumber k= 2π/λ=ω/c.

Ignoring lateral motion (until later), the strain in a slim rod as this wave propagates along it is

ε = ∂u/∂x and the particle velocity is v = ∂u/∂t, producing ε(x, t) =−v(x, t)/c. So the maximum

strain generated by the passage of the acoustic wave in one dimension is

εmax = (V0/c) = Mv. (2.7)

The speed of this longitudinal wave is c =
√

E/ρ, where ρ is the material’s density and E is its

Young’s modulus. Thus, the maximum stress is,

σmax = Eεmax =
√

ρEV0. (2.8)
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We define material failure as equivalent to the condition when the stress at a point in the system

exceeds the yield stress limit σy where plastic deformation occurs. Though this is not neces-

sarily true failure, in the context of continuous vibration it is not desirable since it produces an

irreversible change in the properties of the system.

With this definition in mind, the critical particle velocity associated with the material’s

failure due to vibration may be defined as

vmax ,
σy√
ρE

. (2.9)

However, the assumption of a one-dimensional, longitudinally-vibrating, infinite rod is

simply unrealistic for most applications, and so the material property-based particle velocity limit

in eqn. (2.9) is inadequate. The geometry, flaws, and size of the vibrating specimen may affect

the estimate for this limit68,162. Damping may limit the maximum possible particle velocity in

soft and plastic materials, while imperfections in brittle materials may cause stress concentrations

and a higher risk of fracture-driven failure294. The particle velocity limit also depends on the

lateral dimensions of the structure, sometimes called the “Poisson effect”, which can take up

elastic energy and effectively act to slow the speed of sound during vibration13.

2.3.3 Geometric and Acoustic Waveform Effects

In most cases, the vibration under evaluation occurs in complex structures not represented

by simple axial wave propagation theory. The complexity of the structure is likely to significantly

affect the relationship between particle velocity and material stress. To take this into account, we

consider other forms of vibration and use dimensionless parameters Ψi j to define the maximum

particle velocity limits for them.

Other modes of vibration may propagate at speeds of sound different than simple longitu-

dinal waves in thin media. For example, shear waves travel at a slower speed: cshear =
√

G/ρ <
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√
E/ρ. Torsional waves214, Rayleigh waves, flexural waves, or Love waves, among others, can

also propagate in or upon a material.

This affects the relationship between the limiting material stress and the maximum particle

velocity. For example, flexural waves in beams propagate far slower than longitudinal waves,

implying the maximum particle velocity is greater for flexural waves. But there is more to

consider. In modeling flexural waves in beams, for example, the Timoshenko beam model

includes the effects of rotational inertia and lateral shearing ignored in the Euler-Bernoulli beam

model, leading to an even slower wave speed in a Timoshenko beam and consequently a greater

maximum particle velocity at failure162. Changing a model can change the estimate of the

maximum particle velocity. The many models devised over the years for beams, membranes,

rods, plates, shells, and other structures and the details they demand could easily overwhelm any

effort to find a ubiquitous maximum particle velocity, if it exists.

Our approach to this problem is the observation that while these different models are

certainly important, they do not affect the relationship between the limiting material stress and

the maximum particle velocity beyond about an order of magnitude. Since we seek to only find

the order of magnitude of the maximum particle velocity, we may choose a representative subset

of the models to proceed. While it may be true that including more models of other phenomena

would improve our estimate, we contend it is unlikely to significantly change the results. And

even then, our aim here is to demonstrate a process for finding the maximum particle velocity

across a series of models using a statistical approach, which we believe to be useful for design

choices and developing an intuitive feel for what limits the propagation of acoustics and vibrations

in materials and structures.

We can furthermore expect that whatever form the vibration might be, in an elastic media

the basic relation between the maximum particle velocity and the limiting stress will be analogous

to the relation found for longitudinal vibrations, differing only by a constant162. Evidence of this

is provided in a broader derivation in the Appendix. In lieu of considering every possible form of
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vibration, we next consider a pair of simple cases: transverse vibration of a beam and axial wave

propagation in a narrow rod.

Transverse vibration of an Euler-Bernoulli beam

To illustrate our point in a concrete manner, we first consider the Euler-Bernoulli beam

model for transverse, flexural vibration of a beam, and then return to axial vibration with the

Pochhammer-Chree rod model. The Euler-Bernoulli beam equation, for a homogeneous elastic

and slender beam, is

−EI
∂4w
∂x4 = ρA

∂2w
∂t2 , (2.10)

where I, A, and w(x, t) are the second moment of area of the beam’s cross-section, the area of the

beam’s cross-section, and transverse displacement, respectively, with the displacement dependent

upon the axial coordinate x and time t. The corresponding stress is σ(x,y, t) = EI ∂2w
∂x2 at any point

in the beam. The maximum stress, σmax, is located at ymax = Y , the maximum distance from the

neutral axis along the cross-section of the beam, and is given by

σmax = k
√

Eρv, (2.11)

with k =
√

EA/I as a factor dependent upon the cross-sectional shape. Since typical beams have

a convex cross-sectional shape, this factor, k, is typically greater than one, and may be as small as

k =
√

3 for a rectangular cross-section and as large as k = 2
√

2 for a triangular cross-section. We

choose to represent k in our modeling as a normally (Gaussian) distributed random value between

these two limiting cases. The justification for a normal distribution, instead of, say, a uniform

distribution is the observation that these limiting beam shapes are less common than those that

produce intermediate values of k. In any case, the net effect upon the results of choosing another

distribution for this factor is minor.

The maximum particle velocity limit is reduced from the longitudinal wave-based predic-
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tion in eqn. (2.9) by a factor of 1/k. In other words, the limiting particle velocity limit due to the

transverse vibration of an Euler-Bernoulli beam is vlim = Ψ1 jvmax, where Ψ1 j = 1/k j and k j is a

uniformly random value between
√

3 and 2
√

2.

Axial wave propagation in a rod and the Pochhammer-Chree solution

Returning briefly to longitudinal wave vibration, one potential geometric effect that may

appear is the lateral confinement and elasticity ignored by the one-dimensional analysis. This is

known to introduce an additional degree of freedom to an acoustic wave propagating through the

structure. The motion will reduce the speed of sound for the propagation of the wave, leading

to a change in the relation between the terms in eqn. (2.7) and consequently eqn. (2.9). We

consider a simple elastic, homogeneous, and isotropic round bar with circular cross section as a

representative example of this phenomena. As the diameter of the rod, D→ ∞, this effect would

likewise become negligible, returning us to the original model in subsection 2.3.2. However, for

small values of D < 2λ, the actual speed of sound crod is reduced as either the Poisson’s ratio ν or

the diameter-to-wavelength ratio ∆ = D/λ is increased13. Thus, based on eqn. (2.9), the limiting

particle velocity for a longitudinal wave including lateral effects would be vlim, j = Ψ1 jvmax,

where Ψ1 j = crod, j/c0. The index j refers to the jth run using a particular material in the analysis,

where crod, j/c0 is chosen at random with uniform distribution over the range 0.563 to 1 based on

physically permissible values of Poisson’s ratio, ν, and the diameter-to-wavelength ratio ∆ = D/λ

according to Bancroft 13 .

2.3.4 The Effects of the Frequency of the Acoustic Wave on Damping and

Dynamic Material Stiffness

Since the Young’s modulus of an isotropic material under vibration actually depends upon

the frequency of the vibration294, significantly stiffening with an increase in the frequency, the
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ratio of Young’s modulus appropriate for this frequency, the dynamic Young’s modulus E( f ), to

its (nearly) static counterpart, E0, may be approximated from the loss factor,

η =
π

2

log(E( f )
E0

)

log( f
f0
)
, (2.12)

where we suppose f0 = 1 Hz, E0 ∼ E( f0) represents low-frequency vibration294. Therefore, we

may define the reduction in the limiting particle velocity due to damping and the frequency of the

acoustic wave as

Ψ2 j =

√
E0

E( f j)
=
(

10−
2η

π

) f0

f j
. (2.13)

Later, when we use eqn. (2.13) to statistically determine the limiting particle velocity by producing

N total runs for each material, the frequency f j as a random value between 100 Hz and 109 Hz on

a base-ten logarithmic scale, a typical range for the majority of acoustic phenomena.

2.3.5 Effects of Flaws as Stress Concentrations and Cracks

Flaws in most engineering materials can significantly reduce the failure stress. Depending

on the orientation and size of the flaw, a stress concentration may locally form around the flaw

and contribute to broader failure of the material. It is overwhelmingly difficult to pursue broad

treatment of elastoplastic fracture mechanics applied to the many forms of stress and flaw shapes

that may arise in practical situations. Moreover, the micromechanics of failure in flawed media

is a complex subject under study for many years72. Instead of being drawn into these aspects,

instead we once again choose an exemplar to represent an order-of-magnitude estimate of this

phenomena: elliptical cracks in a material, uniaxially loaded by stress, σ, as the vibration or

acoustic wave propagates through the system, producing a large range of stress concentration

factors due to variance in their size and orientation. If the material is also brittle, then the material

may separately fail by exceeding its critical fracture toughness.
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Ductile failure

Stress concentrations in a ductile material around a flaw may produce plastic yielding that

represents failure as an acoustic wave is transmitted through it. For example8, in an elliptical

crack of length 2a by 2b, the stress produced near the crack tip, σc, is greater than the uniaxial

stress σy by a factor φ representing the stress concentration. For this crack geometry, σc = φσy,

where φ = 1+2(a/b). This implies that once σc→ σf, the failure stress or σc→ σy, the yield

stress, the result is at least local plastic yielding that would be undesirable in continued vibration.

At worst, the material fails. With this potential flaw representing the class of myriad flaws that

may be present in ductile materials, the limiting particle velocity will be the maximum particle

velocity scaled by the factor Ψ
−1
3 j , φ j = 1+2(a j/b j). For our statistical analysis, we require

the ratio (a j/b j) to be randomized between 0.1 to 10 on a base-ten logarithmic scale.

Brittle failure

In a brittle material, the stress in the vicinity of a sharp-tipped crack is generally dependent

on the square root of the distance from the crack tip, and it and the growth of the crack to eventual

failure both depend upon the fracture toughness KC, a material property. The stress intensity

factor, K, may be calculated for a given stress and crack size, and here we choose as our exemplar

the plane strain mode I fracture toughness, KIC. As a defined property of brittle materials, it may

be used to determine the failure stress, σ f = KIC/
√

aπ, for a crack of length 2a centrally located

in a thin, semi-infinite plate material. The crack is presumed to be perpendicularly oriented to the

direction of the stress.

Failure in flawed material for a given analysis is either due to brittle or ductile failure

The randomly preselected crack size for each run is as j, randomly defined between 10−6

and 1 mm on a base-ten logarithmic scale. Depending on this crack length, some materials may

either fail via brittle or ductile failure. To determine which, we determine the critical crack size
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for brittle failure,

ac =
1
π

(
K
σy

)2

, (2.14)

where σy is the yield stress. For the jth run, if as j > ac, the material will fail from the brittle

crack, and the limiting particle velocity is further reduced due to this by a factor Ψ4 j =
√

ac
as j

. If,

however, as j < ac, the material will fail by exceeding the ductile yield stress, σy, before brittle

failure becomes a problem, and so Ψ4 j = 1.

2.3.6 Effects of Endurance and Fatigue

Ductile materials may also fail under cyclical stresses well below the material’s yield

stress. Cyclical vibrations from acoustic wave transmission and vibration, in particular, may

exceed a material’s endurance limits due to fatigue that accumulates with time. As with the other

effects, the many ways this effect may impact a given material’s response to vibration depends

upon the characteristics of the material and the vibration, and so we again constrain our analysis

into a tractable version by limiting the number of vibration cycles to at most 106 and a frequency

between 0.1 kHz to 1 MHz on a base-ten logarithmic scale when fatigue is relevant. Fatigue arises

in the context of structural vibration and in this context is only relevant over this limited frequency

range. The fatigue endurance-limited stress of such a material after 106 cycles is written as σE,

and is less than the yield stress σy. We define in the statistical analysis the effect this would have

on the limiting particle velocity as Ψ5 j , σE/σy.

2.4 Results

The probability of failure of eleven selected materials—diamond, steel, aluminum, copper,

polypropylene (PP), polyvinyl chloride (PVC), Polymethyl methacrylate (PMMA), glass, concrete,

wood, and lithium niobate—illustrates a consistent trend towards failure at a particle velocity

of v = O[0.1− 10] m/s (Fig. 2.2). The results produced by N = 10,000 runs per material is
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Figure 2.2: The probability of failure Pf versus particle velocity v for eleven selected materials
(see text). Ten thousand (N) runs for each material choice produces a nearly continuous
distribution of failure probability with respect to the particle velocity. The result is nearly
sigmoidal, but with small yet important discrepancies between materials and over v. These arise
from the effects of the different forms of acoustically-driven failure.

monotonically increasing with respect to the particle velocity in the plot, with the horizontal axis

plotted as a base-ten logarithm for clarity. There is no scatter in this data nor error bars to provide

as each ( jth) result lies at a specific combination of the particle velocity and probability of failure.

We then nondimensionalize the particle velocity as v̂ , v/vmax, remembering that vmax is

a material property. By further considering the probability of failure based on this dimensionless

particle velocity v/vmax, the data appears to collapse to produce a similar probability of failure
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for a given dimensionless particle velocity v̂ regardless of the chosen material in Fig. 2.3, with

the notable exceptions of diamond and wood. These two examples indicate the importance of

the toughness of flawless diamond, the fragility of diamond with flaws, and the unique failure

characteristics of wood. Other single crystal and composite media are likely to exhibit similar

results.

Figure 2.3: Probability of failure Pf versus the dimensionless particle velocity v̂ for the eleven
selected materials. Diamond exhibits a broader range of particle velocities over which failure
may occur because of its unique toughness without flaws and fragility with flaws. Most of the
other materials, except for wood, fall into a narrowly defined group.

Referring to the results in Figs. 2.2 and 2.3, the probability of failure at low vibration
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velocities with Pf ≈ 0 until 10−2 m/s, where wood, copper, diamond, and glass are first to exhibit

nonzero failure probabilities, followed by steel, lithium niobate, aluminum, and the polymers.

Diamond produces a different distribution of failure probabilities with respect to particle velocity

than the other materials, partially a consequence of its hardness and high yield stress, and partially

because it is more fragile than most of the other materials when it has a flaw.

Table 2.1: Particle velocity, dimensional (v) and dimensionless (v̂), for each of the selected
materials where the probability of failure at Pf = 50% over all N = 10000 cases per material.

Material v (m/s) v̂ (—)
Copper 0.14 0.06
Glass 0.25 0.18
Wood 0.30 0.02
Concrete 0.58 0.15
Steel 0.96 0.11
Polyvinyl Chloride (PVC) 0.93 0.04
Aluminum 2.40 0.12
Acrylic (PMMA) 2.04 0.05
Diamond 3.09 0.005
Polypropylene (PP) 3.02 0.10
Lithium Niobate (LN) 0.69 0.19
Mean 1.31 0.09
95% Confidence Interval 0.46 – 1.58 0.034 – 0.12

Crucially, consider the distribution of particle velocities at which Pf = 50% for the chosen

materials, as tabulated in Table 2.1. The results indicate that the mean particle velocity at Pf = 50%

is 1.31 m/s for these eleven materials, incorporating various forms of vibration, frequencies, flaws,

and fatigue. With the 95% confidence interval from 0.46 to 1.58 m/s (10−0.07±0.27 m/s) for vlim

predicted from logistic regression of all the data for all materials, it appears reasonable to conclude

that a limiting particle velocity of vlim = O[1 m/s] exists. Furthermore, by non-dimensionalizing

the data, a dimensionless limiting particle velocity also may be predicted to be v̂lim = O[0.1] with

a 95% confidence interval within 0.034 to 0.12 (10−1.19±0.28) via logistic regression.
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2.5 Discussion of These Results in the Context of an Acoustoflu-

idics Example

Surface acoustic waves (SAW) are both classic and modern, with wide use in communi-

cations since the classic development of interdigital transducer (IDT) electrodes in 1965432 and

numerous acoustofluidics applications in the past twenty years65,111. Only in acoustofluidics has

it become necessary to drive the devices near their structural limits, leading to rapid device failure.

The maximum particle velocity on the substrate has been empirically shown to be O[1 m/s], but

there has been no theoretical analysis nor experimental results to show why this actually occurs or

might be important. Here, we present the surface particle velocity amplitude on a lithium niobate

(LN) substrate due to IDT-generated SAW. The velocity is measured via laser Doppler vibrometer,

exhibiting a maximum particle velocity of O[1 m/s].

2.5.1 Experimental Setup and Results for Surface Acoustic Wave Particle

Velocity Measurement

We designed and fabricated SAW interdigital transducer (IDT) devices on double-side

polished 128◦ Y -rotated cut LN (Precision Micro-Optics Inc., Burlington, MA,USA) for surface

acoustic wave generation and propagation. The fabrication and usage details, including images

of the devices, are provided in ample detail elsewhere246. A wavelength of λ = 100 µm was

selected for an operating frequency of ∼40 MHz (from f = v/λ) to define each IDT, comprised

of twenty simple finger pairs with finger and gap widths of λ/4 and an aperture of 2 mm. For

lithium niobate wafers of 500 µm thickness, 40 MHz is approximately the minimum frequency

that may be used to generate useful Rayleigh SAW. Lower frequencies typically reported in

much of the acoustofluidics literature are actually generating Lamb waves instead65. Standard

UV photolithography (using AZ 1512 photoresist and AZ 300MIF developer, MicroChem,
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Westborough, MA) was used alongside sputter deposition and lift-off processes to fabricate the

10 nm Cr / 1 µm Au IDT upon the 500 µm thick LN substrate65. Absorbers (Dragon Skin™,

Smooth-On, Inc., Macungie, PA) were used at the center and periphery of the device to prevent

edge reflections and spurious bulk waves. Surface acoustic waves were generated by applying a

sinusoidal electric field to the IDT at resonance using a signal generator (WF1967 multifunction

generator, NF Corporation, Yokohama, Japan) and amplifier (ZHL–1–2W–S+, Mini-Circuits,

Brooklyn, NY, USA). The actual voltage, current, and power across the device were measured

using an oscilloscope (InfiniVision 2000 X-Series, Keysight Technologies, Santa Rosa, CA).

The particle velocity perpendicular to the substrate surface was measured using a laser Doppler

vibrometer (LDV, UHF–120SV, Polytec, Waldbronn, Germany).

By increasing the voltage of the signal delivered to the IDTs, the particle velocity of

the SAW perpendicular to the substrate surface also increases—to a limit. The particle velocity

increases linearly when the voltage is relatively small, up to an apparent limit at about 1.2 to

1.4 m/s; this limit at O[1] m/s appears when the input signal is relatively large, and remains

relatively constant until the device fails at around 20 V.

This device is a simple version of the many such devices used for acoustofluidics. The

SAW is converted into sound propagating in a fluid in contact with such a substrate. Because

this sound is intense and produces compressibility in the fluid, a combination of the density

variations and particle velocity—in the presence of viscosity sufficient to cause a phase shift

between them—altogether gives rise to acoustic streaming. Acoustic streaming is transmitted

most often via the streamwise acceleration or the Reynolds stress, and scales with ρU2, where ρ

and U are the fluid density and amplitude of the LN surface’s particle velocity, respectively. Since

U ∼ 1 m/s for the LN substrate at its limit, the steady acoustic pressure is ∼ 1 kPa for most fluids.

This is a relatively weak pressure limit and is difficult to improve upon, a key reason why acoustic

streaming in its traditional form is not very effective in high-pressure applications. However,

there are other approaches that may produce useful results466,467. The key point is that while
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Figure 2.4: Particle velocity of SAW generated and propagating upon a lithium niobate substrate
versus the applied voltage on the IDT. There is a linear relation between an increasing applied
voltage and the particle velocity, until 15 V, at which point the particle velocity becomes
essentially constant between 1.2 and 1.4 m/s, corresponding to the estimated particle velocity
limit of O[1 m/s] from the earlier analysis.

there are many advantages to using acoustic waves in propelling fluids via acoustic streaming,

seeking to do so against anything more than a modest pressure head is unlikely to work.

2.6 Conclusions

We have sought to define a limiting particle velocity for acoustic waves and vibrations

as defined upon the concept of material failure in a variety of conditions and material choices.

The relationship between maximum particle velocity and maximum stress during vibration has

been found and used for this purpose. While the limit particle velocity is not merely defined by

material failure, it can be treated in this way by noting that the appearance of inelastic material

responses—plasticity, significant anelastic damping—may be included as “failure” in the context
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of acoustic waves and vibrations because these phenomena will limit the particle velocity all the

same.

The particle velocity limits were defined in terms of the maximum particle velocity, a

material property. Dimensionless parameters Ψi j were defined to represent geometric effects

and modes of vibration, damping, cracks and imperfections, endurance and fatigue, and the

weakening of the material due to cracks in brittle materials. Statistical results were presented

using the Monte Carlo method for eleven different materials of N = 10000 specimens each,

randomizing the geometry, wave modes, and frequency to relate the probability of material failure

to the limiting particle velocity. A limiting particle velocity of vlim = O[1 m/s] exists with a 95%

confidence interval from 0.46 to 1.58 m/s (10−0.07±0.27 m/s) predicted from logistic regression of

all the data for all materials, types of vibration, and failure modes considered in this study. The

nondimensional limit is v̂lim = O[0.1] with a 95% confidence interval from 0.034 to 0.12.

The concept of the limiting particle velocity as an invariant at O[1 m/s] is useful when

one recognizes that the classic use of acceleration as a failure criteria does not apply in acoustic

devices. Acceleration is not invariant with respect to frequency. Similarly, the displacement

amplitude cannot be used because it is likewise dependent upon the frequency. Regardless of the

phenomenon and its frequency, one may begin with the assumption that failure of a material may

be a risk when O[1 m/s]. Beyond failure, anelastic response of materials may equally arise at this

particle velocity, suggesting it as a practical limit to motion that may be induced in a material

without extraordinary effort or damaging the material’s integrity. In other words, even if the

material does not fail, it may fail to produce larger amplitude responses due to energy losses. This

was illustrated via a simple experiment where SAW was generated across the surface of lithium

niobate.

The consequences of particle velocity limit analysis can effectively be used in materials

and structural engineering to predict when dynamic material vibration velocity can cause failure

in various forms (i.e., brittle fracture, repeated plastic deformation, fatigue failure). Furthermore,
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this analysis may be useful in predicting the potential amplitude and frequency limits of actuators

that rely on resonant or driven vibrations. In the future, material structures evaluated for vibration

failure via finite element modeling of complex geometry, damping, and flaws may be simplified.

Rather than calculating the likelihood of dynamic failure by localized time-dependent stress-strain

relationships, strain energy, expressions, or bespoke failure models, the local nodal velocity could

be used as a proxy for predicting failure and the presence of damaging vibrations.

Finally, the implications of O[1 m/s] as a limiting particle velocity are profound when

exploring the highest end of the frequency range f = 1 Hz to 1 GHz that we considered. With

vlim = O[1 m/s], we have a maximum displacement of only ulim = (2π f )−1vlimO[0.1 nm] at

1 GHz, yet an acceleration of αlim = 2π f vlimO[1010] m/s2. Such large accelerations are responsi-

ble for many of the peculiar phenomena observed and reported in acoustofluidics, and will surely

be the source of more interesting results to come.

91



2.7 Appendix

2.7.1 Key Parameters and Notations

Parameter Notation SI Units

“Defined as” , —

Acceleration α m/s

Crack size a m

Critical crack size ac m

Cross section area A m2

Sound velocity in solid, longitudinal, one dimensional c0 m/s

Sound velocity in solid, longitudinal, circular rod crod m/s

Circular rod diameter D m

Young’s modulus E Pa

Frequency of vibration f Hz

Ductility factor Fduct m

Shear modulus G Pa

Second moment of area I m4

Fracture Toughness KIC Pa
√

m

Wavelength in solid λ m

Poisson’s ratio µ —

Vibrational Mach number Mv —

Number of cases per material N —

Order of approximation error12 O ¡varies¿

Probability of failure Pf %

Factor reducing maximum particle velocity to produce limiting particle velocity Ψi j —

Density ρ kg/m3

Stress σ Pa

Endurance limit σE Pa

Brittle fracture failure stress σf Pa

Yield strength σy Pa

Time t sec

Longitudinal displacement u(x,t) m

Vibration velocity v m/s

Limiting vibration velocity vlim m/s

Maximum vibration velocity vmax m/s

Circular frequency ω rad/s

Transverse displacement w(x,t) m

Distance to neutral axis (bending) y m
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2.7.2 A Derivation of the Relationship Between the Maximum Particle

Velocity and the Stress for a Planar Acoustic Wave in an Elastic

Medium

Introduction

The purpose of this appendix is to illustrate to readers the general applicability of the

concept relating the particle velocity to the strain, and consequently the material properties. We

progress through a brief derivation of the governing equations and a simple solution of them for

an isotropic material. Solutions for anisotropic materials, coupled media, and finite deformations

build upon this basic approach, though often demand computation to produce solutions.

The equation of motion for a solid elastic material

Derivation of Newton’s second law for an infinitesimal volume of elastic media11 produces

∇ ·T+ f = ρ
∂2u
∂t2 , (2.15)

and, in component notation, we are able to write

∂Tik

∂xk
+ fi = ρ

∂2ui

∂t2 . (2.16)

The equations relate the stress T, body force f, and particle displacement u in the elastic material.

We note in passing the occasional use of the momentum density ([M][L]−2[T]−1) in the literature,

defined as p = ρv where v = ∂

∂t u, so that

∇ ·T+ f =
∂p
∂t

. (2.17)
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From the strain (S)-displacement (u) relationship, noting ∇s =
(

∇+∇
T
)

is the symmetric

gradient operator and (·)T is the transpose operator,

∇su = S⇒ ∇sv =
∂S
∂t

(2.18)

using a time derivative on both sides.

For a standard elastic solid, the strain is the stress multiplied by the compliance or S= s : T,

with : as the double-dot product, and so

∂S
∂t

= S :
∂T
∂t
⇒ ∇sv = S :

∂T
∂t

, (2.19)

where v = d/dt(u) is the particle velocity, producing

c : ∇sv =
∂T
∂t

. (2.20)

Here we also use the definition of the stiffness c such that c : s = δ, with δ as the identity tensor.

If we take ∇ ·T+ f = ρ
∂

∂t v and take its derivative with respect to time, t,

∇ · ∂T
∂t

+
∂f
∂t

= ρ
∂2

∂t2 v⇒

∇ · (c : ∇sv)+
∂f
∂t

= ρ
∂2

∂t2 v⇒

∇iαcαβ∇β jv j +
∂

∂t
fi = ρ

∂2

∂t2 vi, (2.21)

the equation of motion in component form, written in terms of the particle velocity vi, stiffness

cαβ, and the body force fi. In this form, we have chosen to abbreviate the component notation by

taking advantage of the inherent symmetry present in even a very anisotropic material, such that

the full fourth-order stiffness tensor ci jkl may be written as cαβ where α,β ∈ {1,2, . . . ,6}.
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Assuming a harmonic propagating wave

Suppose we have a harmonic wave, an acoustic wave propagating along eη = a1e1 +

a2e2 +a3e3, and assume the unit vectors ei form a right-handed orthogonal coordinate system.

Then the terms in eqn. (2.21) will be proportional to eι(ωt−k(eη·r)).

This lets us greatly simplify the operators ∇iα and ∇β j, replacing them, respectively, with

matrices

ιk




a1 0 0 0 a3 a2

0 a2 0 a3 0 a1

0 0 a3 a2 a1 0



≡ ιkiαk ≡ ιkiα (2.22)

and

ιk




a1 0 0

0 a2 0

0 0 a3

0 a3 a2

a3 0 a1

a2 a1 0




≡ ιkβ jk ≡ ιkβ j. (2.23)

If we set the applied forces, fi = 0∀i ∈ {1,2,3}, then ∇iαcαβ∇β jv j +
∂

∂t fi = ρ
∂

∂t vi becomes

−k2kiαcαβkβ jv j =−ρω
2vi. (2.24)

By defining the Christoffel matrix Γi j ≡ kiαcαβkβ j,

k2
Γi jv j = ρω

2vi. (2.25)

From the Christoffel equation (2.25) we may obtain (k2Γi j−δi jρω2)v j = 0, the slowness equation.

Little more can be done to solve this equation without knowing the details of the material’s
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anisotropy, but let us consider the simplest case here.

In an isotropic medium produces the expected relationship between the particle velocity

and the strain

Let us presume the wave is in an isotropic medium, noting that c12 =
1
2 (c11− c44) and

the substantial symmetry present in the media otherwise, leaving only two independent constants

to define it.

The Christoffel matrix becomes

[Γi j] = [kiα][cαβ][kβ j] =




c11a2
1 + c44(1−a2

1) (c12 + c44)a1a2 (c12 + c44)a1a3

(c12 + c44)a2a1 c11a2
1 + c44(1−a2

2) (c12 + c44)a2a3

(c12 + c44)a3a1 (c12 + c44)a3a2 c11a2
3 + c44(1−a2

3)




(2.26)

Suppose we assume that the wave is propagating along e3. Since the material is isotropic,

it does not matter which direction we choose. Then eη = 0e1 + 0e2 + 1e3 and k = keη = ke3:

k2Γi jv j = ρω2vi becomes

k2




c44 0 0

0 c44 0

0 0 c11







v1

v2

v3



= ρω

2




v1

v2

v3




(2.27)

and so k2c44v1 = ρω2v1, k2c44v2 = ρω2v2, and k2c11v3 = ρω2v3.

A shear wave is propagating along e3 with v= e1v1eι(ωt−kx3) where xi is a coordinate along

ei that must have k2c44 = ρω2. Likewise, another shear wave exists such that v′ = e2v2eι(ωt−kx3)

with k2c44 = ρω2. Finally, v” = e3v3eι(ωt−kχ3) with k2c11 = ρω2 as the longitudinal wave. These

bulk waves have different speeds depending on c44 and c11.
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Now it is useful to note the particle displacement u can be found through integration of

the particle velocity v,

u =
∫

vdt =
v

ιω
eι(ωt−kx3)e3, (2.28)

and so the resulting strain along the e3 direction is

S33e3 =
∂u
∂z

e3 =−
vk
ω

eι(ωt−kx3)e3. (2.29)

Since
vk
ω

=
2πv

2π f λ
=

v
f λ

=
v
c0

(2.30)

where c0 is the speed of sound, we find that the magnitude of the longitudinal strain is a ratio of

the particle velocity to the speed of sound in the media for the longitudinal wave described by v′′,

|S33|=
vk
ω

=
v
c0
. (2.31)

The shear wave solutions will produce similar results.
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Chapter 3

Optimized Y-rotated Cut of Lithium

Niobate for Acoustofluidics, Minimizing

Anisotropy while Maximizing

Electromechanical Coupling to Generate

Omnidirectional Surface Acoustic Wave

Propagation

3.1 Abstract

Surface acoustic waves (SAW) have long been generated and propagated on 128-degree Y-

rotated X-propagating cut lithium niobate (128YX LN) for telecommunications, and more recently

for fluid actuation, particle manipulation, and various biological and chemical applications. The

128YX LN cut is known to most effectively generate Rayleigh SAW along the X direction alone.
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Any SAW veering from this propagation direction is affected by beam steering and changes

in resonance frequency and electromechanical coupling coefficients, consequently limiting the

use of LN in various acoustofluidics applications where more diverse configurations would be

beneficial. Here we propose an optimized Y-rotated cut of LN for multi-directional surface

acoustic wave propagation, simultaneously minimizing the anisotropic effects while maximizing

electromechanical properties of LN for acoustofluidics applications. The L2-norm of these

properties was evaluated under rotational transformation to produce a physical model with closed

governing equations for surface wave propagation on the surface of a piezoelectric material. This

was then utilized to obtain the surface wave velocity and coupling coefficient of the specific Y-cut

LN with respect to propagating direction. Next, the averaged coupling coefficients of various

Y-cuts of LN in all propagating directions were calculated and integrated to simultaneously

minimize anisotropy and maximize the electromechanical properties of the LN substrate. A

152-deg. Y-rotated cut was found to be the optimal choice under these constraints, enabling

multi-directional surface acoustic wave propagation with greater coupling and lower variation in

wave performance for SAW generated across the surface in any direction. Experimental devices

were designed, fabricated, and tested on this specific Y-cut LN and served to verify the supporting

analysis and the superior isotropicity of the 152-deg. Y-rotated cut in generating SAW.

3.2 Introduction

Surface acoustic waves are acoustic waves within radio frequency range that offer millions

to billions of gravity accelerations suitable for efficient fluid-structural coupling, and consequently

have become popular in a variety of micro to nano-scale acoustofluidic devices and applications,

such as fluid transportation, droplet jetting, atomization, microcentrifugation, etc.65,89,109. Despite

existing limitations in generating, controlling, and propagating surface acoustic waves (SAW)

within and from lithium niobate (LN) substrates, SAW has consistently demonstrated remarkable

100



promise in controlling fluid and particle behavior in many lab-on-a-chip applications, such

as acoustic nanofluidics and acoustophoresis212,247. Lithium niobate is ubiquitous in SAW

generation and propagation due to its large coupling coefficient relative to other single crystalline

materials for SAW (and other waveforms56), absence of hysteresis and heating common in

polycrystalline piezoelectric materials180, and outright convenience in comparison to ZnO, AlN,

and other thin-film piezoelectric materials.

In 1976, Shibayama et al.351 found the 127.86◦ Y -rotated cut to be optimal for gener-

ating Rayleigh SAW along a single axis, even though the 131◦ Y -rotated cut had previously

demonstrated364 the highest electromechanical coupling coefficient and lowest insertion loss.

The 127.86◦ cut reduced the generation of parasitic bulk waves that rendered the 131◦ an inferior

choice in actual use, and since then the 127.86◦ Y -rotated, X-propagating cut of LN (128YX LN)

has become the most popular and widely accepted orientation for applications requiring Rayleigh

SAW waves. The 128YX cut can efficiently generate SAW only along the X-axis direction, a

fact irrelevant in telecommunications where this is sufficient, but important in acoustofluidics

where the ability to change the wave propagation direction to go around obstacles, deflect into

features, and produce two-dimensional acoustic wave structures in a piezoelectric substrate would

be beneficial. Any SAW generated at an angle to the X-axis propagation direction encounters

beam steering and a reduction in electromechanical coupling, an issue known for many years

in microrobotic193 and acoustofluidic applications. Worse, since the SAW propagation velocity

changes as well, either the frequency must change to deliver a SAW of the same wavelength or

the generating electrodes’ dimensions must be carefully tailored to obtain a specific operating

frequency. Even in doing so, it has been demonstrated that the vibration displacement and particle

velocity is twice as large along the X-axis than the Y -axis for SAW on 128YX LN194 with simi-

larly sized electrodes and driving conditions due to the significant difference in electromechanical

coupling along these propagation directions.

Certainly, an alternative route would be to employ thin-film, deposited piezoelectric poly-
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crystalline ceramic materials such as ZnO or AlN, on a silicon or similar solid substrate344,451 to

offer isotropic in-plane behavior. These thin films offer flexibility in electrode designs, wave gen-

eration and propagation, and other features114 potentially useful in acoustofluidics. For example,

isotropic SAW has been generated on ZnO thin films to produce a needle-shape liquid column

on a free liquid surface197,204,459,462. However, these materials possess low electro-mechanical

coupling coefficients in comparison to LN, and are unable to generate large power transmission

from electrical to mechanical domains commensurate with typical acoustofluidics applications

due to their clamped, thin-film configuration, and require additional steps in ultraviolet lithogra-

phy. Therefore, a cut of a single crystal bulk material that has minimal in-plane anisotropy and a

large electromechanical coupling coefficient would still be superior in seeking more efficient and

effective piezoelectric materials for liquid actuation and acoustofluidics applications.

Here, we propose an optimized Y -rotated cut of LN for multi-directional SAW propagation

minimizing anisotropy and maximizing electromechanical properties for acoustofluidic applica-

tions. Rotational transformation of the material properties of LN is shown with an L2-norm-based

comparison to isotropic material properties to find the LN cut with the least anisotropic in-plane

properties, that is, the closest to isotropic properties possible along the surface plane of the

substrate. A physical model with closed governing equations for surface wave propagation on the

LN is then used to determine the open and short-circuit surface wave velocity and, consequently,

the electromechanical coupling coefficient along any direction on the substrate. The coupling

coefficients of a given Y -cut of LN for SAW propagating in all planar directions are then calcu-

lated. These results are combined with the results of the in-plane anisotropy analysis to identify

an optimized Y -rotated cut of LN. The optimization seeks to provide multi-directional SAW

propagation by minimizing planar anisotropy and maximizing planar SAW electromechanical

properties, producing as a result the 152◦ Y -axis rotated cut. To ascertain the result of this analysis,

SAW devices were designed, fabricated, and tested on this LN substrate, providing practical

results demonstrating both the ability to generate and propagate SAW in directions beyond the
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standard X-axis of 128YX LN, and a consistent method for tailoring the selection of the cut to

fit desired design goals. It is essential for the development of acoustofluidic devices based on

SAWs and would be relevant to improve acoustical tweezers based on IDTs or multi-transducers

arrays86,313,316,405.

3.3 Determination of the “Least” In-Plane Anisotropic Y ro-

tated Cut of LN

Since the stiffness tensor underpins the mechanical elastic properties of a material and

determines its wave propagation and generation modes and its electro-mechanical properties, we

consider how rotational transformation of the LN stiffness tensor affects its apparent anisotropy

in comparison with isotropic materials. For those unaware, isotropic materials are inherently

unable to offer piezoelectricity, and our aim here is instead to minimize the anisotropy in the

surface plane of the LN upon which the SAW will be generated and propagated. While X-axis or

X and Y rotated cuts could be considered in a more general exploration using the methods we

propose, obtaining such cuts is a practical problem: LN producers do not offer such flexibility in

the material orientation nor are set up to do so for research-relevant quantities of wafers.

3.3.1 Rotational Transformation of the Stiffness Tensor

We consider a variety of Y -rotated LN cuts with a focus on offering the least anisotropic

response along the 360◦ of the plane as opposed to solely the greatest coupling for a particular

Rayleigh-SAW propagation direction. The latter has previously been studied and resulted in

initially the 131◦ Y -rotated cut and soon after the 127.86◦ Y -rotated cut. We also consider the

electromechanical coupling, discussed later, but first consider rotational transformation of Y -cut

LN, as shown in Fig. 3.1(a). Coordinate Oxyz is the original principal axes of LN; coordinate
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Oxy′z′ is based on the LN substrate surface plane because of the angled Y-rotated cut. The

coordinate Oxy′z′ is transformed from the coordinate Oxyz by rotating angle θ along X axis with

θ+90◦ Y-rotated cut, explained by the right schematic of Fig. 3.1(a). To begin simply, we note

the relationship between original and rotated unit vectors as




e1

e2

e3


=




1 0 0

0 cosθ −sinθ

0 sinθ cosθ







e′1

e′2

e′3


= [A]




e′1

e′2

e′3


 (3.1)

with the Euler transformation matrix [A] defined as shown. In index notation, the equation can be

written as

em = Amne′n. (3.2)

Expressing the stiffness tensor cE
i jkl in two different coordinate systems by using eqn. (3.2),

the component notation (i, j,k, l ∈ {1,2,3}), and enforcing the Einsteinian summation conven-

tion399 with superscript E referring to a constant electric field, we have

cE′
pqrse

′
pe′qe′re

′
s = cE

i jkleie jekel

= cE
i jklAipA jqAkrAlse′pe′qe′re

′
s.

(3.3)

Details of the notation are provided for the reader’s convenience in the Appendix. The rotational

transformation from the original stiffness tensor component can be then found to be

cE′
pqrs = cE

i jklAipA jqAkrAls, (3.4)

producing a transformation matrix that depends on θ. The transformed stiffness tensor cE′
pqrs also

depends on θ, the angle about Y of rotation for the cut to be considered. The wafer surface and

wave propagation planes are both plane xOy′.
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Figure 3.1: (a) A schematic showing the LN substrate plane xOy′ and principal axes of LN Oxyz.
SAW propagation direction γ is the angle of propagating SAW on the surface of LN substrate
plane xOy′ with respect to positive x direction, as depicted in the schematic. (b) Definition
of cut angle θ+90◦. (c) An illustration of the symmetry in a trigonal 3m media such as LN,
combining the elastic, piezoelectric, and dielectric tensors’ matrix representations. (d) The
analogous symmetry for isotropic materials indicates the absence of piezoelectricity. Details
regarding the meaning of the symbols used in (c,d) these matrices are provided in the Appendix.
(e) The minimum L2-norm plotted with respect to the cut angle θ+90◦ for LN indicates three
minima, a purely isotropic response with θ = 0◦, the well-known Z-cut, θ = 62◦ and θ = 118◦,
which indicates 152◦ and 28◦ Y -rotated cut respectively. The dashed lines indicate 28◦, 128◦,
and 152◦ Y -rotated cut respectively for better visualizing the improvement of isotropy between
the minimum L2-norm and that at 128◦ Y -rotated cut.
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3.3.2 Identifying the Least Anisotropic In-plane Y -cut of LN by Norm

Comparison with Isotropic In-plane Materials

To investigate the extent of planar anisotropy in plane xOy′ of θ-rotated LN, a double

inner product between the unit vector e′3 normal to the substrate surface and the stiffness tensor in

the rotated coordinate system shown in eqn. (3.3) may be taken:

e′3 · (cE′
pqrse

′
pe′qe′re

′
s) · e′3 = cE′

3qr3e′qe′r. (3.5)

To determine which orientation of LN produces the most isotropic in-plane properties, we

then consider the stiffness tensor for an isotropic material. It is well-known that isotropic materials

cannot be piezoelectric as at least asymmetry through a reflection (for example, Hermann-Mauguin

group ∞mm) is necessary, but this aspect is treated later via exploration of the electromechanical

coupling. Noting the symmetry of the trigonal (3m) LN’s mechanical, piezoelectric, and electrical

intrinsic properties (see Appendix A for the definition and representations of the corresponding

tensors) in Fig. 3.1(b) versus isotropic media in Fig. 3.1(c), it becomes apparent what quantities

that describe the LN’s stiffness must be changed to become more isotropic. Subsequently, the

same operations were performed on the stiffness tensor for the isotropic material as the trigonal

LN. We begin with the double inner product to determine the expression for the stiffness along

the plane xOy′,

e′3 · (ciso
pqrse

′
pe′qe′re

′
s) · e′3 = ciso

3qr3e′qe′r, (3.6)

where ciso
3qr3 =




x2 0 0

0 x2 0

0 0 x1


 and x1 and x2 are any arbitrary positive real numbers.

As expected, LN does not have a cut with an entirely isotropic plane xOy′ after some

rotation θ. Instead, the point of this effort is to explore how to minimize the anisotropy on

xOy′. To this end, we seek the minimum of the Euclidean norm of the difference between
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the anisotropic stiffness tensor in the plane and its isotropic counterpart229,345, written as

minθ L2 ≡ ||cE′
3qr3− ciso

3qr3||2 by varying x1 and x2 for each specific given angle θ, which de-

scribes the specific differences between the in-plane stiffness for θ+90◦ degree Y -cut LN and an

analogous isotropic material. In the analysis, the dielectric components are simply assumed to be

ε11 = ε22 = ε33 = 1 for the isotropic material and are in any case irrelevant to the computations

needed in this study. A custom MATLAB (MathWorks, Natick, MA, USA) code was used to

calculate and plot the norm L2 versus (θ+ 90◦) as shown in Fig. 3.1(d) with increments in θ

of 0.1◦. For our calculations, LN is presumed to have the following values for the stiffness:

cE
11,c

E
12,c

E
13,c

E
14,c

E
33,c

E
44,c

E
66 = 2.030,0.53,0.75,0.09,2.45,0.60,0.75×1011N/m2 366.

Notably, when θ→ 0 or 180◦—known as Z-cut LN—a popular view is that minθ{L2}

should go to zero and the cut is “isotropic in the plane” xOy′. This is true for the stiffness tensor,

as made clear from Fig. 3.1(d). However, as shown in Fig. 3.5 in Appendix B, Z-cut LN in fact

remains anisotropic in the plane. Instead of using the stiffness tensor, the evidence is provided

there by computing the norm of the piezoelectric stress tensor e for LN versus the zero tensor

value for an isotropic material, all upon the plane xOy′. If the material were truly isotropic in the

plane, this value would also go to zero, because the piezoelectricity would be absent in the plane.

While the norm of the piezoelectric stress tensor does not go to zero as θ→ 0 or 180◦, it does go

to a minimum value. This suggests both the piezoelectric coupling and this particular cut’s ability

to generate SAW will be poor. In fact, Z-cut LN is known to be poor for surface wave generation

and propagation428. Despite its in-plane stiffness isotropy, the Z-cut is therefore deemed to be

unsuitable for further consideration.

Fig. 3.1(d) indicates two other possibilities for minimization of the anisotropy of LN on

the xOy′ plane: Y -rotated cut angle = θ+ 90◦ = 28◦ and 152◦. The 152◦ cut, in particular, is

close to the ubiquitous 128◦ YX cut351 used for SAW, and so cuts around 152◦ may be interesting

to further explore from the perspective of electromechanical coupling. The 28◦ cut as the other

minimum would also be an possible alternative for SAW generation and propagation while
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minimizing the effect of anisotropy.

3.4 Calculation of Coupling Coefficient for Electromechani-

cal Properties

There is a universal relationship between the coupling coefficient, K2, and the open and short-

circuited SAW velocities vo and vm, respectively35:

K2 =
2(vo− vm)

vo
(3.7)

One approach to determine the effectiveness of any particular Y -rotated cut defined by θ in

comparison to the 128YX cut of LN is to determine the surface wave velocities vo and vm and

then use eqn. (3.7) to compare the coupling coefficients between θ+ 90◦ Y -cut LN and 128◦

Y -cut LN.

3.4.1 Determining the Velocity of Open and Short-circuited SAW

The set of linear equations describing acoustic wave propagation in an arbitrary, anisotropic

piezoelectric medium is, in standard component notation, as follows399:

∂Ti j

∂xi
= ρ

∂2u j

∂t2 ,

Skl =
1
2
(
∂uk

∂xl
+

∂ul

∂xk
),

∂Di

∂xi
= 0,

Ei =−
∂ϕ

∂xi
,

Ti j = c′i jklSkl− e′ni jEn,

Dm = e′mklSkl + ε
′
mnEn,

(3.8)
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where Ti j is the stress tensor component, ρ is the mass density, u j is the mechanical displacement,

Si j is the strain tensor component, Di is the electric displacement, Ei is the electric field, xi is

a spatial coordinate, and ϕ is the electric potential. The primed quantities refer to a rotated

coordinate system in which the stiffness tensor (c′i jkl), the piezoelectric stress tensor (e′i jk), and

the permittivity tensor (ε′i j) are given in terms of Ai j and the unrotated quantities as follows:

c′i jkl = AirA jsAktAlncrstn,

e′i jk = AirA jsAkterst ,

ε
′
i j = AirA jsεrs.

(3.9)

By substituting and simplifying eqns. (3.8), the entire set can be reduced to

c′i jkluk,li + e′ki jϕ,ki = ρü j,

e′ikluk,li− ε
′
ikϕ,ki = 0.

(3.10)

The dot notation refers to differentiation with respect to time, while an index preceded by a comma

denotes differentiation with respect to a space coordinate. The coordinates are set such that the

material surface is plane xOy′. The material is located only along z′ < 0, and so eqns. (3.8–3.10)

are only valid for z′ < 0. The region 0 6 z′ 6 h is set to be a thin, perfect electric conductor where

Laplace’s equation describes the electric potential ϕ,

∇
2
ϕ = 0, (3.11)

where h = 0 and h = ∞ refer to electrically shorted and open surfaces, respectively.

Equations (3.10) and (3.11) together with boundary conditions form a complete set of

governing equations for acoustic wave propagation upon or within an arbitrary, anisotropic

piezoelectric medium. Taupin et al.391 recently used semi-analytical finite element method
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Figure 3.2: The calculated electromechanical coupling coefficient, K2, of Y -cut LN with respect
to the propagation direction of the SAW along the xOy′ plane for 152◦ Y -cut LN in comparison
to 128YX LN. The coupling coefficient is superior in 152◦ Y -cut LN for propagation angles
roughly between 30◦ and 150◦ and inferior outside this range.

to study guide wave propagation in viscoelastic multilayered anisotropic plates by computing

displacement, dispersion, slowness curves, and energy propagation. Although it cannot be used

directly to surface wave on a non-viscous piezoelectric material plane in this case from the bulk

guided wave in viscous multilayered material, it is still a useful method for wave propagation

calculation that would be necessary to mention. Here, we followed a closely related Tiersten

method399 and concept of partial waves by Farnell104 for free and layered infinite half-space

problems to determine the SAW propagation velocities in a given direction along a plane as

detailedly presented in the Appendix.

3.4.2 Numerical Calculations and Results of Surface Wave Velocities and

Coupling Coefficients

The transcendental equation obtained by setting the determinant of the matrix of coef-

ficients of equations (3.26) equal to zero determines the surface wave velocities. Because the

resulting transcendental equation can not be analytically solved, a numerical method is utilized

to determine the open and short-circuit SAW velocities as described in detail in the Appendix.

Briefly, we first define a particular propagation direction on the LN surface using the angle γ

from the material’s X axis. Knowing that the SAW velocity, vS, will be in the range of 3000 m/s
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to 5000 m/s16,113, we then determine α(l) from eqn. (3.22), and obtain the determinant from

eqn. (3.26). Since h = 0 and h = ∞ correspond to a short-circuited and open-circuited surface,

respectively, the minimum of the determinant produces SAW velocities for these respective con-

ditions as vm and vo along the propagation direction defined by γ upon the plane xOy′, the surface

of the LN wafer that uses this particular (θ+90◦)-rotated cut. In order to accurately identify this

minimum of the determinant, increments of only 1 m/s in the SAW open and short-circuit phase

velocities in γ = 1◦ steps were used.

Substituting the calculated velocities vm and vo into eqn. (3.7) produces the coupling

coefficient K2 for each value of γ, as shown in Fig. 3.2. The SAW coupling coefficient of 152◦

Y -rotated cut LN is notably larger than 128◦ Y -rotated cut LN over a majority of the propagation

directions, between a γ ≈ 30◦ and γ ≈ 150◦. Outside this range and, as expected, near the

X-propagating direction (γ = 0◦) the traditional 128YX cut of LN is superior.

The 152◦ Y -cut LN is quantifiably more isotropic in the xOy′ plane. For example, the

standard deviation of the electromechanical coupling coefficient, K2, over the range γ= 0◦ to 180◦

in 152◦ Y -cut LN is 66.5% lower than in 128◦ Y -cut LN, indicating an improved uniformity on

electromechanical coupling coefficient of 152◦ Y -cut LN. Furthermore, and somewhat surprisingly,

the average electromechanical coupling coefficient, K2, over γ = 0◦ to 180◦ in 152◦ Y -rotated

cut LN is 37.0% greater than 128◦ Y -cut LN, indicating a greater overall ability to produce

SAW. Therefore, for omnidirectional surface wave actuation on LN, a 152◦ Y -rotated cut LN is

significantly both less anisotropic and more electromechanically efficient than the 128◦ Y -cut,

and is superior to other Y -rotated choices. The reader should remember that for unidirectional

SAW, the 128YX cut remains superior.
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3.5 Choosing a Cut via the Ratio of the Electromechanical

Coupling Coefficient to the Euclidean Norm

The Euclidean norm has been used on the in-plane portion of the stiffness tensor in

a comparison between the anisotropic LN and an arbitrary isotropic material to produce two

candidate cuts. These two cuts were shown to offer less anisotropy than the 128YX cut and

therefore may prove to be more useful in acoustofluidic applications. The well-known Z-cut of

LN that has already been excluded is a good example of why the electromechanical coupling

coefficient is as important to consider as the anisotropy: the Z-cut is ideally isotropic in the

plane but offers very weak electromechanical coupling, making it an unsuitable choice. A

somewhat tedious computational method has been provided to determine the electromechanical

coupling coefficient for SAW propagating in a given direction defined by γ upon the surface of a

(θ+90◦)-rotated cut of LN.

A combination of these two aspects are needed to identify a cut of LN that would best

serve both purposes—in-plane isotropy and large electromechanical coupling to generate SAW—

that are, to some extent, at odds with each other. In what follows, a remarkably simple method is

proposed to identify an optimum θ angle of Y -rotated cut LN which both minimizes the in-plane

anisotropy and maximizes the overall planar electromechanical effect among all propagating

directions.

We define Φ≡K2
a/L2 as a figure of merit and the ratio of the averaged coupling coefficient,

K2
a , to the L2 norm as a single parameter that includes the effects of both the planar anisotropy

and electromechanical coupling. The averaged coupling coefficient is defined as

K2
a ≡

180◦

∑
γ=0◦,1◦,···

K2/(
180◦

∆γ
+1) (3.12)

for each specific cut angle, θ, of Y -rotated LN, where ∆γ = 1◦ is the step size and resolution

of propagating direction for averaged coupling coefficient calculation. The larger Φ is, either
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Figure 3.3: The ratio, Φ, of the in-plane averaged coupling coefficient over all possible SAW
propagation directions, γ ∈ {0◦,180◦} to the Euclidean norm of the in-plane stiffness tensor
between the Y -cut LN and an isotropic material, given by Φ≡ K2

a/L2, is shown with respect to
θ+90◦, the Y -rotated cut angle of LN. Larger values of Φ imply improvements in the isotropy
or electromechanical coupling. The other candidate cut at θ+90◦ = 28◦+180◦ that exhibits a
local minimum in Fig. 3.1 shows relatively poor electromechanical coupling, and consequently
is not worthy of further consideration. Due to the expense of the calculation, the density of
values of (θ+ 90◦) at which Φ is calculated is increased only around 150◦ where there is a
clearly defined peak. Indeed, the maximum value for Φ is at θ+90◦ = 152◦.
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the overall in-plane electromechanical effect will be greater or the material’s anisotropy will be

reduced—or both. Maximizing Φ with respect to the Y -rotated cut, θ+90◦, will then correspond

to the optimal choice that collectively minimizes anisotropy and maximizes the electromechanical

coupling for use in multi-directional SAW propagation.

Considering the computational cost of these calculations and the fact that the relevant

material properties are at least smooth to second order (class C 2 as required by eqns. (3.8)), a low-

resolution-calculation of the cumulative coupling coefficient for θ = 0◦ to 180◦ in 5◦ steps and

5 m/s increments in the SAW open and short-circuit phase velocity for calculation of the minimum

of the determinant produced from eqn. (3.26) is reasonable. According to Yamanouchi et al.452,

the velocity of traveling SAW is slower than leaky SAW on Y -cut LN. Thus, we identified the

slower traveling SAW velocity by finding the local minimum of the determinant from eqn. (3.26).

Figure 3.3 shows the result, where the highest value of Φ occurs between θ+90◦ = 145◦ to 155◦.

To more accurately determine the specific optimum, a higher-resolution calculation of Φ = K2
a/L2

was conducted from θ+90◦ = 145◦ to 155◦ in 1◦ steps and 1 m/s increments in the SAW open

and short-circuit phase velocity. As shown in Fig. 3.3, the θ+90◦ = 152◦ Y -rotated cut produces

the maximum K2
a/L2 of any value of θ for LN, representing the optimum choice to minimize

planar anisotropy and maximize planar electromechanical coupling in multi-directional SAW

propagation applications. More accurate calculations to further refine θ+90◦ between 151.5◦

and 152.5◦ could be conducted, though most suppliers of LN are unable to economically produce

small batches of LN with a custom orientation at an accuracy better than 0.5◦.

3.6 Experimental Methods and Results

To compare with our computational results, we designed and fabricated a device on

double-side polished 152◦ Y -rotated cut LN (Jiaozuo Commercial FineWin Co., Ltd, Jiaozuo,

Henan, China) for surface acoustic wave generation and propagation.
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3.6.1 Device Design and Fabrication

As depicted in Fig. 3.4(a), twenty-four finger pairs were used in each of fifteen interdigital

transducers (IDT) arranged in a circular pattern about a central point with 24◦ of angular separation

between them. A wavelength of λ = 100 µm was selected for an operating frequency of ~40 MHz

(from f = v/λ) to define each IDT, comprised of twenty simple finger pairs with finger and

gap widths of λ/4 and an aperture of 2 mm. Standard UV photolithography (using AZ 1512

photoresist and AZ 300MIF developer, MicroChem, Westborough, MA) was used alongside

sputter deposition and lift-off processes to fabricate the 10 nm Cr / 1 µm Al IDT upon the 500 µm

thick LN substrate65. Absorbers (Dragon Skin™, Smooth-On, Inc., Macungie, PA) were used

at the center and periphery of the device to prevent edge reflections and spurious bulk waves.

SAW was generated by applying a sinusoidal electric field to the IDT at resonance using a signal

generator (WF1967 multifunction generator, NF Corporation, Yokohama, Japan) and amplifier

(ZHL–1–2W–S+, Mini-Circuits, Brooklyn, NY, USA). The actual voltage, current, and power

across the device were measured using an oscilloscope (InfiniiVision 2000 X-Series, Keysight

Technologies, Santa Rosa, CA). The spatiotemporal variations in the wave displacement and

velocity amplitude along the underlying substrate were measured using a laser Doppler vibrometer

(LDV, UHF–120, Polytec, Waldbronn, Germany).

3.6.2 Experimental Data and Analysis

Instantaneous displacement and phase measurements were made using the LDV along

the propagation directions determined by the placement of the IDTs in Fig. 3.4(a). For example,

Fig. 3.4(b) illustrates the SAW amplitude and phase propagating along the γ = 108◦ direction,

with 807 mW at 33.956 MHz AC input applied on the device, demonstrating the generation

of traveling surface acoustic waves. With standing wave ratio (SWR) of 1.47, it indicates a

good traveling wave upon the 152◦ Y -rotated cut LN xOy′ surface, where SWR is the ratio
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of the maximum and minimum amplitude of the wave, indicating a pure traveling wave when

SWR = 1 and a pure standing wave when SWR = ∞. To compare the experimental results with

the computational results, the relative energy E ∝ A2 was used and scaled to fit the computational

results, correlating the amplitude of SAW on LN surface with the electromechanical coupling

energy351. The amplitudes, A, in each propagation direction are averaged among the LDV

scanning region to obtain more accurate results. As shown in Fig. 3.4(c), the experimental and

computational results fit well with a high correlation coefficient of 0.93, verifying the results of

the calculations and the underlying method to arrive at a useful cut.

3.7 Conclusions

A technique to optimize the Y -axis rotation angle for a given set of design characteristics

has been provided. It has been used to minimize the in-plane anisotropy and maximize the

electromechanical coupling to enable multi-directional generation and propagation of SAW upon

LN. Producing three candidates—Z-cut, 28◦ Y -rotated cut, and 152◦ Y -rotated cut LN—the

method ultimately provided sufficient results to select the 152◦ Y -rotated cut. This cut provides

significant improvements of 66.5% in in-plane isotropy and 37.0% in electromechanical coupling

over the ubiquitous 128YX LN used in today’s acoustofluidic devices.

The technique combines classic analysis approaches with an L2-norm comparison of the

stiffness and piezoelectric stress tensor to an isotropic analogue while varying the Y -rotated cut

angle θ+90◦. To determine the effect of these rotations upon the equally important electrome-

chanical coupling of SAW propagating along any direction on the plane of the Y -rotated substrate

for each value of θ, a physical model with closed-form governing equations for SAW propagation

on the surface of a piezoelectric material was used to obtain open and short-circuit SAW phase

velocities. These velocities were then used to compute the averaged coupling coefficient over

all possible SAW propagation directions upon the LN substrate, defined by γ with respect to the
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Figure 3.4: Our (a) experimental IDT configuration for testing the ability to generate and
propagate SAW across the surface of the rotated LN cut. All fifteen IDTs have an identical
design. The ability to generate SAW upon the LN substrate was determined using an LDV along
the SAW propagation path, as measured from the exit end of the IDT towards the center of
the wafer (the cross shown at the center of the (a) IDT design). For example, the (b) spatial
distribution of the instantaneous displacement and phase of the LN substrate transverse to plane
xOy′ along γ = 108◦ shows a good quality traveling SAW (see text for details). A measure of
the energy of the SAW with respect to its propagation direction is (c) provided for the fifteen
directions defined by the IDTs in our (a) experiment upon 152◦ Y -rotated cut LN. This closely
corresponds to the numerically determined coupling coefficient provided in the same figure,
indicating the veracity of the analysis. The lines provided are solely shown as a guide to the eye.
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X axis. Next, a figure of merit composed of a ratio of the averaged coupling coefficient to the

Euclidean norm of the planar anisotropy was defined and used to determine the value of θ that

minimizes the in-plane anisotropy and maximizes the electromechanical coupling. This procedure

produced the 152◦ Y -rotated cut of LN as the clearly optimal choice.

Finally, an experimental device was designed, fabricated, and tested using the 152◦ Y -cut

LN substrate, serving not only to verify the analysis and calculations, but also demonstrating

the ability to effectively form SAW in directions other than along the X axis as a practical

demonstration of the continued utility of lithium niobate for the demanding requirements of

acoustofluidics. This technique can be adapted to serve other materials, other orientations, and

other design goals as required, providing a new perspective in materials selection in acoustics and

ultrasound as built upon the comprehensive analysis framework provided in the past.

3.8 Appendix

3.8.1 Customary Definition and Representations of the Stiffness, Piezo-

electric, and Dielectric Tensors

The stiffness tensor ci jkl is a fourth-order tensor where the number of coefficients is

34 = 81. But due to the symmetry of the tensor, we have ci jkl = c jilk = ci jlk = c jikl and the

number of independent coefficients is reduced to 36. It is customary to reduce the fourth-order

tensors to a second-order representation ci jkl = cαβ where i, j,k, l ∈ 1,2,3 and α,β∈ 1,2,3,4,5,6:

(11)↔ 1,(22)↔ 2,(33)↔ 3,(23) = (32)↔ 4,(31) = (13)↔ 5,(12) = (21)↔ 6. In the same

way, the third-order piezoelectric tensor can be represented as a 3×6 matrix. Thus, the stiffness,

piezoelectric, and dielectric tensors’ matrix representations are combined together into one (see
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Fig. 3.1(a,b)): 


cE

˜
e

e
˜
εS


 . (3.13)

where cE is a reduced 6× 6 stiffness matrix; e is reduced 3× 6 piezoelectric stress matrix;
˜
e

is the transpose of reduced 3× 6 piezoelectric stress matrix;
˜
εS is the transpose of the 3× 3

dielectric matrix, such that each · represents a zero value, the • and ◦ represent non-zero values,

the connecting lines between non-zero values indicate equality, and a line connecting a • and ◦

indicate these values have opposing signs. The × symbol represents (c11− c12)/2. Figure 3.1(a)

shows the tensors’ matrix representations of the 3m crystal material according to its principal

axes’ coordinate system.

3.8.2 Analysis of Piezoelectric Stress Tensor of LN to Quantify the In-

Plane Isotropy

Similar to the analysis of stiffness tensor in Section II, here we investigate the in-plane

anisotropy present in a given cut of LN via the piezoelectric stress tensor. Closely following the

method described in Section II, we have

e′pqr = ei jkAipA jqAkr, (3.14)

for the piezoelectric stress tensor where

[A] =




1 0 0

0 cosθ −sinθ

0 sinθ cosθ


 .

To investigate planar anisotropy in plane xOy′ of (θ+90◦)-rotated LN, a double inner

product between the unit vector e′3 normal to the substrate surface and the piezoelectric tensor in
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the rotated coordinate system shown in eqn. (3.14) may be taken;

e′3 · (e′pqre
′
pe′qe′r) · e′3 = e′3q3e′q. (3.15)

As isotropic materials do not have piezoelectricity, all components of piezoelectric stress

tensor for an isotropic material are zero:

eiso
i jk ≡ 0 for all i, j,k ∈ {1,2,3} . (3.16)

Taking into account the 3m crystal class of LN, the L2 norm of the in-plane components

of the piezoelectric stress tensor of LN in comparison to an isotropic material may be written as

enorm =
√

e′ 2
313 + e′ 2

323 + e′ 2
333 (3.17)

enorm represents not only electromechanical coupling of LN, but also the magnitude of the in-

plane anisotropy of the piezoelectric stress tensor. This quantity strongly depends upon the LN

Y -rotated cut angle θ+90◦.

A custom code for MATLAB (MathWorks, Natick, MA, USA) was used to calculate and

plot enorm versus θ+90◦ as shown in Fig. 3.5 with increments in θ of 0.1◦. The positive value

of enorm indicates its anisotropy in all propagation directions. However. the minimum of enorm

turns to be when θ+90◦→ 90◦ or 270◦, in other words Z-cut LN, so these selections for θ+90◦

represent the most isotropic of any cut of LN. However, the result also indicates a low coupling

coefficient for these values of θ+90◦, and consequently a relatively poor ability to generate SAW.
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Figure 3.5: Norm of piezoelectric tensor between LN and isotropic in-plane material with
respect to LN Y -rotated cut angle θ+90◦. The positive, non-zero value of enorm for all values
of θ+ 90◦ indicates LN always has piezoelectric properties in the plane, and therefore must
likewise be always anisotropic in the plane.

3.8.3 Method to Determine the Open and Short-circuit SAW Phase Veloc-

ity

To investigate the SAW phase velocity in different propagation direction γ on θ angle of Y -

rotated LN, we further apply rotational transformation with respect to γ along z′ axis. Specifically,

after coordinate rotation along x axis with θ angle, we further rotate the coordinate along z′ axis

with angle γ to perform the SAW propagation along the rotated main axis. Similar to eqns. (3.9),

the stiffness tensor (c′′wxyz), the piezoelectric stress tensor (e′′wxy), and the permittivity tensor (ε′′wx)

are the corresponding material properties after rotational transformation with θ angle along x axis

and γ angle along z′ axis:

c′′wxyz = BwiBx jBykBzlc′i jkl,

e′′wxy = BwiBx jByke′i jk,

ε
′′
wx = BwiBx jε

′
i j,

(3.18)
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where rotational transformation matrix

B =




cosγ −sinγ 0

sinγ cosγ 0

0 0 1


 . (3.19)

In this section of Appendix, we denote x as x1, y′ as x2, and z′ as −x3 to perform a general

solution in Ox1x2x3 coordinate system. We here use cαβ, ewα, εwx instead of c′′wxyz, e′′wxy, ε′′wx to

reduce to second-order representation based on symmetry of tensors, where w,x,y,z ∈ 1,2,3 and

α,β ∈ 1,2,3,4,5,6: (11)↔ 1,(22)↔ 2,(33)↔ 3,(23) = (32)↔ 4,(31) = (13)↔ 5,(12) =

(21)↔ 6. We would perform a general analysis and solution of open and short-circuit SAW phase

velocity along the rotated Ox′ axis after rotational transformation of θ angle along x axis and

the subsequent γ angle along z′ axis for the SAW phase velocity with any particular propagation

direction γ on θ angle Y -rotated cut of LN.

Solutions of eqns. (3.10) and (3.11) are assumed to be of the standard, complex traveling-

wave form in which vS is the wave velocity and α describes the exponential decay into the crystal

such that
ui = βie−αωx3/vSe jω(t−x1/vS)

ϕ = β4e−αωx3/vSe jω(t−x1/vS)
i ∈ {1,2,3}. (3.20)

As indicated above, the surface waves under consideration are assumed to be travelling in the x1

direction. The displacements and potentials are considered to be independent of the x2 coordinate.

Substituting eqns. (3.20) into eqns. (3.10) and (3.11) produces a linear homogeneous

system of four equations with four unknowns, β1, β2, β3, and β4:


c55α
2 +2c15 jα− c11 +ρv2

S, c45α
2 +(c14 + c56) jα− c16, c35α

2 +(c13 + c55) jα− c15, e35α
2 +(e15 + e31) jα− e11

c45α
2 +(c14 + c56) jα− c16, c44α

2 +2c46 jα− c66 +ρv2
S, c34α

2 +(c36 + c45) jα− c56, e34α
2 +(e14 + e36) jα− e16

c35α
2 +(c13 + c55) jα− c15, c34α

2 +(c36 + c45) jα− c56, c33α
2 +2c35 jα− c55 +ρv2

S, e33α
2 +(e13 + e35) jα− e15

e35α
2 +(e15 + e31) jα− e11, e34α

2 +(e14 + e36) jα− e16, e33α
2 +(e13 + e35) jα− e15, −ε33α

2−2ε13 jα+ ε11







β1

β2

β3

β4




=




0

0

0

0



.(3.21)
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The determinant of the 4×4 matrix at left must be zero for a non-trivial solution to exist,

producing

A8α
8 + jA7α

7 +A6α
6 + jA5α

5 +A4α
4

+ jA3α
3 +A2α

2 + jA1α+A0 = 0, (3.22)

where the coefficients An with n = 0,1, ...,8 are real and a particular value of vS has been assumed.

Since the electromechanical fields must be bounded, or go to zero as x3 → ∞, only the roots

with non-negative real parts are allowed. If the unknown in eqn. (3.22) is considered to be jα

instead of α, then the polynomial in jα has purely real coefficients. Thus, either the roots jα

are real or occur in conjugate pairs. Therefore, the roots α are either pure imaginary or occur

in pairs with positive and negative real parts. In general, four roots with positive real parts

occur for piezoelectric crystals. Upon obtaining the admissable values of α from eqn. (3.22), the

corresponding values of βi can be found for each α from eqn. (3.21).

In addition to the equations for x3 > 0, the differential eqn. (3.11) for −h 6 x3 6 0 must

be satisfied together with appropriate boundary conditions at x3 = 0 and x3 =−h. Assuming that

the crystal surface is stress free (T3 j = 0 at x3 = 0), the mechanical boundary conditions at each

point of the surface of the crystal are

T3 j
∣∣
x3=0 = c3 jkluk,l + ek3 jϕ,k

∣∣
x3=0 = 0; j ∈ {1,2,3}. (3.23)

The boundary conditions for the electric potential are continuity of ϕ at x3 = 0 and,

without loss of generality, ϕ(−h) = 0. Also, the normal component of the electrical displacement

must be continuous across the surface of the crystal. The combined electromechanical fields

(mechanical displacement and electric potential) may be expressed as a linear combination of

the fields associated with the admissible values of α for x3 > 0, following the method shown by
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Farnell and other many years ago as the concept of partial waves104,258, that is,

ui =
4

∑
l=1

B(l)
β
(l)
i e−α(l)ωx3/vSe jω(t−x1/vS)

ϕ =
4

∑
l=1

B(l)
β
(l)
4 e−α(l)ωx3/vSe jω(t−x1/vS)

i ∈ {1,2,3}. (3.24)

In the region −h 6 x3 6 0, the potential is a solution of Laplace’s eqn. (3.11). A solution

satisfying the continuity condition at x3 =−h is

ϕ =
4

∑
l=1

B(l)
β
(l)
4 (

ωh
vS

)sinh(
ω

vS
(x3 +h))e jω(t−x1/vS) (3.25)

Finally, the component of D normal to the surface x3 = 0, D3, must be continuous across

the surface. Inside the crystal the electrical displacement is given by Di = eikluk,l− εikϕ,k, while

in the region−h 6 x3 6 0, ~D =−ε0∇ϕ. Substituting the expressions for the waves in eqns. (3.24)

in eqn. (3.23) and expressing the continuity of D3 at x3 = 0 in terms of eqns. (3.24) produces the

following set of homogeneous equations for the so-called partial field amplitudes B(l):

4

∑
l=1

(β
(l)
1 ( jc15 +α

(l)c55)+β
(l)
2 ( jc56 +α

(l)c45)+β
(l)
3 ( jc55 +α

(l)c35)+β
(l)
4 ( je15 +α

(l)e35))B(l) = 0

4

∑
l=1

(β
(l)
1 ( jc14 +α

(l)c45)+β
(l)
2 ( jc46 +α

(l)c44)+β
(l)
3 ( jc45 +α

(l)c34)+β
(l)
4 ( je14 +α

(l)e34))B(l) = 0

4

∑
l=1

(β
(l)
1 ( jc13 +α

(l)c35)+β
(l)
2 ( jc36 +α

(l)c34)+β
(l)
3 ( jc35 +α

(l)c33)+β
(l)
4 ( je13 +α

(l)e33))B(l) = 0

4

∑
l=1

(β
(l)
1 ( je31 +α

(l)e35)+β
(l)
2 ( je36 +α

(l)e34)+β
(l)
3 ( je35 +α

(l)e33)

−β
(l)
4 ( jε13 +α

(l)
ε33 + ε0 coth(

ωh
vS

)))B(l) = 0.

(3.26)

The transcendental equation obtained by setting the determinant of the matrix of coefficients of
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this system equal to zero determines the surface wave velocities for a given set of α(l) 16,113. This

set of transcendental equations is known to lack any explicit solutions2. Thus we use numerical

analysis to identify the open and short-circuit SAW phase velocities vo = vS and vm = vS when

ωh = ∞ and ωh = 0 respectively, as detailed in Section III B.

The open and short-circuit SAW phase velocities vo and vm determined from this process

for propagation upon the surface of 152◦ and 128◦ Y -rotated cut LN are shown in Fig. 3.6(a,b).

The phase velocities are plotted with respect to the angle γ between the SAW propagation direction

and the X axis, indicating that the differences in surface wave velocities between 152◦ and 128◦

Y -rotated cut LN are minor.
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Figure 3.6: The open-circuit and short-circuit SAW phase velocity on the surface of (a) 128◦

Y -cut LN and (b) 152◦ Y -cut LN plotted with respect to the propagation direction defined by the
angle γ measured from the X axis of the LN substrate.

3.8.4 LDV Scan of Instantaneous Wave Displacement and Phase along a

Specific Propagation Direction
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Chapter 4

Microliter Ultrafast Centrifuge Platform

for Size-based Particle and Cell Separation

and Extraction using Novel

Omnidirectional Spiral Surface Acoustic

Waves

4.1 Abstract

Asymmetric surface acoustic waves have been shown useful in separating particles and

cells in many microfluidics designs, mostly notably sessile microdroplets. However, no one has

successfully extracted target particles or cells for later use from such samples. We present a

novel omnidirectional spiral surface acoustic wave (OSSAW) design that exploits a new cut of

lithium niobate, 152 Y-rotated, to rapidly rotate a microliter sessile drop to ∼10g, producing

efficient multi-size particle separation. We further extract the separated particles for the first time,
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demonstrating the ability to target specific particles, for example, platelets from mouse blood

for further integrated point-of-care diagnostics. Within ∼5 s of surface acoustic wave actuation,

particles with diameter of 5 µm and 1 µm can be separated into two portions with a purity of 83%

and 97%, respectively. Red blood cells and platelets within mouse blood are further demonstrated

to be separated with a purity of 93% and 84%, respectively. These advancements potentially

provide an effective platform for whole blood separation and point-of-care diagnostics without

need for micro or nanoscale fluidic enclosures.

4.2 Introduction

Surface acoustic wave devices have become popular as a practical and effective tool for

fluid manipulation, particle and cell sorting and separation, and fluid jetting and atomization

in various acoustofluidics and biomedical applications in recent years65,89,109,284,398,468. They

offer substantial energy density in 40–100 MHz high-frequency, short-wavelength acoustic

waves, providing useful acoustofluidic effects when coupled with liquid79,209,410. Due to various

acoustic radiation forces exerted on particles and cells of different sizes and properties, rapid

separation of particles and cells in liquid media using SAW has been one of the most popular and

effective methods in microscale acoustofluidics applications for biomedical diagnostics212,352.

SAW-based separation in enclosed channels has produced high throughput needed in practical

applications61,206. Traveling surface acoustic waves (TSAW) and standing acoustic waves

(SSAW) have both been used to continuously separate particles and cells based on their size

and mechanical properties81,171,227,266,267,349. However, the need for a microchannel fabrication

process and a syringe pump to complete the separation and provide a method of extraction

complicates the system and renders its use in a clinical setting problematic, especially when the

cost of single-use sterile microchannels are considered. Another SAW-based separation technique

is to place a sessile microliter liquid drop on top of the piezoelectric substrate where SAW is
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generated, passing sound into the drop, in turn producing rapid separation of particles and cells

within83,207. This simple method does not require an external pumping system nor a sophisticated

channel fabrication and bonding process. Since only a microliter sample is required—a mere

pinprick of blood, for example—the method is potentially quite convenient for clinical use. The

potential for sterile sample testing using a superstrate150 improves the likelihood of eventual

clinical use.

Importantly, none of these past approaches have actually extracted the separated com-

ponents from the sessile drop after centrifugation, a key problem in the technique’s future use.

Bourquin et al. 28 presented enrichment of malaria-infected red blood cells at periphery of the

droplet based on density difference using SAW-induced separation in sessile drop, enabling

effective detection directly from the droplet, and many of the references in this introduction

describe various methods for separating particle and cell components in a sessile drop in a similar

way. However, after shutting off the acoustic wave, diffusion slowly recombines the components,

destroying the separation.

For most point-of-care diagnostics and biomedical applications, further analysis and

integrated tests of separated samples are necessary. There remains a need to centrifuge a sessile

drop, separate cell or particle components in that drop based on size, acoustic properties, or both,

and enable an efficient extraction of target cells or particles from the sessile drop sample. In this

paper, a method for centrifugation of a sessile drop and extraction of particles and cells from that

drop is described.

It is important to first, however, point out an important part of piezoelectric material

choices and electrode design to enable sessile drop centrifugation. In the last decade, straight

interdigital transducers (IDTs) with a sessile drop asymmetrically located at the edge of the SAW

propagation (aperture) producing spinning of the drop and particle concentration and separation

within207,323. Different acoustic radiation and centrifugal forces based on particle sizes and

mechanical properties have been utilized to perform temporary separation in this arrangement.
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Destgeer et al. 83 suggested in a later study that four distinct regimes of particle concentration

exist in a sessile drop under asymmetric SAW actuation. Focusing IDTs have been used to locally

enhance the SAW intensity to improve sessile drop spinning, with some consideration of the

focused shape of the IDT354. However, anisotropic substrates, the difficulty in repeatedly and

accurately placing sessile drops, and large energy losses because of the offset position reduce the

attractiveness of this approach with straight or focusing IDTs.

For a rather different purpose, an annular IDT has been demonstrated to generate focusing

SAW from all directions to a single, diffraction-limited spot202. The IDT finger shape was

designed based on the slowness curve of SAW propagating across anisotropic LN so that the

generated surface acoustic waves converge to a small spot at the center of the transducer, limited

only by diffraction. However, this IDT design simply focuses energy at one spot, without the

necessary asymmetry to generate fluid spinning in the droplet and consequent particle separation.

There has, in the past few years, been a flood of interest in locally generated torsional waves in

fluids by either an array of radially placed IDTs or weak spiral IDT structures to produce particle

entrapment17. While all these works are excellent, they do not address the fact that, in the most

widely used cut of LN today in acoustofluidics and telecommunications, 127.86 Y -rotated LN, the

piezoelectric coupling is an order of magnitude less along the Y axis of the substrate compared to

the X axis, producing a far weaker SAW in the Y direction. Other choices are possible, including

zinc oxide147 and aluminum nitride32, but these thin-film materials are generally limited to 2 µm

or less thickness and have relatively poor piezoelectric coupling coefficients, making them poor

by comparison to single crystal, bulk LN for high-power applications such as acoustofluidics.

Lead zirconate titanate (PZT) is another popular polycrystalline choice, but is not only toxic

with elemental lead present in the interstitial grain boundaries that can easily contaminate a fluid

sample, it also is lossy and rapidly heats, especially at high frequencies.

Rather than relying on an asymmetric technique, arguably a better approach to spinning a

sessile drop would be to have SAW propagate inwards from all directions, tangentially converging

131



to a circle of defined diameter equal to or smaller than the drop size to produce a net moment

about a vertical axis. Using this idea, we conceive an axisymmetric, omnidirectional spiral SAW

to induce planar recirculating acoustic streaming in a droplet, causing its rapid rotation. We

exploit a recent discovery of a different cut of LN, 152◦ Y -rotated LN465 that is able to support

SAW in an arbitrary direction with nearly the same piezoelectric coupling and other relevant

material properties. Combining the choice of this material and our unusual IDT design produces

a result that enables rapid sessile drop rotation sufficient to produce centrifugation superior to

past results.

4.3 Concept and Design

A unique spiral IDT design underpins our effort to generate rotational symmetric SAW

in a central circular region so that energy can be efficiently transferred into the sessile drop for

improved fluid spinning and consequent particle and cell separation. The SAW at any point

generated by the spiral IDT is designed to propagate along a constant offset angle relative to its

radial direction, α, into the middle circular region. The spiral equation in polar coordinates (r,θ)

to produce the spiral IDT of the OSSAW is (see details of the derivation in the Appendix):

θ =

√
r2

R2
0
−1− tan−1

√
r2

R2
0
−1−

√
R2

1

R2
0
−1+ tan−1

√
R2

1

R2
0
−1. (4.1)

where R0, R1, and R2 are the radii of circles that define the tangent circle for the inward propagating

SAW, the outer edge of the spiral IDT, and the inner edge of the spiral IDT, respectively, as

illustrated in Fig. 4.1.

The omnidirectional spiral design is obtained by azimuthally shifting and duplicating

a single finger pair to produce the complete set of IDT fingers (see Fig. 4.1). The number of

duplications required in this simple IDT format is determined by an equality between the finger
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Figure 4.1: The (a) omnidirectional spiral surface acoustic wave (OSSAW) device concept for
centrifugation and separation of samples, based on (b) the use of a spiral interdigital electrode
structure defined in detail in the Appendix, an extraction syringe, and a 152◦ Y -rotated cut of
lithium niobate to allow SAW to be generated along the substrate surface. The bold spiral line
represents the spiral IDT finger; the red arrow represents the SAW it generates from the outer
end of the finger, propagating inwards. The outward propagating SAW is absorbed with polymer
absorbers (not shown for clarity). The SAW propagating direction is orthogonal to the spiral
line and tangent to a defined circle of radius R0. The IDT fingers are defined between the outer
and inner radii R1 and R2. A closer view (c) of the OSSAW electrode with a µ`-order droplet
within shows the spiral IDT, the bus bars that connect, independently, the inner and outer fingers
of the IDT, with an independent connection from the outside to the inner bus bar at left in the
closeup, and the (X) location of the laser-drilled hole used for extraction after centrifugation.

width, the gap between them, and one quarter of a wavelength. We have

R2
2π

n
sinα =

λ

4
=

v
4 f

, (4.2)

where R2 is the inner radius of the spiral IDT; n/2 is the number of spiral IDT fingers; α is

the offset angle for SAW propagation; λ, f , v are wavelength, frequency, and phase velocity of
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surface acoustic wave propagating on LN respectively. This simplifies to

n =
8π f R2 sinα

v
(4.3)

where the number of spiral lines n are dependent on the wave frequency f , radius of inner circle

of spiral IDTs R2, SAW offset angle α, and SAW phase velocity v.

Crucially, in this concept the in-plane anisotropy of the piezoelectric substrate is not

considered. We are able to make this remarkable assumption by using a new cut of LN, the 152◦

Y -rotated (152Y) LN cut, instead of the conventional 128◦ Y -rotated cut. This new cut has been

shown through an exhaustive analysis to be an optimal choice to simultaneously minimize in-

plane anisotropy and maximize electromechanical coupling for omnidirectional surface acoustic

wave propagation465. The combination of this cut with the spiral design facilitates the type of

azimuthally distributed SAW important in enhancing the sessile drop rotation through more intense

acoustic streaming and acoustic radiation force via coupling from all propagation directions.

An alternative approach would be to reshape the spiral electrode pattern in order to match the

“slowness curve” and best make use of an existing anisotropic cut of lithium niobate like the 128◦

Y -rotated cut202. However, this does not overcome the poor electromechanical coupling of any

acoustic wave away from the X axis in that cut, and indeed in most other cuts of LN.

4.4 Device Fabrication and Functionality

4.4.1 Device Fabrication

Equation (4.1) was discretized into points, equally spaced at 1 µm, along a single spiral

line (MATLAB, Mathworks, Natick, MA USA), and formed into a complete array using computer-

aided drafting (AutoCAD, Autodesk, San Rafael, CA, USA) according to the number of spiral

lines, n in Eqn. (4.3), as defined and fabricated for three different operating frequencies of 40 MHz,
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56.5 MHz, and 100 MHz, later shown to be useful for choosing the threshold size for particle

separation within the sessile droplet. An operating frequency of 56.5 MHz was chosen to produce

a ∼5 µm particle/cell separation threshold, taking into account particle compressibility90,186,259,

by designing the spiral IDT electrode to operate with a wavelength of λ ∼ 70 µm (from f =

v/λ). A polymer mask was produced (CAD/Art Services, Inc., Bandon, OR USA) from this

result. Standard UV photolithography (using AZ1512 photoresist and AZ300MIF developer,

MicroChem, Westborough, MA USA) was used alongside sputter deposition and lift-off processes

to fabricate the 5 nm Cr/ 400 nm Au IDT upon a 500 µm-thick, double-polished 152Y LN substrate

(Jiaozuo Commercial FineWin Co., Ltd, Jiaozuo, Henan, China)65,246,463. The whole wafer was

diced into fifteen 26.7 mm × 12 mm LN chips (Disco Automatic Dicing Saw 3220, Disco

Corporation, Tokyo, Japan). Absorbers (DragonSkin, platinum-cure silicone rubber, Smooth-On,

Inc., Macungie, PA, USA) were used at the periphery of the device to prevent edge reflections

and spurious bulk waves. SAW was generated by applying a sinusoidal electric field to the IDT at

resonance using a signal generator (WF1967 multifunction generator, NF Corporation, Yokohama,

Japan) and amplifier (ZHL–1–2W–S+, Mini-Circuits, Brooklyn, NY USA). The instantaneous

voltage and current were measured and used to compute the true power input on an oscilloscope

(InfiniiVision 2000 X-Series, Keysight Technologies, Santa Rosa, CA USA). The spatiotemporal

variations of the SAW displacement and velocity amplitude along the underlying substrate were

measured using a laser Doppler vibrometer (LDV, UHF–120, Polytec, Waldbronn, Germany).

4.4.2 Wave Morphology

Surface acoustic waves propagating inward from the OSSAW spiral structure may pass

through the center and outward to interfere with SAW from the opposite side, unless a fluid

droplet is present to “leak” and absorb the acoustic wave in the substrate311 before this can

happen. This is a key design parameter in selecting the frequency of the SAW and the inner

diameter of the OSSAW structure, R2. It also defines the fluid sample size, because the sessile

135



drop must both fit within the inner diameter of this spiral ring IDT and completely occupy the

space to ensure complete absorption of the SAW from the substrate.

In other words, the sample volume defines the appropriate frequency to choose for the

SAW device, presuming the contact angle does not change significantly. If another fluid sample

volume is desired, the design of the IDT should change to provide a matching frequency so that

complete attenuation occurs.

In our case, the attenuation length of the SAW in the substrate underneath a fluid is

α−1 = (ρsvRλSAW )/(ρ f c f )∼0.9 mm, where ρs and ρ f are the density of LN and water, vR is the

velocity of the SAW on the LN substrate, and c f is the sound velocity in water79, respectively.

Upon positioning a 1.5 µ` drop in the middle of the device with a radius of 1 mm, SAW from the

opposite direction is absorbed by the liquid, eliminating possible interference.

To confirm this concept, a diced OSSAW device including a spiral IDT of inner radius

R2 = 0.5 mm was scanned via LDV. A small drop of DragonSkin silicone rubber was placed

and cured in the middle of the inner region of the device as a direct substitute for a fluid droplet.

This absorbs the SAW propagating from the opposite side of the device in a manner similar to a

water or other fluid drop, but does not evaporate nor change shape during the scan. The spatial

phase distribution is plotted in Fig. 4.2(a) while being driven at 2.6 W and 56.5 MHz. The phase

pattern indicates an inward propagating SAW at an oblique angle as desired, though there are

discrepancies in the axisymmetry of the wave morphology.

The ability to generate SAW along directions away from the X axis is significantly better

in this 152◦ Y -rotated cut LN than 127.86◦ Y-rotated LN. Both the speed of sound and the

electromechanical coupling, on average, change much less than with the 127.86◦ Y-rotated cut

popular for unidirectional X-axis propagating SAW. It is impossible to completely eliminate

in-plane anisotropy without also eliminating the piezoelectric coupling necessary to efficiently

generate SAW across the plane of the surface. This is why Z-cut and X-cut LN, both isotropic

in the plane of the surface, are poor choices for SAW generation. The details of the analysis
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that produces the 152◦ Y -rotated cut as an optimal choice are provided in the literature465, as is

information on why the anisotropy is necessary.

The rather broad resonance frequency exhibits a peak at 56.5 MHz as shown in the

frequency response plot in Fig. 4.2(b).

Figure 4.2: (a) An LDV phase scan of the OSSAW inner annular region, showing inward,
obliquely propagating waves (scale bar: 0.5 mm). (b) The OSSAW device exhibits a resonance
at 56.5 MHz according to the LDV-measured frequency spectrum. Note: the peculiar “notch” at
the top of each image is due to a strange limitation in the LDV software: a measurement cannot
be made in a complete annular region; it must be broken.

4.4.3 OSSAW Droplet Spinning Functionality

The key purpose of the OSSAW design is to enhance the ability to spin sessile microliter-

scale fluid droplets, as investigated here. A method to form an aligned and precisely sized wetting

region has been devised for this purpose. It is important to accurately place the droplet at the

center of the OSSAW structure with cylindrical symmetry. Doing so without surface modification,

whether by hand or machine, is difficult. The entire surface of the OSSAW substrate was coated

with a hydrophobic submicron film (Aquapel, Pittsburgh, PA USA). A precise circular region

of R2 = 0.5 mm radius was etched by an excimer (exciplex) laser (λ = 189 nm, firing rate of

40 Hz, power of 0.16 W, and 5 shots, LaserShot, Optec, Frameries Belgium). The weak and
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brief laser machining acted to remove this coating from the region, returning it to the naturally

hydrophilic state of bare, polished LN without damage. This enables repeatable and precise

droplet placement—even by hand with a standard pipette.
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Figure 4.3: A comparison between (a) OSSAW and (b) traditional offset droplet spinning
using a straight IDT configuration may be made from (a1,b1) vector velocity, (a2,b2) velocity
magnitude, and (a3,b3) particle streamlines for a 1.5 µ` DI water droplet. Average eccentricities
of 0.28 and 0.81, respectively, were computed from the streamlines of (a3) the OSSAW and (b3)
traditional straight IDT devices. These streamlines were calculated using PIVlab, suggesting an
improved axisymmetric droplet spinning via OSSAW. (c) The OSSAW also produces a greater
average angular velocity (rpm) for a given applied power. The maximum possible rotation speed
from the traditional design at any power is 3180 rpm; the droplet is ejected from the surface at
greater input powers. However, with OSSAW, a speed of 4670 rpm may be achieved, at which
point atomization begins to appear. The error bars represent the standard deviation (n = 5 for
each data point).
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It is important to examine how the acoustic streaming-driven flow evolves when using the

OSSAW device, and a useful comparison is the traditional placement of a fluid drop on a standard

SAW IDT aperture’s edge as illustrated in Figure 4.3. Fluorescent polystyrene 1 µm particles

(PolyBead Microspheres, Polysciences, Inc., Warrington, PA USA), a size less than the transition

threshold to be influenced by direct acoustic forces, 5 µm, were mixed into a deionized (DI) water

suspension for tracking acoustic streaming immediately prior to placing a 1.5 µ` fluid drop of the

suspension onto the OSSAW device (Fig. 4.3a). Due to the hydrophilicity in the central region

and the hydrophobicity outside it, the droplet remains in the hydrophilic region, the center of

the OSSAW device. A similar approach was used for the traditional SAW droplet concentrator

configuration with straight IDTs as a benchmark control (Fig. 4.3b). The concentration of the

particles was 4×109 particles/m`, chosen for ease of visualization and particle tracking. The

effect of concentration on the behavior of acoustofluidic concentration and separation is weak

and has been explored in past work65.

Microparticle image velocimetry (µPIV) was performed while viewing the sessile drop

from above, using a high-speed camera (at 500 fps, K2 DistaMax lens, Infinity Optical, Centen-

nial, CO USA and Fastcam Mini UX, Photron, San Diego, CA USA). We used an open-access

PIV analysis tool (PIVlab)394. This tool is able to track visible fluorescence particles and accom-

modates appearance and disappearance of particles from the view due to the edges, migration

from the focal plane and towards or away from the objective lens (i.e., out of focus), or super-

position from the camera’s perspective. This method of PIV is sometimes called “poor-man’s

PIV” because it does not require special two-shot rapid laser illumination. Instead, the PIV is

computed from individual and equally spaced frames of the video taken at 500 fps.

We set the variable zoom, long working distance microscope lens at 5X magnification

to ensure the depth of field is larger than the depth of the droplet and the field of view is larger

than the drop size. This prevents particle loss or gain in the video. The radial position and

circumferential velocity of all visible particles, well over 1000 per experiment, were determined
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by the software after manually identifying the center of rotation and representing the droplet

as a circulating vortex. In our experiments, this was consistently at the center of the drop. The

radial velocity is computed but not used. Some—fewer than 5% in each run—of the particles

are adherent on the substrate or clearly adjacent the substrate, and these are ignored by retaining

the velocities of only those particles that exhibit a circumferential velocity greater than 10% of

the mean circumferential velocity of all the observed particles. The angular velocity of each

of the remaining particles was determined by its circumferential velocity divided by its radial

distance from the drop center, and the average angular velocity was then calculated. The error

bars represent the standard deviation of all of the points over five distinct runs, each with a fresh

droplet run in the system.

From the µPIV velocity and streamline plots in Fig. 4.3a-c, the OSSAW device clearly

produces a more axisymmetric streaming pattern in the sessile drop than the traditional offset

design. To quantify this for the reader, consider the eccentricity of the streamlines traced out

by the particles as the flow rotates in the drop (see Fig. 4.3(a3, b3)); an eccentricity of zero

is ideal, representing a circular path, while an eccentricity of one is a line. With OSSAW, the

average eccentricity of the streamlines is 0.28, substantially more “circular” than an eccentricity

of 0.81 from a traditional straight IDT-based design. The distortion in the traditional approach has

long been known to lead to instability that limits its maximum rotation speed354. The OSSAW

provides uniform energy input, reducing interfacial deformation due to asymmetry in the acoustic

streaming that can grow to eject the droplet. While other methods have been proposed to spin

droplets using straight and curved IDT structures354, fundamentally those approaches do not offer

the symmetry of incident SAW provided by OSSAW.

Further, the OSSAW produces greater rotation speed at the same applied power, and can

perform fluid spinning up to about 4600 rpm, representing about∼10 g (98.7 m/s2) of acceleration

(Fig. 4.3(c)). This limit is defined by the appearance of atomization from the drop surface. Nearly

uniform throughout, the drop rotation speed is 59% faster on average per unit power for the
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OSSAW device versus the traditional approach. It is important to note the presence of an Ekman

layer adjacent the substrate of about 50 µm in depth,192 and in this region the flow is slower, as it

is with all acoustofluidic devices.

4.5 Size-based Particle Separation via OSSAW

4.5.1 Separation Mechanism

OSSAW appears to concentrate larger objects at the center of the droplet and smaller

objects at the periphery, consistent with other sessile drop rotation devices from the past83,192,207.

As the dominant force at the length scale of objects greater than a threshold particle size, Rth, the

acoustic radiation force overwhelms the radial inertia due to centripetal acceleration, often and

erroneously referred to as centrifugal forces. Taking a balance between the acoustic radiation

force and the centripetal acceleration-induced radial force, it becomes possible to determine this

threshold particle size. Based on analysis from King186 and later Doinikov90 concerning the

acoustic radiation pressure on a sphere in a plane progressive wave,

FAR = 2πρ f
(2π f )4

c6
f

R6
ξ̇

2
1+ 2

9(1−
ρ f
ρp
)2

(2+ ρ f
ρp
)2

∝ R6 (4.4)

for f R/cSAW � 1, where ρp is the particle density, f is the frequency of the acoustic wave, c f is

the sound velocity in fluid medium, R is the particle radius, and |ξ̇| is the fluid particle velocity.

The radial force produced by their inertia in countering the centripetal acceleration that would be

required for them to follow the circular path as the drop spins may be depicted as

Fc = ω
2r(ρp−ρ f )

4
3

πR3
∝ R3, (4.5)
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where ω is the instantaneous angular velocity of the particle and r is the instantaneous radius of

the particle trajectory. When the particle’s radius R is large relative to the threshold Rth defined

by the equality of FAR = Fc,

R3
th =

(
rω2c6

f

24π4 f 4ξ̇2

) (
ρ f −ρp

)(
2+ ρ f

ρp

)2

ρ f

(
1− ρ f

ρp

)2 , (4.6)

the acoustic radiation force overwhelms the inertial motion of the particles. Because of the

strongly nonlinear sixth-order dependence of FAR upon R in eqn. (4.4), the transition from

acoustic radiation force-dominated particle motion to motion governed by the hydrodynamics

as the particle size increases is very rapid. Particles smaller than the threshold Rth will radially

cross streamlines to the periphery of the drop due to their inertia—if the OSSAW is sufficiently

powerful to cause the particles’ inertia to be significant in comparison to other local effects such

as shear migration.

It is perhaps best noted here that the direction of the acoustic force is not oriented radially

to exactly oppose centripetal acceleration-induced particle motion. In our configuration, it is

oriented α = 22.5◦ from the radial direction, implying the equality between the radial force

due to the acoustic wave and the centripetal acceleration is instead FAR cosα = Fc, and so the

particle size threshold would become R′th =
3
√

1/cosαRth. But notice that 3
√

1/cosα≈ 1.027,

very nearly one, and so the effect is negligible. If the reader chooses, however, to orient the

acoustic wave from the IDT such that α is much larger, this effect may be important to consider.

In principle, it is straightforward to identify the appropriate frequency to set the threshold

particle radius Rth to produce significant acoustic forces on particles larger than the threshold

that are nearly absent on particles smaller than this threshold. But this is true only if the sessile

drop rotation velocity, ω is always the same. When switching from water to blood, for example,

the viscosity changes as well, and this affects the drop’s rotation velocity. One could try to

compensate by changing the input power, which changes the droplet rotation speed, ω. However,
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this will also change the particle velocity in the fluid |ξ̇|. Careful study of eqn. (4.6) shows that

R3
th ∼ ω2/ξ̇2 ∼ Pin/Pin ∼ 1, where Pin is the input power, implying that the threshold particle size

is not dependent upon the power input. This arises because ω2 ∼ Pin from Fig. 4.3 (to a coefficient

of determination R2 ≈ 0.9)—as expected because the square of the streaming velocity scales with

the input power—and ξ̇2 ∼ Pin from numerous places in the literature109.

Consider two cases, the first polystyrene particles in water, and the second murine blood

cells in plasma, diluted to 6% hematocrit. These two cases are tested later, but let us consider what

would be appropriate here in the context of frequency selection. Suppose we wish to separate

1 µm PS particles in water from larger PS particles. It is possible to spin a 1.5 µ` droplet of

water at ω = 4000 rpm using 1 W into the OSSAW device, nearly independent of the frequency

choice. At f = 100 MHz this would set the threshold particle size at Rth = 1.23 µm. Choosing

f = 40 MHz gives Rth = 4.17 µm. Either choice works, but the former likely would produce

more selective results.

More importantly, notice the effect of now switching to blood. Even diluted, the viscosity

is significantly increased and the rotation velocity of a 1.5 µ` droplet of this fluid is much lower

at ω = 1800 rpm with the same input power, Pin = 1 W. This causes the threshold particle size to

be only Rth = 0.72 µm at f = 100 MHz, and Rth = 2.45 µm at f = 40 MHz.

In reality, the desire to perform the separation as quickly as possible, paired with the need

to avoid local interparticle effects that manifest over longer periods of time, encourages one to

seek the fastest drop rotation speed possible for the fluid under study. While a detailed analysis is

possibly instructive, it is easier to simply fabricate and test a number of devices to search for the

one arrangement that produces the quickest separation results.

4.5.2 Multi-size Particle Separation

Polystyrene (PS) particles (Polysciences, Inc., Warrington, PA, USA) with diameters of 1,

5, and 43 µm were selected to demonstrate size-selective microscale separation via the OSSAW
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device. These particles were mixed into DI water with concentrations, respectively, of 4×109,

6.3×107, and 1×105 particles/m` as representative concentrations. As noted earlier, the effect

of concentration on the behavior of acoustofluidic concentration and separation is weak and has

been explored in past work65. A 1.5 µ` droplet of this suspension was immediately transferred by

pipette onto the hydrophilic circular region at the center of the OSSAW device (Fig. 4.4a). An

operating frequency of 40 MHz was chosen to produce a threshold separation particle size of

Rth = 4.17 µm for ω = 4000 rpm using 1 W, just slightly smaller than the intermediate PS 5 µm

particle size.

After applying ∼1 W input power to the OSSAW device, the particles separated and

concentrated at different locations in the droplet in ∼1 s (Fig. 4.4(b)). The smallest particles

(1 µm), relatively unaffected by the ARF, collected at the periphery of the droplet; the intermediate

particles (5 µm) collected as an annular ring in the droplet; and the largest particles (43 µm)

collected at the center of the droplet. This marks the first time rings of particles have been consis-

tently seen, and may indicate the benefit of using axisymmetric acoustic waves in manipulating

the droplet and particles within. It also indicates that there is a possibility of obtaining, reliably,

an intermediate result between concentration at the drop’s center or edge when the particle size is

approximately the same as Rth.

4.5.3 Blood Cell Separation

The utility of OSSAW is best examined through a potential application, and blood cell

separation was considered a potential clinical use of the technology. Fresh whole blood was

extracted from live mice (strain C57BL/6J, Jackson Laboratories, ME USA) and kept in an

ethylenediaminetetraacetic acid-coated microtube (EDTA–K3, Becton Dickinson, Franklin Lakes,

NJ USA) to prevent clotting prior to use. The blood was diluted with phosphate buffered saline

(PBS) to a ratio of 1:5, representing a hematocrit of 6%, with bovine serum albumin (BSA) added

(1.6% by weight). Murine red blood cells are biconcave, spherical, and about 4–7 µm in diameter,
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 (a) (b)

 (c) (d)

Figure 4.4: A (a) 1.5 µ` drop with 1 µm (red), 5 µm (green), 43 µm (green) polystyrene (PS)
particles randomly distributed within. (b) After OSSAW separation, showing 1 µm, 5 µm, 43 µm
PS particles separated from periphery to center of the droplet. (c) 1.5 µ` diluted mouse blood
before separation. (d) After OSSAW separation, red blood cells and the occasional white blood
cell appear at the drop’s center, while platelets and smaller components of blood appear at the
drop’s periphery The bright dots on the droplets are specular reflections of externally placed
lights from the droplet surface (scale bar: 0.5 mm).

similar to human blood, and number about 7–13 ×106 particles per µ` of whole blood.277 Murine

platelets, however, are smaller at 0.5 µm in diameter and are more numerous (730,000/µ`)420 and

heterogeneous than their human counterpart (1-2 µm in diameter)336. White blood cells (WBCs)

are rare in small blood samples.

Based on the lower drop rotation speed of ω = 1800 rpm at Pin = 1 W into the OSSAW

device, we selected f = 40 MHz to produce a separation threshold of Rth = 2.45 µm between the

platelet and RBC diameters. After depositing a 1.5 µ`-sized droplet onto the OSSAW device and
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operating it for 5 s, the larger cells (RBCs and WBCs, latter very rare) were found concentrated

in the middle of the drop, while the platelets were found at the periphery (Fig. 4.4(d)).

4.6 Extraction and Isolation Platform

4.6.1 Experimental Setup

An extraction platform was devised to extract separated portions of particles or blood

components from the center of the droplet to perform true size-based separation and isolation for

further analytical and biological analysis. As shown in Fig. 4.1(a,c), a 100 µm hole was drilled at

the center of the OSSAW device from the back side of the LN chip using an excimer (exciplex)

laser at a wavelength of 189 nm, a firing rate of 300 Hz, and an instantaneous power of 100 W for

each “shot”. The hole was drilled using 120 groups of ten repeated shots, refocusing the laser’s

focal plane into the hole between groups as it progressed by 50 µm increments (LaserShot, Optec

Laser Systems, Brussels, Belgium). Glass capillary tubes, 80µm outer diameter (OD) and 50 µm

inner diameter (ID), were introduced into the hole for extraction after separation (see Fig. 4.9(a)).

A 1 m` syringe was attached to the glass capillary tube using hot glue (see Fig. 4.9(b)). The

complete extraction platform is provided in Fig. 4.9(c), showing components necessary for system

alignment, tube insertion, particle extraction, and tube extraction.

4.6.2 Extraction Results and Separation Performance

The as-separated portion of the blood sample at the droplet’s center was extracted from

the hole using the glass capillary tube placed into the underside of the OSSAW device (Fig. 4.5).

By contrast, the separated portion at the drop periphery was collected using a fine pipette tip from

the top of the OSSAW device.

It is possible to extract samples using either method, and depending on the reader’s ability
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to introduce holes into LN and the desired extraction workflow, one or the other choice may

prove more suitable. In the latter case, with extraction from above, it is important to note that

leaving the acoustic wave on as supplied from the SAW prevents cell adhesion to the substrate

and consequently improves the extraction results. In extracting particles from below, this is less

of a problem.

For particle separation, we discarded the 43 µm PS particles and selected only the 1 µm

and 5 µm PS particles. The larger 43 µm particles tend to clog the 50 µm extraction capillary tube.

The 5 µm and 1 µm PS particles were mixed in equal numbers in the sample (i.e., the quantity

ratio was 1:1), with a concentration of 4× 105 particles/m`. Due to this smaller particle pair,

we chose the 100 MHz OSSAW to produce Rth = 1.23 µm. This frequency is higher than the

initial 56.5 MHz OSSAW device in Figs. 4.2 and 4.3 and the 40 MHz used for the PS particle and

murine blood separations in Fig. 4.4. Separation was initially performed using the OSSAW at

1 W for 1 s on a 1.5 µ` fluid sample.

As-separated particles were then extracted with fluid from the center and edge, and the

two extracted fluid-particle samples were analyzed using flow cytometry (Attune NxT Flow

Cytometer, ThermoFisher, Waltham, MA, USA), distinguishing the particle size by forward

scatter and side scatter. The numerical purity of 5 µm beads at the drop center was 83%, while the

numerical purity of the 1 µm beads at the drop periphery was 97% (see Fig. 4.6(a,b)). Numerical

purity in this context is defined by the number of target particles divided by the total number of

particles in the extracted sample.

For blood cell separation, the OSSAW was operated at 1 W and a frequency of 40 MHz

in order to place the separation size threshold Rth = 2.45 µm between the platelet and RBC

diameters. Two 0.75 µ` samples were extracted from the periphery and center of a 1.5 µ` diluted

(6% hematocrit) and OSSAW-separated mouse blood droplet were transferred into individual

wells of a 96-well assay plate (Fisher Scientific, Waltham, MA, USA) with staining buffer (PBS +

1.6% BSA) to assess cell viability, perform antibody staining, and minimize non-specific binding.
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Antibodies targeting TER119 (Fluorescein isothiocyanate (FITC)), CD45 (Alexa Fluor 594),

and CD41 (Alexa Fluor 700) (all Biolegend, San Diego, CA, USA) were used to stain RBCs,

WBCs, and platelets, respectively. Incubation was performed for 30 min at 4◦C in the dark

after introducing the antibodies. Flow cytometry (ZE5 Cell Analyzer, Bio-Rad, Hercules, CA,

USA) was then performed to identify the cell separation performance of OSSAW. As shown in

Fig. 4.6(c,d), OSSAW isolates platelets at the drop periphery and RBCs at the drop’s center with

83.8% and 92.7% numerical purity, respectively. The plot omits CD45 used to stain WBC, as

the number of WBCs in 1 µ` samples—a few per sample—is insufficient to produce statistically

valid, quantifiable results via flow cytometry. The few WBCs that do appear in a given sample

are consistently extracted with the RBCs.
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 Before separation After separation After extraction

Figure 4.5: (a–c) Separation and extraction of 5 µm (green) polystyrene particles from 1 µm
(red) polystyrene particles in a 1.5 µ` DI water droplet (a) Before separation: droplet with 1 µm
and 5 µm randomly distributed particles. (b) After separation: 5 µm particles concentrate in the
middle of the drop, while 1 µm particles are at the periphery of the drop. (c) After extraction:
5 µm particles are extracted through a glass capillary tube from the middle hole of the device;
the 1 µm particles are extracted from a pipette and glass capillary tube introduced at the drop
periphery from above (not shown). (d–f) Separation and extraction of red blood cells (RBCs)
from mouse blood. (d) Before separation: 1.5 µ` mouse blood on OSSAW device (e) After
separation: RBCs concentrate in the middle of the drop, while platelets appear at the periphery.
(f) RBCs are extracted via a glass capillary tube from a hole through the middle of the OSSAW
device. (Scale bar: 0.5 mm.)
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Figure 4.6: Separation performance via OSSAW after separation and extraction by flow cy-
tometry. By providing 100 MHz OSSAW into a microliter scale fluid drop, (a) 5 µm PS
particles concentrate at the center, while (b) 1 µm PS particles migrate to the periphery. With
diluted murine blood (6% hematocrit), 40 MHz was used instead to separate (c) murine RBCs
concentrated at the drop’s center, while (d) murine platelets migrated to the periphery.

4.7 Conclusions

In this paper, we demonstrated a novel omnidirectional spiral SAW design—OSSAW—

and presented the utility of efficient axisymmetric fluid spinning at up to ∼10g, producing

effective separation of particles and cells in a microliter drop. The maximum rotation speed of

4500 rpm is roughly twice the speed of classic configurations like the common offset straight

IDTs arrangement, and OSSAW offers this advantage at lower input powers. By using OSSAW,

particles of different sizes and mouse blood may each be separated. We also demonstrated the
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unique appearance of rings for particles of size similar to the threshold size Rth, suggesting

a possible means to produce greater discretion in separation of mixed particle samples. The

importance of considering the fluid viscosity was illustrated through a comparison of water and

blood-based samples, through its effects on the drop rotation speed, not, counterintuitively, due to

any changes in the acoustic phenomena.

Table 4.1: A comparison of separation performance using SAW in microfluidics devices from
the literature.

Method Composition Throughput Purity Ref.
SSAW∗ in channel Beads with different densities 8-18 µ`/min 98% [14]
SSAW in channel polystyrene & melamine beads 0.2-2 µ`/min 98.8%-89.4% [15]
SSAW in channel platelets & RBCs 0.25-5 µ`/min 74.1% & 99% [16]
SSAW in channel 0.87 µm & 4.17 µm PS beads NA 80% [17]
TSAW† in channel 3 µm & 10 µm particles 100-300 µ`/h 100% [18]
TSAW in channel 10/15 µm PS & PMMA beads 1-4 µ`/min 95% [19]
TSAW in droplet 1, 3, 6, 20, 45 µm PS particles 5 µ` NA [20]
TSAW in droplet 1 µm & 10 µm PS particles 5 µ` NA [21]
FSAW‡ in droplet 6 µm & 31 µm PS particles 1.5-3 µ` NA [24]
OSSAW in droplet 5 µm & 1 µm PS particles 1.5 µ` drop 83% & 97% —
OSSAW in droplet platelets & RBCs 1.5 µ` drop 83% & 93% —
∗SSAW is a standing SAW, †TSAW is a traveling SAW, and ‡FSAW is a focusing SAW.

Furthermore, we devised an extraction platform to withdraw concentrated particle and

cell samples composed of either specific particle sizes or mouse blood components after using

the OSSAW, for the first time in a sessile-drop based device. The approach provides a separation

purity above 80% according to flow cytometry. While these results are comparable to other

separation techniques, including past SAW-based methods in Table 4.1, the many advantages

of a surface acoustic wave-based approach—biocompatibility, fast fluidic actuation via large

forces despite small scale, contact-free manipulation, on-chip integration, and flexibility in

design—suggest ample opportunity for improving this approach for applications into the future.

With further work, this simple approach provides yet another acoustofluidic tool to deliver

on the promise of true lab-on-a-chip diagnostics.
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4.8 Appendix

4.8.1 Derivation of the Equation to Describe the OSSAW IDT Finger Pat-

tern

The derivation of the equation to describe a spiral pattern for the OSSAW’s interdigital

transducer (IDT) finger electrodes is provided as follows, referring to Fig. 4.1(b). It is important

to note here that, to our knowledge, this spiral structure is not represented by a defined spiral

from the literature. It is neither an Archimedian spiral of r = a+bθ, Fermat spiral r = a
√

θ, nor

a Doyle spiral r = θ+
√

θ.

Using polar coordinates (r,θ) with unit vectors er and eθ in a standard right-handed

coordinate system with ez pointing towards the reader, we seek to generate SAW from every point

on the IDT to propagate into the inner r ≤ R2 region such that the SAW is always tangent to a

circle of radius R0. Due to circular symmetry, we restrict our consideration to one spiral finger,

and enforce the condition r(θ = 0) = R1. The position vector for a point, B, somewhere on a

finger of the spiral IDT as defined from the center, O, is r = r(θ)er, with r(θ) indicating that the

radial position r explicitly depends on the azimuthal angle θ. Note that er serves as the unit vector

along the coordinate direction θ. Taking a time derivative of this vector produces the “velocity”

of the point B,
dr
dt

= ṙ er + rθ̇eθ, (4.7)

where the dots over r and θ are shorthand for a time derivative. Of course the point B is not

moving, but this helpfully indicates the tangent direction to the IDT finger, et = ṙ/ |ṙ|. The

inward-propagating SAW travels, therefore, from B in a direction perpendicular to et , along

eSAW = ez× et . Explicitly writing eSAW in terms of the orthogonal unit vectors er and eθ, we find

eSAW =−cosγer + sinγeθ. (4.8)
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We may also write from eqn. (4.7)

eSAW = ez×
ṙ
|ṙ| = ez×

(
ṙer√

ṙ2 + r2θ̇2
+

rθ̇eθ√
ṙ2 + r2θ̇2

)
, (4.9)

producing

eSAW =
−r dθ

dt er +
dr
dθ

dθ

dt eθ√( dr
dθ

dθ

dt

)2
+ r2

(dθ

dt

)2
=
−rer + r′eθ√
(r′)2 + r2

, (4.10)

by eliminating dθ/dt and defining r′ = dr/dθ.

Note that sinγ = OA/OB = R0/r. Using this and equating like terms from eqns. (4.8)

and (4.10) along the eθ direction by using eθ · eSAW for both expressions, we find

sinγ =
r′√

(r′)2 + r2
=

R0

r
, (4.11)

producing, with a little algebra,

dθ =

√
1

R2
0
− 1

r2 dr. (4.12)

Equation (4.12) is an ordinary differential equation that relates r and θ. We integrate it

from (r,θ) = (R1,0) to (r,θ), producing

θ =
∫ r

R1

√
1

R2
0
−ξ−2 dξ

=

√
r2

R2
0
−1− tan−1

√
r2

R2
0
−1−

√
R2

1

R2
0
−1+ tan−1

√
R2

1

R2
0
−1.

(4.13)

This expression relating the radial coordinate r to the azimuthal coordinate θ may then be used to

produce the spiral IDT of the OSSAW, as explained in the main text.
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Figure 4.7: A 56.5 MHz OSSAW device with a microliter sessile drop on the inner circular
region, showing the fingers and electrode connection to produce a suitable spiral SAW. The
connection to the inner bus bar is via a single finger in this particular design to preserve the IDT
design (at right: for inner bus bar), while the connection to the outer bus bar is at left. This
device lacks the central extraction hole. (Scale bar: 0.5 mm.)

4.8.2 Extraction Platform with OSSAW

Fig. 4.7 is a photograph of a functioning OSSAW device with a deionized water droplet

placed at the center, while Fig. 4.9 illustrates the basic procedure for fabricating and testing the

OSSAW concentration and extraction devices.

4.8.3 Detailed Protocol for Antibody-stained Mouse Blood Cell Flow Cy-

tometry

The separated portions of blood samples were first transferred into a 96-well, V-bottom

plate (Sigma-Aldrich, St. Louis, MO, USA) with 100 µ` phosphate-buffered saline (PBS, 1X,

153



Figure 4.8: (a) An 80 µm outer diameter glass capillary tube is inserted into a 100 µm diameter
hole in LN substrate for the extraction platform. (b) A luer lock connector is attached to the
glass capillary tube using hot-melt adhesive to facilitate syringe attachment. (c) Image of the
extraction platform, including lab-based components for system alignment.

pH 7.4, Thermo Fisher Scientific, Waltham, MA, USA) and 1.6% bovine serum albumin (BSA,

Thermo Fisher Scientific, Waltham, MA, USA). Antibodies conjugated with red blood cells

(RBC, FITC anti-mouse TER-119/Erythroid Cells Antibody, Biolegend, San Diego, CA, USA),

white blood cells (WBC, Alexa Fluor® 594 anti-mouse CD45 Antibody, Biolegend, San Diego,

CA, USA), and platelets (Alexa Fluor® 700 anti-mouse CD41 Antibody, Biolegend, San Diego,

CA, USA) were added into subsequent wells, each with a volume of 0.5 µ`, 0.1 µ`, and 0.2 µ`,

respectively. The samples were then incubated at 4 ◦C for 30 min in the dark. The 96-well plate

was centrifuged at 500g for 5 min. Supernatant was extracted from the centrifuged samples.

Another 100 µ` fresh PBS with 1.6% BSA was added and resuspended in each well. The sample
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was centrifuged and washed for a second time with the same procedure as described above.

Figure 4.9: Flow cytometry on an unseparated (no OSSAW) blood sample that is otherwise
identical to those used for OSSAW separation in Fig. 4.6. The composition of the sample is
72.9% RBC and 26.1% platelets. Though CD45 was used for WBC detection, the number of
WBC in these 1 µ` blood samples was too low to justify their display here or in Fig. 4.6.

The samples were finally analyzed via flow cytometry (ZE5 Cell Analyzer, Bio-Rad,

Hercules, CA, USA and Attune NxT Flow Cytometer, ThermoFisher, Waltham, MA, USA). The

results of processing a blood sample without using the SAW is provided in Fig. ?? to provide a
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basis for comparing the effects of OSSAW-driven cell separation. The plot omits CD45 used to

stain WBC, as the number of WBCs in a 1 µ` sample is insufficient to produce statistically valid,

quantifiable results via flow cytometry. The composition of the sample without OSSAW-driven

separation is 72.9% RBC and 26.1% platelets.
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Chapter 5

MHz-order Surface Acoustic Wave

Thruster for Underwater Silent Propulsion

5.1 Abstract

High frequency (MHz to GHz) surface acoustic waves (SAW) are able to generate intense

fluid flow from the attenuation of acoustic radiation in viscous fluids as acoustic streaming.

Though such flows are known to produce a force upon the fluid and an equivalent and oppos-

ing force upon the object producing the acoustic radiation, there is no convenient method for

measuring this force. We describe a new method to accomplish this aim, noting the potential of

these devices in providing essentially silent underwater propulsion by virtue of their use of the

sound itself to generate fluid momentum flux. Our example employs a 40 MHz SAW device as a

pendulum bob while immersed in a fluid, measuring a 1.5 mN propulsion force from an input

power of 5 W power to the SAW device. Supporting details regarding the acoustic streaming

profile via particle image velocimetry and an associated theoretical model are provided to aid

determination of the propulsion force knowing the applied power and fluid characteristics. Finally,

a simple model is provided to aid selection of the acoustic device size to maximize the propulsion
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force per unit device area, a key figure of merit in underwater propulsion devices. Using this

model, a maximum force of approximately 10 mN/cm2 was obtained from 1 W input power

using 40 MHz SAW in water, and producing a power efficiency of approximately 50%. Given the

advantages of this technology in silent propulsion with such large efficiency and propulsion force

per unit volume, it seems likely this method will be beneficial in propelling small autonomous

submersibles.

5.2 Introduction

Efficient underwater propulsion has long been essential to the operation of autonomous

underwater vehicles (AUV)317. Given the large size of most submersibles—compared to fish,

bacteria, and other underwater entities—propellers are well-suited for this purpose, converting

easily generated rotational motion into rectilinear underwater motion. However, the long wake

propellers generate from cavitation and air entrainment, and the ample acoustic signal they radiate

as a consequence are visually and acoustically detectable from long distances, to the extent that

these signals can be used to identify the particular vehicle that produce them39. Furthermore, the

associated machinery required to drive the propellers, whether from nuclear power, electrical

motors, or more conventional internal combustion engines all generate detectable noise. As

the size of submersibles decrease to the millimeter and smaller scales, electrical motors are all

that remain to drive the propulsion mechanisms in submersibles, even though propellers are

well-known to suffer from poor efficiency at such small scales, and furthermore produce torque

steer that is difficult for a small craft to overcome251. Notwithstanding this issue,208 recently

demonstrated acoustic-induced propulsion by a lead zirconate titanate (PZT) piezoelectric element

used to drive a propeller as an underwater piezoelectric thruster. But this combination combines

the modest efficiency of the PZT element with the inefficient propeller to produce substantial

energy loss and a low efficiency propulsion scheme. Waterjet propulsion was briefly introduced
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in39, although regardless of scale most waterjet devices still employ propellers, enclosing them

within a tube instead of leaving them in the open flow with modest improvement in propulsive

efficiency at small scales.

One of the key benefits of surface acoustic wave (SAW) devices is the ability to efficiently

generate MHz to GHz-order acoustic waves that, because of these high frequencies, offer accel-

erations in excess of 108 m/s2. Such large accelerations are not possible to be generated in any

other known way, and are suitable for directly propelling fluids and particles in numerous micro

to nano-scale fluidics applications65,89,109. The acoustic radiation and fluid streaming from such

devices have been the subject of many publications, from fluid manipulation, particle/cell separa-

tion, colloid and nano-object patterning, to drug delivery and more65.The attenuation of acoustic

energy in viscous fluids along its propagation direction produces a momentum flux responsible

for fluid motion: acoustic streaming. In particular, one-dimensional acoustic streaming has been

investigated since at least 194897, and has come to be known as Eckart streaming from that

early effort. In 1978, Lighthill described acoustic streaming from one-dimensional vibration of a

point source in a viscous fluid209.79 further investigated SAW-induced acoustic streaming and

improved Lighthill’s model by considering a SAW vibration area instead of the point vibration

source assumption to solve the singularity problem of Sir Lighthill’s study, providing a useful

tool in the analysis of microfluidics devices—but not without some work to make sense of the

analysis within.

While acoustic streaming has been developed and utilized for many applications, using it

as a propulsive force has only very rarely been considered in the literature, with qualitative results

as more a curiosity than as a potentially beneficial mechanism. Most notably,26 demonstrated

notional movement of a toy boat on water using a small, immersed SAW device attached to the

boat. But the underlying mechanism of SAW-induced propulsion was not examined in detail, and

methods for measuring the force have not been provided in the literature. It is, however, possible

to generate fluid propulsion directly from the attenuation of the ultrasound itself in beneficial
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ways.141 demonstrated an ultrasonic suction pump capable of delivering a maximum pressure

of 20.6 kPa, remarkable as most acoustic pumping schemes are unable to produce more than a

few tens of pascals of pressure and are therefore characterized as “flow generation devices” in

racetrack flow schemes or the like instead65,198.247,463 performed fluid pumping at the nanometer

scale, to produce 1 MPa pressure-driven flows, indicating a different operating mechanism that is

yet to be fully explained.

Whatever the case, based on Newton’s third law, the acoustic streaming-driven propulsion

of a fluid from an acoustic device likewise produces an equivalent force upon that device in the

opposite direction. The measurement of this force would benefit both potential applications of

such devices in micro to nano-scale underwater propulsion and thruster devices, and also aid

in characterization of the acoustic streaming generated by these devices, a phenomena that is

today still only poorly understood. An aspect remarkably overlooked in the literature is the fact

that because the attenuation of the sound is the mechanism for the generation of force in these

devices, beyond about a meter from such a device there is no sound to be detected. Further,

even if one were very close to such a device, the frequency of the sound would be far beyond

the measurement range of standard underwater probes used today on ships. Finally, there is no

electromagnetic energy radiated from such devices as the acoustic wave speed is far slower than

the electromagnetic field, rendering the latter “quasistatic” and therefore unable to generate strong

magnetic fields. Should such a propulsion method be feasible, it would be electromagnetically

and acoustically silent.

Here we measure and model the propulsion force produced by a SAW device via acoustic

wave attenuation and acoustic streaming in fluids of different viscosity. The SAW device is

mounted as a simple pendulum while submerged in a fluid to quantify the propulsion force

exerted upon it, using a simple force balance model that takes the orientation of the SAW device

and other aspects into account. Next, a theoretical model based on acoustic radiation attenuation

and force generation from the formation of an acoustic streaming jet from a finite acoustic source
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is provided and used to verify the experimental results and connect the measured force to the

observed acoustic streaming flow field. Finally, as an example of how the method may be used,

simple straight interdigital transducer (IDT) SAW devices of different sizes are compared to

determine how to identify what contributes to the important figure of merit in any proposed

submersible thruster: the maximum propulsion force per unit device volume.

5.3 Fabrication Methods and Materials

We fabricated interdigital transducers (IDTs) on 500 µm thick, double-side polished 128◦

Y -rotated cut lithium niobate (LN, Jiaozuo Commercial FineWin Co., Ltd, Jiaozuo, Henan, China)

for surface acoustic wave generation and propagation. A wavelength of λ = 100 µm was selected

for an operating frequency of ∼ 40 MHz (from f = v/λ) to define each IDT, comprised of twenty

simple finger pairs with finger and gap widths of λ/4; frequencies less than 40 MHz for 500 µm

thick LN will not produce Rayleigh SAW65, and this is the reason for our choice of this frequency

in this device. Standard UV photolithography (using AZ 1512 photoresist and AZ 300MIF

developer, MicroChem, Westborough, MA, USA) was used alongside sputter deposition and

lift-off processes to fabricate the 10 nm Cr / 1 µm Au IDT upon the LN substrate65. Dicing saw

(Disco Automatic Dicing Saw 3220, Disco, Tokyo, Japan) was used to cut the entire wafer into

small-size SAW device chips. A sinusoidal electric field was applied to the IDT at resonance using

a signal generator (WF1967 multifunction generator, NF Corporation, Yokohama, Japan) and

amplifier (ZHL–1–2W–S+, Mini-Circuits, Brooklyn, NY, USA) to generate the SAW. The actual

voltage, current, and power across the device were measured using a digital storage oscilloscope

(InfiniiVision 2000 X-Series, Keysight Technologies, Santa Rosa, CA).

To prepare the device for testing as a pendulum, two 50-mm segments of enameled wire

(P155, 0.09-mm diameter enameled wire, Remington Industries, Johnsburg, IL, USA) were used

to both deliver the electric signal and serve as pendulum strings to the device as the pendulum
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bob. Insulation was removed at both ends and one end of each wire was soldered (2.2 % Flux

Core Solder Wire, SMDSW.202, Chipquik, Niagara Falls, NY, USA) using appropriate flux (zinc

chloride flux, Harris, Mason, Ohio, USA) to the IDT bus bar electrodes at 340◦C.

5.4 Experimental Methods and Results

5.4.1 Quantifying the SAW Propulsion Force with a Simple Pendulum

In spite of ample research on SAW-induced acoustic streaming reported in the literature

over the years, the ability of acoustic streaming to produce a reaction force upon the device that

is the source of the acoustic streaming has not been investigated in detail. We present a simple

force balance method by defining the SAW device as the bob in a pendulum while immersed

in a working fluid. The angle of deflection of this pendulum can be used to quantify the force

generated by acoustic streaming from the SAW device.

A SAW device was suspended from the top of a fluid tank and immersed in the fluid

(see Figure 5.1). Acoustic streaming from the SAW produces a force that is difficult to measure.

However, by Newton’s third law, the reaction force upon the SAW device is equivalent to this

force and may be calculated from the equilibrium angle θ of the pendulum,

Fp =
sin(θ)

cos(γ+θ)
× (Fg−Fb), (5.1)

where η = sin−1(c/VR)≈ 23◦ is the Rayleigh angle, c is the sound velocity in the liquid, and VR is

the Rayleigh SAW velocity on the LN substrate. Further, ξ is the angle between the fluid surface

and the substrate, γ = 90◦−η−ξ, Fp is the propulsion force, Fg is the SAW device weight, and

Fb is the buoyancy force, respectively. A detailed derivation can be found in Appendix A.

The setup offers a simple and quick approach to quantify a traditionally difficult quantity

to measure: the force generated by a SAW device via acoustic streaming. Measuring the pendulum
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angle θ and the chip orientation angle ξ from the side, with knowledge of the chip weight Fg and

buoyancy Fb, the propulsion force exerted on the chip can be simply obtained via eqn. (5.1).

5.4.2 Making use of the SAW Propulsion Force Pendulum Method in Mod-

eling and Measuring Acoustic Streaming

The Basic Theory Underpinning SAW-based Acoustic Streaming Propulsion

It is now possible to construct a theoretical model of the acoustic radiation and streaming

from SAW generated upon a LN device, making use of the information provided by the pendulum

force balancing method. Based upon Newton’s third law, the total acoustic radiation force from

the device and imposed upon the fluid is the same as the propulsion force that the fluid exerts on

the device. The latter is measured in our experiments, and the former can be estimated based on

the fluid flow produced in acoustic streaming.

Acoustic waves propagating through a viscous medium causes acoustic streaming within

it as a nonlinear phenomenon dependent upon viscous attenuation. From Lighthill’s analysis of

acoustic streaming in 1978209, the net force per unit volume produced by acoustic streaming

due to attenuation is F = βρ0ū2. This results from the Reynolds stress component ρ0ū2 with

an attenuation length β−1. Another useful way of writing the net force per unit volume F , is

F = βc−1I, where the intensity (energy flux) I is a vector of magnitude cρ0ū2 directed along the

sound propagation direction209, where c is the speed of sound in the fluid. This leaves the force

F as a function of the acoustic intensity.

In a narrow beam, at a distance X from an acoustic source emitting power P, the intensity

integrated across the area of the beam has magnitude

I(X) = Pe−βX , (5.2)

equal to the power remaining in the beam209. The force produced by attenuation of the acoustic
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Figure 5.1: The pendulum force balancing method for measuring SAW propulsion forces via
acoustic streaming, illustrated in (a) overview with a glass tank filled with the immersion fluid.
A SAW device is suspended as the bob of a pendulum from a 3D-printed fixture at the top
using the wires to connect the IDT of the SAW device as the pendulum arm. Taking (b) into
account the tilted configuration of the SAW device, and the Rayleigh angle η of the acoustic
wave propagating from it into the fluid as it swings to an angle θ, an appropriate force balance
may be formed. Images taken from the side of the setup (c) of a SAW device (c1) before and
(c2) after activating the SAW indicates its deflection angle θ as a pendulum. The edge of the LN
chip is marked black for clarity.
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wave per unit length is obtained by integrating the force per unit volume across the area of the

beam,

F(X) = βc−1I(X) = βc−1Pe−βX . (5.3)

The total force is the integration of this value along the entire length of the acoustic wave

propagation into the fluid,

Ftot =
∫

∞

0
F(X)dX =

∫
∞

0
βc−1Pe−βX dX = c−1P, (5.4)

representing a rate of momentum delivery equal to c−1 times the rate of energy delivery. Notice

that changing the rate of attenuation β does not change the total force applied, although it greatly

alters its distribution (5.3) along the beam.

Based on this result, the total acoustic force only depends upon the speed of sound, c,

in the fluid and the input power P. Notably, the force is independent of the value of the fluid

viscosity. Therefore, defining a dimensionless parameter Ftotc/P may serve to indicate how well

the device transforms input power into an output power as a propulsive force times the speed of

sound.

Measurements of the SAW-driven Acoustic Streaming Propulsion Force

Propulsion forces generated by∼ 40 MHz SAW were investigated using a range of applied

power and fluid viscosities. The nondimensional propulsion force Ftotc/P0 is plotted in Fig. 5.2(a)

with respect to the nondimensionalized input power P/P0, where P0 = 1 W is a nominal reference

value. The speed of sound in a water and glycerol mixture may be represented by

c =
√

κ

ρ
, (5.5)
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where κ and ρ are the bulk modulus and density of the water and glycerol mixture, respec-

tively49,105,340,346. As shown in Fig. 5.2(a), the nondimensional propulsion force is linearly

correlated to the nondimensional applied power. It is likewise independent of the fluid viscosity,

as defined using water mixed with glycerol at the volume ratios 1:0, 0.9:0.1, 0.7:0.3, and 0.5:0.5.

The quality of the linear fit shows the utility of the theory in predicting the power transmission.

However, the propulsion forces were smaller than expected in a 50/50 water/glycerol mix when

the input power exceeds∼ 4 W, indicating that changes in the fluid viscosity affects the propulsion

force beyond its effects on the sound velocity.

As shown in eqn. (5.4), the output propulsion power generated by the SAW thruster is

predicted to be P = Fc. The electromechanical efficiency of the SAW propulsion thruster can be

defined as the ratio of output power Fc to the input power, which is plotted in Fig. 5.2(b). The

efficiency ranges from 40% to 60%, independent of input power, and is only weakly dependent

on the fluid viscosity. Overall, SAW thruster propulsion is rather efficient compared to typical

propellors, especially at smaller scales22.

5.4.3 Visualization of Acoustic Streaming Responsible for the SAW Propul-

sion Mechanism

As the force on the SAW thruster device is produced entirely by the surrounding fluid,

the visualization of the SAW-induced fluid motion near the LN chip will help elucidate the SAW

propulsion mechanism. Although the acoustic radiation force that produces the propulsion force

can not be visualized, the acoustic streaming that causes it can be clearly seen via particle image

velocimetry.

To reduce the complexity of visualizing the region of interest where fluid motion occurs,

the SAW thruster device was mounted on a 3D-printed stand at a 23◦ incline as shown in Figure

5.3(a). The inclined plane compensates for the leaky SAW Rayleigh angle so that the acoustic

wave propagating in the fluid does so horizontally. Fluorescent particles (43 µm polyethylene,
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Figure 5.2: (a) Dimensionless propulsion force versus input power in water/glycerol solutions,
at 0%, 10%, 30%, and 50% volume of glycerol with the remainder water volume, indicating
a linear relationship between the dimensionless propulsion force and input power regardless
of the fluid viscosity. (b) The electromechanical efficiency of the SAW thruster for propulsion
is about 40%-60% depending upon the applied input power, with greater efficiency in lower
viscosity media.
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Cospheric, Santa Barbara, CA, USA) were added to the fluid to track the corresponding velocity

field. The particle motion was recorded by high-speed camera (FASTCAM Mini UX100, Photron,

Tokyo, Japan) and microscope (K2/CF–1, Infinity, Boulder, CO, USA) and analyzed to produce

flow speed measurements (PIVlab in MATLAB, Mathworks, Natick, MA USA).]

For 90% deionized water and 10% glycerol, intensity maps of PIV analysis show the

velocity field of acoustic streaming with different applied input power (see Figure 5.3b). Higher

power produces faster acoustic streaming flow, while the width of the acoustic streaming-induced

jet is similar to the IDT aperture. Conserving the fluid momentum, the change of fluid momentum

in forming the acoustic streaming jet comes from the output power such that

Pη∼ ρhav2, (5.6)

where P is the applied input power, η is the electromechanical transmission efficiency, ρ is the

fluid density, a is both the IDT aperture and the effective acoustic streaming width, v is the

streaming velocity, and h is the depth of acoustic streaming. The relationship P ∼ v2 fits well

with the experimental results shown in Fig. 5.3c.

5.4.4 Using the SAW Propulsion Force Measurement Method to Improve

the Propulsion Efficiency of the SAW Device

Another crucial aspect for practical underwater propulsion applications is to maximize

the propulsion force for a given propulsor size. Using our simple pendulum force measurement

method, the propulsion force these devices produce in water is plotted as a function of input

power.
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Figure 5.3: (a) Mounting the SAW device to visualize the acoustic streaming velocity field that
it generates. (b) With the SAW device at left, a top view of the PIV-derived acoustic streaming
flow profile in 90% water / 10% glycerol indicates acoustic streaming increases as the applied
power is increased from (b1) 330 mW, (b2) 710 mW, (b3) 1.22 W, (b4) 1.89 W, (b5) 2.68 W,
(b6) 3.57 W, and (b7) 4.23 W, respectively. Scale bar: 2 mm. This produces a maximum fluid
flow speed in the acoustic streaming jet as (c) plotted with respect to the applied power, with a
fitted line based on the theoretical model of the acoustic streaming phenomena.
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Propulsion Force Measurement using Three Specific SAW Device Designs

To investigate the relationship between the size of the SAW device propulsion force and

the propulsion force, we fabricated three different SAW device designs with sizes from∼ 10 mm2

to ∼ 170 mm2, as depicted in Fig. 5.4(a), tabulating the SAW device width W , IDT aperture a,

IDT length l, and SAW propagation length L in Table 5.1. Using our simple pendulum balancing

method, we perform propulsion force measurements using a range different applied powers with

these devices (see Fig. 5.4).

Table 5.1: Dimensions for three different SAW devices. Unit: mm.

W a l L
1 11.85 4.50 9.00 5.00
2 5.65 4.50 4.55 3.00
3 3.70 0.38 3.00 3.00

From the experimental results shown in Fig. 5.4(b), the propulsion forces are linearly

dependent upon the input power across the different SAW device designs, confirming our theo-

retical result in eqn. (5.4). Comparing the results of designs 1 and 2, the propulsion force is of

the same order of magnitude, despite significant differences in the chip width W , IDT length l,

and SAW propagation length L. The two designs, however, use the same IDT aperture a. With a

greater SAW propagation length L in design 1, SAW tends to transfer more energy to the fluid

in this design and consequently generates a slightly larger propulsion force than design 2. The

propulsion forces from designs 2 and 3 are significantly different, despite the similarity of their

dimensions W , l, and L, because the IDT aperture a is quite different. In particular, design 3, with

its small ∼ 10 mm2 size, suggests it is indeed possible to fabricate a SAW thruster for microscale

object propulsion.
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Figure 5.4: (a) The layout of the basic SAW device design in our trials using the pendulum
force balance method. We denote the chip width, the IDT aperture, the IDT length, and the chip
length for SAW propagation and attenuation in fluid as W , a, l, and L, respectively. We only
consider SAW propagated towards the bottom of the chip, as the SAW propagating upward from
the IDT is absorbed by an absorber mounted at the top edge of the chip. Three versions of this
design produce (b) substantially different propulsion forces for an input power from 0 to 5 W.
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Model to Maximize the Propulsion Force Density: the Propulsion Force per unit Device

Volume

The experimental results from a small selection of different SAW chip sizes and designs

indicate there are significant differences in the propulsion force per unit chip volume at the same

applied power. We discuss and present a calculation method here to improve the SAW device

configuration and maximize the propulsion force density, in other words, the propulsion force per

unit device volume.

We consider a straight IDT device with dimensions as depicted in Fig. 5.4(a). The IDT

aperture a directly affects the propulsion force: increasing it increases the force as shown in

Fig. 5.4(b). Presuming the chip width W is chosen for a given application, the aperture should be

maximized and therefore be as close as W as possible, but due consideration should be also given

to the potentially adverse effects of having high capacitance in wide IDT designs365 where a is

large. Choosing to make the device smaller such that both W and a are small and the capacitance

is not a problem is beneficial to increase the propulsion force per unit device volume. The IDT

length l depends on the frequency and the number of finger pairs that form the IDT. With a

specific SAW resonance frequency in mind, the finger width and the gap between two fingers are

each defined as a quarter of wavelength in this elementary design. More sophisticated designs are

possible, although the basic principle of defining the IDT geometry from the selected wavelength

still applies. As for the number of finger pairs, one typically makes a balanced choice between the

desired quality factor and the coupling performance of the substrate65. Taking the most common

128◦ Y -rotated cut LN as substrate for example, the ideal number of finger pairs is 21 with a

bandwidth of 0.05. Thus, the IDT length l is mainly determined by the device properties and

electromechanical effects. Finally, the length of the device over which the SAW is allowed to

propagate, L, depends on the need to attenuate the SAW without reflection from the edge of

the device. The energy absorbed in attenuation of this SAW generates sound propagating in the

adjacent fluid, and that leads to acoustic streaming. Choosing the length L requires slightly more
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effort than for a, W , or l.

We denote the propulsion force per aperture width as Ftot if the SAW radiation is entirely

transferred to the fluid. Based on eqn. (5.4), the propulsion force depends only on the applied

power if the sound velocity in the fluid is constant. Though we can apply a greater power to

produce a larger propulsion force, we instead investigate the maximum propulsion-to-surface-area

efficiency based on the SAW chip size while using the same input power. We thus assume Ftot to

be constant as we explore the relationship between the propulsion force and the SAW propagation

length L.

Due to the attenuation effect of the SAW propagation across the chip, the actual propulsion

force per aperture width is

Fp = Ftot(1− e−αL), (5.7)

where 1/α = [(ρ f c)/(ρsvsλSAW )]−1 is the attenuation length for SAW on a substrate coupled

with a fluid79. The variables ρ f , c, ρs, vs, λSAW are the fluid density, sound velocity in the

fluid, substrate density, SAW velocity on substrate, and SAW wavelength respectively. Thus, the

propulsion force for a SAW device per device chip area, A, can be written as

Fp

A
=

Ftot(1− e−αL)a
W (l +L)

=
Fa
W

f (L), (5.8)

which is maximized by setting the derivative f ′(L) = 0, producing the following for the appropri-

ate value of l:

eαL−αL = αl +1. (5.9)

The optimal choice for L has been calculated and provided in Table 5.1 for the reader’s conve-

nience. With a better understanding of the SAW-induced propulsion mechanism in hand, we now

discuss the effects of the device size and IDT configuration on the propulsion force, aiming to

provide a method for improving the propulsion force density of the device for acoustic-induced
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thruster designs.

5.5 Discussion

The purpose of this work is to both provide a simple method for measuring the force

generated by acoustic streaming and to present a possible means to silent underwater propulsion

for small to microscale submersible craft. To this end, we considered the effects of viscosity

on the acoustic streaming, and confirmed that indeed the force generated by the SAW device

is independent of the fluid viscosity. We also considered a few simple SAW device designs to

illustrate how the force balance method can help to identify what aspects of the design is most

important in improving its potential use as a small thrust producing device.

The pendulum force balancing method quantifies the propulsion force exerted onto the

SAW device in a simple way.26 tested the SAW propulsion force at a lower frequency by

measuring the drag force of a small toy vessel to which the device was attached. But this

complicates the measurement of the force by also including the effect of hull drag from the vessel.

At a higher frequency of 40 MHz, we also ensured we obtained Rayleigh SAW in a similar

0.5-mm thick LN wafer, which is not possible when using frequencies lower than this. A shorter

acoustic attenuation length is an added benefit in seeking a miniaturized propulsor. Producing

approximately 1.5 mN with 5 W input power in a 25 mm3 device volume, or 60 kN/m3 propulsion

force density, the force on first glance appears small but is significant considering its volume.

The magnitude of the propulsion force may furthermore be easily increased by multiplexing the

devices. Altogether, compared to ultrasonic thrusters using PZT7,382, the use of SAW via LN

devices appears to provide stronger propulsion effects.

Next, a theoretical model of acoustic wave attenuation in the production of acoustic

streaming and consequent fluid flow explains both the propulsion force measurement results

and silent thruster performance. By offering an efficiency of 40% to 60%, the SAW thruster
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device appears to possess a far higher efficiency than ultrasonic thrusters (3.9% ∼ 33.6%)7 and is

comparable with propeller-driven thrusters (∼ 50%)39,96. With a linear relationship between the

propulsion force and input power, and because of the absence of hysteresis in LN, the efficiency

will remain constant rather than decrease as the input power increases, as shown in Fig. 5.2(b)

from 0 to 5 W, attractive especially at higher power levels where other methods tend to have

reduced efficiency.

Finally, a few SAW devices of different designs and configurations were considered as a

cursory application of the pendulum force balance method in discerning what is important to max-

imizing the output force, and the key combination of a large SAW aperture and a sufficiently long

attenuation area beyond the IDT were found to be crucial in maximizing the device performance.

In future research work, different SAW frequencies and IDT designs could be considered

using this approach in order to both seek improved thruster performance and to determine how

these devices generate the acoustic streaming flows that are known to be so useful today.79

discussed, in particular, the effect of frequency on acoustic streaming, showing that the choice

of frequency is crucial in the design of micro/nano-scale devices employing acoustic streaming.

For SAW-induced propulsion, the effects of frequency may also be a major aspect to optimize,

particularly if different fluids and viscosities are anticipated. The broader exploration of viscous

fluids may also provide additional information on the acoustic streaming phenomena. Finally, in

the effort to devise practical and functional SAW-induced silent propulsion devices, integration of

control and driver circuitry will be necessary in the device to facilitate its easy introduction, on

par with the simplicity seen in propeller-based propulsion.
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5.6 Appendix

5.6.1 Derivation of SAW Propulsion Force based on Pendulum Equilib-

rium

According to a force balance, the component of force in the horizontal and vertical

directions are

Tw cos(90◦− γ−θ)+Fb cos(90◦− γ) = Fp +Fg cos(90◦− γ)

Tw sin(90◦− γ−θ)+Fb sin(90◦− γ) = Fg sin(90◦− γ)

(5.10)

where Tw is the tension from the wire, Fb is the buoyancy force on the substrate, γ is the angle

between the propulsive force and the water surface, θ is the angle of the wire relative to the

vertical direction, and Fp is the propulsion force produced by the SAW device. Combining the

two equations (5.10), the propulsion force is found to be

F =
sinθ

cos(γ+θ)
(mg−Fb). (5.11)

The calculated propulsion force is plotted with different input power and fluid media in Fig. 5.5.
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Figure 5.5: SAW propulsion force based on input power within different fluid media, indicating
different propulsion force under various input power and fluid viscocity.
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Chapter 6

Fabrication of Nanoheight Channels

Incorporating Surface Acoustic Wave

Actuation via Lithium Niobate for Acoustic

Nanofluidics

6.1 Abstract

Controlled nanoscale manipulation of fluids is known to be exceptionally difficult due

to the dominance of surface and viscous forces. Megahertz-order surface acoustic wave (SAW)

devices generate tremendous acceleration on their surface, up to 108 m/s2, in turn responsible for

many of the observed effects that have come to define acoustofluidics: acoustic streaming and

acoustic radiation forces. These effects have been used for particle, cell, and fluid manipulation at

the microscale, although more recently SAW has been used to produce similar phenomena at the

nanoscale through an entirely different set of mechanisms. Controllable nanoscale fluid manip-

ulation offers a broad range of opportunities in ultrafast fluid pumping and biomacromolecule
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dynamics useful for physical and biological applications. Here, we demonstrate nanoscale-height

channel fabrication via room-temperature lithium niobate (LN) bonding integrated with a SAW

device. We describe the entire experimental process including nano-height channel fabrication

via dry etching, plasma-activated bonding on lithium niobate, the appropriate optical setup for

subsequent imaging, and SAW actuation. We show representative results for fluid capillary filling

and fluid draining in a nanoscale channel induced by SAW. This procedure offers a practical

protocol for nanoscale channel fabrication and integration with SAW devices useful to build upon

for future nanofluidics applications.

6.2 Introduction

Controllable nanoscale fluid transport in nanochannels—nanofluidics99—occurs on the

same length scales as most biological macromolecules, and is promising for biological analysis

and sensing, medical diagnosis, and material processing. Various designs and simulations have

been developed in nanofluidics to manipulate fluids and particle suspensions based on temperature

gradients219, Coulomb dragging421, surface waves163, static electric fields123,174,319, and ther-

mophoresis100 over the last fifteen years. Recently, SAW has been shown, both experimentally247

and computationally384, to produce nanoscale fluid pumping and draining with sufficient acoustic

pressure to overcome the dominance of surface and viscous forces that otherwise prevent effective

fluid transport in nanochannels. The key benefit of acoustic streaming is its ability to drive useful

flow in nanostructures without concern over the details of the chemistry of the fluid or particle

suspension, making devices that utilize this technique immediately useful in biological analysis,

sensing, and other physicochemical applications.

Fabrication of SAW-integrated nanofluidic devices requires fabrication of the electrodes,

the interdigital transducer (IDT), on a piezoelectric substrate, lithium niobate252, to facilitate

generating the SAW. Reactive ion etching (RIE) is used to form a nanoscale depression in a
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separate LN piece, and LN-LN bonding of the two pieces produces a useful nanochannel. The

fabrication process for SAW devices has been presented in many publications, whether using

normal or lift-off ultraviolet photolithography alongside metal sputter or evaporation deposition65.

For the LN RIE process to etch a channel in a specific shape, the effects on the etch rate and the

channel’s final surface roughness from choosing different LN orientations, mask materials, gas

flow, and plasma power have been investigated153,166,307,368,439. Plasma surface activation has

been used to significantly increase surface energy and hence improve the strength of bonding

in oxides such as LN45,152,297,400. It is likewise possible to heterogeneously bond LN with

other oxides, such as SiO2 (glass) via a two-step plasma activated bonding method450. Room-

temperature LN-LN bonding, in particular, has been investigated using different cleaning and

surface activation treatments408.

Here, we describe in detail the process to fabricate 40 MHz SAW-integrated 100-nm

height nanochannels, often called nanoslit channels (Figure 1A). Effective fluid capillary filling

and fluid draining by SAW actuation demonstrates the validity of both nanoslit fabrication and

SAW performance in such a nanoscale channel. Our approach offers a nano-acoustofluidic system

enabling investigation of a variety of physical problems and biological applications.

6.3 Protocol

6.3.1 Nano-Height Channel Mask Preparation

1.1. Photolithography: Using a LN wafer and a pattern describing the desired shape of

the nanoscale depressions to be made into channels via normal photolithography and lift-off

procedures. These depressions will become nanoheight channels upon wafer bonding in a later

step.

NOTE: The lateral dimensions of the nanoscale depressions are microscale in this protocol.

Electron beam or He/Ne ion beam lithography can be used to fabricate channels with nanoscale
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lateral dimensions; Ga+-based ion beam lithography causes swelling and uneven substrate profiles.

The orientation of the two LN wafers should match, otherwise, thermal stress may cause the

wafers or the bond between them to fail.

1.2. Sputter deposition to protect regions from dry etching: Place wafer into the sputter

deposition system. Draw down the chamber vacuum to 5 × 10−6 mTorr, allow Ar to flow at

2.5 mTorr, and sputter Cr at 200 W to produce a 400-nm thick sacrificial mask where reactive ion

etching will be prevented when used in part 3 below.

1.3. Lift-off: Transfer the wafer into a beaker with sufficient acetone to completely

immerse the wafer. Sonicate at medium intensity for 10 min. Rinse with DI water and dry the

wafer with dry N2 flow.

1.4. Dicing: Use a dicing saw to dice the entire wafer into individual chips with (typically)

one nanoslit pattern per chip.

NOTE: The protocol can be paused here.

6.3.2 Nano-height Channel Fabrication

2.1. Reactive ion etching (RIE): Use RIE to etch nanoscale depressions into the uncovered

regions of the LN substrate. Regions left covered by sacrificial Cr will be protected from etching.

Set the RIE power to 200 W, heat the chamber to 50 °C, draw down the chamber vacuum to

20 mTorr, set the SF6 flow rate to 10 sccm, and etch for 20 min to produce a 120-nm deep nanoslit

in LN.

2.2. Hole drilling for channel inlets and outlets: Attach an etched LN chip to a small steel

plate with double-sided tape. Use double-sided tape again to attach the plate to the bottom of a

petri dish. The petri dish should be large enough to permit complete immersion of the LN chip

and steel plate. Fill the petri dish with water to fully immerse the chip. Attach a 0.5-mm diameter

diamond drill bit to a drill press, and drill at a high speed of at least 10,000 rpm to machine the

desired inlets and outlets. Drilling through a 0.5 mm thick substrate should take about ten to
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fifteen seconds (Figure 1B).

NOTE: Immersion while drilling prevents excessive local heating and particulate jamming

at the drill site. Other types of drill bits are unlikely to work, and hand drilling is not possible at

any speed to our knowledge. Drill bit rotation speeds of 10,000 rpm or greater are recommended

to avoid shattering the LN.

2.3. Cr wet etching: Use a diamond tip engraving pen to clearly mark the flat, unetched

face of the drilled LN so that you can keep track of which side the nanoheight channel is located

in the remaining steps. Sonicate chips in Cr etchant.

NOTE: The protocol can be paused here. It is exceedingly difficult to determine which

side of the LN chip has the etched nanoscale depression after the Cr is removed. The sonication

time depends upon the etching rate and the Cr mask thickness.

6.3.3 Room-temperature Plasma Activated Bonding

3.1. Solvent cleaning LN chips: Collect chip pairs—one SAW device (fabricated by

normal photolithography, sputter deposition, and lift-off procedures) and one etched nanoscale

depression chip—together to prepare them for bonding. Immerse the chip pairs in a beaker of

acetone placed in a sonication bath and sonicate for 2 min. Transfer the chips to methanol and

sonicate for 1 min. Transfer chips to DI water.

3.2. Piranha cleaning: prepare piranha acid in a glass beaker in a well-ventilated hood,

dedicated to the use of acid, by adding H2O2 (30% in water) to H2SO4 (96%) at a ratio of 1:3.

Place all chips in a Teflon holder. Place the holder in the beaker and immerse all chips into

the piranha solution for 10 min, then rinse the chips and holder sequentially in two separate DI

water baths. Dry the chips with dry N2 and immediately transfer them into oxygen (O2) plasma

activation equipment, keeping them covered during handling to avoid contamination.

CAUTION: Piranha solutions are highly corrosive, are strongly oxidizing, and are danger-

ous. Follow the specific rules handling them at your institution, but at least take extreme care and
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wear the proper safety equipment. Upon completion of the work, the piranha solution must be

cooled for at least one hour before pouring into a dedicated waste container.

NOTE: It is necessary to rinse the LN chips twice in two DI water baths. Rinsing them

once leaves residue behind that will likely ruin the bonding. Gold electrodes are used for IDTs

because of their good resistance to piranha solution.

3.3. Plasma surface activation: Activate the chip surfaces using plasma with 120 W of

power while exposed to O2 flow at 120 sccm for 150 sec. Immediately transfer the samples to a

fresh DI water bath for at least 2 min.

NOTE: Plasma surface treatment quickly followed by DI water immersion will form

hydroxyl groups upon the LN surface, increasing its free surface energy to later promote bonding.

3.4. Room-temperature bonding: Dry samples with dry N2 flow and carefully lay the

nanoslit chip onto the SAW device chip in the desired position. Realign to produce the desired

orientation. Then use tweezers or similar to push down upon the sample from its center to initiate

the bond. Gently push down in areas that failed to bond after the initial push.

NOTE: The bonding may be easily seen through the transparent LN. Bonded regions are

entirely transparent. LN that is not double-side polished will be more difficult to assess.

3.5. Heating after bonding: Place bonded samples in a sprung clamp to safely exert loads

on it despite thermal expansion, and place the clamped samples into an oven at room temperature

(25 °C). Set the oven heating temperature to 300 °C, ramp rate to 2 °C/min maximum, dwell

time to 2 hours, and then to automatically shut off to allow it and the clamped samples within to

naturally cool to room temperature.

NOTE: The protocol can be paused here. The bonding between hydroxyl groups produces

water at the bond, and heating removes the water to drastically increase the bond strength. Modest

clamping forces are sufficient. Attempting to bond two chips of different orientations or materials

may cause cracks due to mismatched thermal expansion and consequent stress.
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6.3.4 Experimental Setup and Testing

4.1. Observation: Observe the nanoslit under an inverted microscope. Include and rotate

a linear polarizing filter in the optical path to suitably block birefringence-based image doubling

in the LN. Use ultrapure DI water via the inlet to observe fluid motion in the completed nanoslit.

NOTE: Ultrapure liquid is strongly recommended to prevent clogging, especially after

evaporation.

4.2. SAW actuation: Attach absorbers at the ends of the SAW device to prevent reflected

acoustic waves. Use a signal generator to apply a sinusoidal electric field to the IDT at its reso-

nance frequency of around 40 MHz. Use an amplifier to amplify the signal. Use an oscilloscope

to measure the actual voltage, current, and power applied to the device. Record the fluid motion

during SAW actuation within the nanoslit using a camera attached to the microscope.

6.4 Representative Results

We perform fluid capillary filing and SAW-induced fluid draining in nano-height LN slits

after successful fabrication and bonding of SAW integrated nanofluidic devices. Surface acoustic

waves are generated by IDTs actuated by an amplified sinusoidal signal at the IDTs’ resonance

frequency of 40 MHz, and the SAW propagates into the nanoslit via a piezoelectric LN substrate.

The behavior of the fluid in the nanoslit interacting with SAW may be observed using an inverted

microscope.

We demonstrate fluid capillary filling in 100-nm tall channels of different widths. Figure

2 shows capillary filling of ultrapure DI water into two 100-nm tall channels, one 400 m wide and

the other 40 m wide. The drop of ultrapure water is delivered into the nanoslit through the inlet.

Capillary forces drive fluid filling of the entire nanoslit, and the filling occurs more quickly with

the narrower channel due to its larger capillary force. Capillary force-driven fluid filling using

other fluids of different viscosities and surface tensions could be used, as could nanoslits of other
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heights to produce different results.

We also demonstrate SAW-induced fluid draining in a nanochannel by overcoming capil-

lary pressure. Water in a 100-nm height slit has been drained to show a water-air interface with

the maximum length at the middle (Figure 3), indicating maximum acoustic energy at middle of

the SAW device. With strong acoustic pressure generated in the nanoslit, it also indicates good

bonding strength using our plasma-surface-activated room-temperature LN bonding method. A

threshold applied power of around 1 W is required to force the acoustic pressure to be larger than

the capillary pressure and drive a visible draining phenomenon (Figure 4). The maximum length

of the air cavity which represents fluid surface energy shows a linear relationship with the applied

acoustic power. It offers an effective tool for fluid actuation and potentially macro-biomolecule

manipulation at the nanoscale. The effect of draining various fluids using SAW with different

channel heights and widths could be further investigated.

6.5 Discussion

Room-temperature bonding is key to fabricating SAW-integrated nanoslit devices. Five

aspects need to be considered to ensure successful bonding and sufficient bonding strength. First:

time and power for plasma surface activation. Increasing the plasma power will help increase the

surface energy and accordingly increase the bonding strength. But the downside of increasing the

power during plasma surface activation is the increase in surface roughness, which may adversely

affect the nanoslit fabrication and fluid transport performance. It has been shown that the plasma

surface activation time will not help increase the surface energy after a certain amount of time297.

Thus, the plasma activation time and power need to be defined to maximize the surface energy

but not at the expense of increased surface roughness. Second: cleaning chips before bonding.

Since there is only a nanoscale height channel after bonding, any micro-size particle will be an

enormous obstacle and cause bonding failure. Piranha cleaning is used to remove all organic
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debris on the chip surfaces. After cleaning, it is strongly recommended to use a clean container to

cover the chips and prevent contamination. Third: the orientation of the LN chip pairs prior to

bonding. Due to the anisotropy of LN, bonding the upper and lower LN chip currently requires

identical material orientation. Failing to do so will cause residual stress and possibly cracking

during fabrication. It will also cause different SAW characteristics between the top and bottom

surfaces of the nanoslit because of anisotropy. Therefore, bonding two LN chips with identical

material orientation is highly recommended. Fourth: alignment of the upper and lower chips. We

visually perform the manual alignment and bonding. Introducing fiduciary markers and proper

microscope-aided aligned bonding would surely improve device quality and yield. Fifth: oven

heating temperature after initiating room-temperature bonding. Heating at higher temperatures

will help strengthen the bond. Heating to 300 °C for our LN bonding process produces at least 1

MPa bonding strength since it remains intact against comparable capillary and acoustic pressures

in the nanoslit with SAW.
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Figure 6.1: Images of fabricated devices. (A) Left: Gold electroded IDTs with a 0.7 mm
aperture on LN substrate for 40 MHz SAW generation and propagation. Middle Right: Bonded
LN nanoslit device integrated with SAW for fluid actuation. A one-penny coin is shown as a
scale reference at bottom. (B) Various reactive-ion-etched nano-height channel LN chips are
shown with chromium sacrificial mask structures and after drilling 500-m diameter holes for
fluid inlets and outlets. Scale bar: 5 mm.
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Figure 6.2: Fluid capillary filling in 100 nm-height channels. (A1-A4) Ultrapure water is drawn
into a 400-m wide nanoslit via capillary force over time, shown at the start (0 sec) and 1, 2, and
4 sec later, respectively. Small water drops can be seen at the top of the superstrate. (B1-B4)
Ultrapure water is drawn into a 40 µm wide nanoslit via capillary force over time, shown at the
start (0 sec) and 0.1, 0.3, and 1 sec later, respectively, indicating more rapid filling due to greater
capillary force on a smaller amount of fluid. The small depressions at the top of the superstrate
are evidence of hitting the surface with tweezers. Scale bar: 400 µm.
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Figure 6.3: SAW-induced fluid draining in 1 mm-width 100 nm-height nanoslit. (A-C) A
water-filled nanoslit is drained by 40 MHz SAW at an applied power of 1.31 W, 2.04 W, and
2.82 W, respectively. The SAW is propagating from top to bottom in the images. The interfacial
line between the bonded and nanoslit regions is visible: note the color change. Scale bar: 200
µm.
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Figure 6.4: SAW-induced air cavity length with respect to SAW applied power. The dewetting
cavity length is approximately linearly dependent upon the applied power. The applied power
should offer an acoustic pressure greater than the capillary pressure in the nanoslit, causing fluid
drainage. The threshold applied power at which drainage appears is around 1 W in this case.

190



Chapter 7

Powerful Acousto-Geometric Streaming

from Dynamic Geometric Nonlinearity

7.1 Abstract

Past forms of acoustic streaming, named after their progenitors Eckart (1948), Schlichting

(1932), and Rayleigh (1884), serve to describe fluid and particle transport phenomena from

macro to micro scales. Governed by the fluid viscosity, traditional acoustic streaming arises

from second-order nonlinear coupling between the fluid’s density and particle velocity, with

the first-order acoustic wave time-averaging to zero. We describe a form of acousto-geometric

streaming that has a non-zero first-order contribution. Experimentally discovered in nanochannels

of a height commensurate with the viscous penetration depth of the fluid in the channel, it arises

from nonlinear interactions between the surrounding channel deformation and the leading order

acoustic pressure field, generating flow pressures three orders of magnitude greater than any

known acoustically-mediated mechanism. It enables the propulsion of fluids against significant

Laplace pressure, sufficient to produce 6 mm/s flow in a 130–150 nm tall nanoslit. We find

quantitative agreement between theory and experiment across a variety of fluids and conditions,
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and identify the maximum flow rate with a channel height 1.59 times the viscous penetration

depth.

7.2 Main Text

The potential of novel biological analysis and sensing, medical diagnosis, and material

processing makes nanofluidics338 an enticing research area, if not for the challenges of fluid

transport at this scale. Because surface-mediated forces are overwhelmingly dominant, wetting

and dewetting and the manipulation of fluid interfaces all play a key role in nanoscale fluid

transport.

Acoustic waves and the acoustic streaming they generate274 have long been proposed

in various forms—including, in particular, surface acoustic waves (SAW)65,89,109—to produce

fluid and particle transport at the milli to micro-scale. Among the many examples, Schneider

et al. reported flow in a microfluidic racetrack structure with low resistance337. Both Cecchini

et al.44 and Girardo et al.121 presented acoustic devices that used atomization to produce fluid

transport in microchannels. Bauerle et al., used SAW as a peristaltic pump to show that cost-

efficiency of mass transport in peristalsis depends upon its phase modulation18. A recent paper75

employed computation and theory to predict the motion of a fluid meniscus in a ∼10 µm

thick channel by using a propagating wave along the channel substrate. But the underpinning

assumptions limit its validity, especially in our case: the particle velocity of the excitation is

assumed to be small compared to the sound’s phase velocity, eliminating compressibility and

acoustic effects that are important in the mechanism we observe here.

Eckart streaming,97 driving bulk flow from viscous attenuation of acoustic waves, is

responsible for many of the results described in the macro-to-micro-scale applications of the

previous paragraph65,89,109,274,337. Other forms of acoustic streaming identified by Rayleigh303

and Schlichting331 prior to Eckart streaming also may be found in some of these results, and
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Figure 7.1: An (a) IDT with a 625 µm wide aperture produces SAW that propagates (b)
underneath an aligned, 1-mm wide, 5-mm long nanoslit etched into the LN substrate with a
room-temperature bonded LN cover. Absorbers eliminate reflected waves. The channel depth is
greatly exaggerated for clarity. (c) A 20-µm wide, 500-µm long side channel, which controls the
filling rate, connects the main channel at 45◦ to the 1-mm diameter inlet well. A 1-mm diameter
(c1) outlet present at the end of the nanoslit distal from the IDT provides a means for (c2) fluid
outflow.

appear, respectively, in the bulk and boundary layer of the fluid, driven by motion of the boundary.

Other forms of acoustic streaming, such as microstreaming91,217 and sharp-edge streaming268,282
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are variations on these forms of acoustic streaming109. All are due to generation and convection

of momentum flux, in turn dependent upon the spatiotemporal inertia from the Navier-Stokes

equation and averaged over one or more time periods of the acoustic vibration209. The momentum

flux is further associated with the spatial derivative of the time-averaged Reynolds stress in

the liquid, 〈ρuu〉, where ρ, u, and 〈·〉 are the density and velocity in the liquid and a time-

averaging operator, respectively52,137. In acoustofluidics, typically ρ ≈ 1000 kg/m3 and |u| ≡

U ∼ 0.01−1 m/s, where U is the amplitude of particle velocity of the acoustic wave.

Consequently, the characteristic magnitude of the Reynolds stress, and therefore the

pressure these three forms of acoustic streaming may bring to bear on a fluid interface, is

ρU2 ≈ 0.1−1000 Pa, sufficient to overcome Laplace pressure of the liquid meniscus and enable

dynamic wetting and de-wetting of micro to macro-scale channels. However, in submicron and

smaller channels, acoustically-driven wetting and dewetting is overwhelmed by the meniscus’

Laplace pressure, ∆P ≈ γcosθ/(H/2), where γ, θ, and H are the fluid-air interfacial surface

tension; the three-phase contact angle between the fluid, air, and the lithium niobate substrate;

and the thickness of the channel; respectively. The Laplace pressure is 0.1 MPa for a 1 µm

thick channel, and grows with a decrease in the channel height. Furthermore, fluid viscosity

and the dynamic resistance it presents to the flow must be overcome371. A Laplace pressure

of ∆P ≈ 14 MPa to 1.4 MPa in a channel of thickness H = 10 nm to 100 nm, respectively, is

far larger than the second-order acoustic streaming-mediated pressure92 of the order ρU2 ∼ 0.1–

1000 Pa, assuming in this example that γ ≈ 70 mN/m for deionized water and θ ≈ 0◦ for the

hydrophilic LN substrate. The acoustic radiation pressure52 is also on the order of ρU2, because

the nanoslit channel’s thickness is small compared to the wavelength of sound in the fluid, and is

also insignificant.

By contrast, for the same 1 m/s particle velocity of the acoustic wave, the corresponding

peak pressure is much larger. It is approximately ρUcl ∼ 1.5 MPa. Here cl is the phase velocity

of sound in the liquid—water in this example. This pressure is equivalent to the Laplace pressure
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Table 7.1: Physical parameters of the fluids and nanoslit channels used in our experiments.

γ µ cl ρ δ ω H H/δ

(mN/m) (cP) (m/s) (kg/m3) (nm) (108 rad/s) (nm) (—)
Water 72 0.89 1482 997 86 2.42 150 1.75

IPA 22 1.96 1170 786 145 2.38 130 0.90
Methanol 22 0.543 1116 792 76 2.37 130 1.71
1-Octanol 27 7.36 1349 830 274 2.37 130 0.48

in a water-air meniscus within a 100-nm high hydrophilic channel, but it is harmonic, with a time

average of zero. It is reasonable to assume that this leading order acoustic pressure is responsible

for the observed transport247 of liquid menisci in the nanochannels. However, for this to be

true, there must be a rectifying mechanism that produces a net transport of the meniscus by the

purely harmonic oscillation of the acoustic pressure. This mechanism was not explained in prior

work247, and is instead the focus of this paper, defined as acousto-geometric streaming from a

dynamic geometric nonlinearity.

Here, rapid SAW-induced fluid interfacial transport in channels of ∼150 nm height (see

Fig. 7.1) are shown to exist. Moreover, the observed flow is conclusively shown to be not due to

known acoustic streaming—collectively Eckart97, Rayleigh303, and Schlichting331 streaming—

nor acoustic radiation pressure52. Another mechanism is at work, one associated with the leading

order periodic acoustic pressure and which overcomes the Laplace pressure in the interfacial

fluid menisci to produce rapid transport. This acoustic streaming mechanism is presented for

the first time as both a new physical phenomena and an effective tool to transport fluids through

nanochannels.

We now define an acoustic streaming mechanism that becomes significant as H ∼ δ,

where δ =
√

2µ/ρω256 is the viscous penetration depth for acoustic energy leakage into the fluid

from SAW propagating along an adjacent boundary. Here µ and ω are the liquid’s viscosity and

the angular frequency of the SAW, respectively. Noting Fig. 7.1, δ is the length scale where

the viscosity may affect the flow at the time scale of the acoustics, 1/ω. In our experiments,

generally δ∼ 100 nm and the ratio of the channel height to the boundary layer thickness is ∼ 1;
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specific values are provided in Table 7.1 for the fluids in this study: water, IPA, methanol, and

1-octanol. Note the nanoslit is closer to the SAW device than the edge of the LN cover layer (see

Fig. 7.1), leaving a gap that prevents SAW coupling into the top LN layer. This, and the fact the

SAW aperture being less than the channel width leaves the SAW to propagate solely along the

bottom boundary. To highlight this, we show a side view of the nanoslit in Fig. 7.1(d). This is a

crucial difference from past work247, where the SAW propagation along both the top and bottom

boundaries was poorly controlled.

Neglecting the attenuation of the SAW due to acoustic energy leakage into the adjacent

fluid, justified by noting the very small volume of fluid present in the nanoslit system, we assume

that the deformation of the bottom channel surface by the SAW is given by

A =−|U/ω|cos(ω [t− x/cs]), (7.1)

with respect to its position at rest. Referring to Fig. 7.1, we also assume the width (along z) and

length of the channel (along x) are large compared to its nominal height H (along y), and that

the deformation is identical across the width of the channel. The deformation A is assumed to be

purely in the y direction, while the wave carrying the deformation propagates along the x axis at

the SAW’s phase velocity cs, where t is the time and |A|=U/ω is the amplitude of the channel

wall’s normal deformation.

The corresponding leading order acoustic pressure in the thin liquid film is

p = ρcl∂A/∂t = ρUcl sin [ω(t− x/cs)]. (7.2)

We presume that x scales like the inverse of the wavelength of the SAW, κ−1 ≡ cs/ω and that y

scales like δ. The scaling for the pressure field p∼ ρUcl is a product of eqn. (7.2). The tangent

(in the x direction) and normal (in the y direction) flow velocities along the channel, u and v,

respectively, satisfy to leading order a solenoidal vector field and are governed by the continuity
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equation ∂u/∂x+∂v/∂y = 0. Hence, the velocity field may be scaled according to u∼ κδU and

v∼U . While in practice the acoustic effect responsible for the pressure undulation in (7.2) is due

to small variations in the density, these variations do not contribute at the order of magnitude of

the flow field in our discussion.

The corresponding leading-order terms in the Navier-Stokes equations, assuming that

κδ� 1, U/cl � 1, and µκ/ρcl � 1 to match our experiments, produce

ρ
∂u
∂t
−µ

∂2u
∂y2 +

∂p
∂x

= 0;
∂p
∂y

= 0, (7.3)

subject to eqn. (7.2) and a vanishing flow velocity at the channel walls. A Galilean transformation,

u = ℜ

{
−ι f (y)eιω(t−x/cs)

}
and p = ℜ

{
−ιρUcleιω(t−x/cs)

}
, simplifies the analysis, where ℜ(·)

is the real part and ι≡
√
−1. This simplifies to the boundary value problem

f ′′(y)− ιρω

µ
f (y)+

ιclρUω

csµ
= 0, (7.4)

subject to f = 0 at y = {0,h}, where h≡ H−A(x, t) is the local spatiotemporal thickness of the

excited channel and A(x, t) is given in eqn. (7.1). With these boundary conditions, eqn. (7.4) is

satisfied by f (y) = C1e[(1+ι) y
δ
] +C2e[−(1+ι) y

δ
]− ιclU/cs, where C1 = ιclcsU

{
1+ e[(1+ι) h

δ
]
}−1

and C2 = C1e[(1+ι) h
δ
].

Substituting h = H−A(x, t) for u in the Galilean transformation above and averaging over

a long time—equivalent here to averaging over one time period of the acoustic wave—produces

the leading order time-averaged volume flux per unit width of the channel, 〈Q〉 = 1
T
∫ T

0 Qdt.

Expanding the solution in the small parameter |A|/δ� 1, integrating over the local channel

spatiotemporal thickness, h, and dividing the result by the channel thickness at rest, H, gives us
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the average flow velocity in the channel,

〈u〉
Ucl/cs

=
〈Q〉

UHcl/cs
=
|A|
H

sin
(H

δ

)
sinh

(H
δ

)
(
cos
(H

δ

)
+ cosh

(H
δ

))2 . (7.5)

Hence, the meniscus velocity 〈u〉 is scaled by the ratio of the deformation amplitude to the

thickness of the channel, |A|/H. The Supplemental Information includes a simplification of this

equation for H/δ� 1 at [publisher URL]. This motion is reminiscent of a peristaltic pump, with

the key difference that the flow is generated here via acoustic pressure and traditional peristaltic

pumps rely on hydrodynamic pressure.

As H/δ→ 0, the volume flux 〈Q〉 → 0 vanishes as expected. However, as H/δ and

the channel height are increased, the volume flux 〈Q〉 increases to a maximum of 〈Q〉 =

0.366clU2/(csω) at H/δ = 1.59 before decreasing to zero at H/δ & 3. There is no first-order

acoustically-induced flow if the channel height is even modestly large compared to the viscous

penetration depth. This does not necessarily imply the absence of acoustically driven flow, how-

ever, as second and higher-order nonlinear effects—traditional forms of acoustic streaming—may

cause relatively weak fluid transport.

We now turn to experimental evidence of the phenomena, employing SAW at 38.5 MHz

along nanoslits fabricated to have heights on the order of the viscous penetration depth, H ≈

δ/2−2δ. The nanoslit fabrication process is detailed in past work247,463, but details specific to

this letter are provided in the Supplemental Information at [publisher URL] as is information

on the SAW generation and measurement methods. Briefly, a laser Doppler vibrometer (LDV,

UHF–120, Polytec, Waldbronn, Germany) was used to measure the y-axis oriented, out-of-plane

particle velocity of the SAW upon the LN substrate surface, making it possible to determine the

acoustic power transmitted by the SAW from the IDT. Notably, the longitudinal component of the

SAW along the x axis is not measured, but is both known to be about 0.8 of the y-axis oriented

motion in LN and weakly coupled to a fluid if present on the surface109.
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Liquid introduced into the fluid reservoir first fills the side channel, from which the

main channel slowly fills, displacing the air present in the system. Once the meniscus reached

equilibrium, we activated the SAW propagating from the IDT and along the nanoslit channel, as

shown in Fig. 7.1. Note that the axial filling asymmetry in these images is due to the application

of SAW.

Figure 7.2: (a,b,c) Fluid transport and meniscus dewetting deionized water from within a
150 nm-thick hydrophilic nanoslit using ∼ 1 W, 38.5 MHz SAW, and applied from 0 ms.
Scale bar: 0.5 mm. With different fluids, the meniscus velocity versus the applied power, (d)
nondimensionalized using eqn. (7.6), where U0 = 1 m/s is the scaled velocity, collapses the
onto a line from the (e) original dimensional results. The theory is effective in representing
the observed phenomena. Drainage of other fluids and videos and a version of (e) dimensional
fluid velocity versus applied power with error bars are all in the Supplemental Information at
[publisher URL]. Error bars indicate the max-min range of the data for each point (N ≥ 10).

Applying SAW causes the trailing edge liquid meniscus—closer to the IDT—to be

propelled away from the IDT and towards the outlet reservoir. The velocity of the meniscus,
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shown in Fig. 7.2, appears proportional to the acoustic power. This was the case with water,

isopropyl alcohol (IPA), methanol, and 1-octanol, fluids of significantly different properties (see

Table 7.1). The meniscus velocities across these fluid choices and for multiple runs collapse onto

a single curve in Fig. 7.2 upon application of the scaling defined in eqn. (7.6). Moreover, the

experiment is in quantitative agreement with theory, notable as the latter is a consequence of the

nonlinear coupling between the first-order acoustic field in the fluid and the harmonic change of

the channel height with the passage of the SAW.

The time-averaged volume flux per channel width 〈Q〉 mainly depends upon the ratio of

slit height to viscous boundary layer thickness H/δ when using a fixed power and frequency, as

represented by (|A|UH)/H ∼U2/ω in eqn. (7.6). This occurs because the sound velocity cl is

the same order of magnitude for most fluids, including those we considered.

Capillary forces are comparatively insignificant. The average capillary filling velocity may

be derived using a straightforward rearrangement of the classic Washburn model247,425 as shown

in the Supplemental Information at [publisher URL]. We may then calculate this velocity from

experimental data without SAW to be v̄ = γH cosθ/(3µ) ∼ 0.4 mm/s, a time-averaged volume

flux per unit width for a 150-nm high channel of 60 µm2/s. This is one order of magnitude less

than the new acoustic streaming mechanism.

We now turn to the first known observations of liquid meniscus instabilities in a nanoscale

fluid channel, as illustrated in Fig. 7.3. Since the IDT responsible for generating the SAW

has a finite aperture, near-field and far-field diffraction377 generates an evolving, non-uniform

amplitude distribution across the width of the propagating SAW. This produces corresponding

variations in the speed at which the fluid meniscus advances within the nanochannel. Resembling

viscous and granular fingering instabilities43,50,293 and thin-film instabilities310, the mechanism

and phenomena here are unique, especially the rapid dewetting against MPa-order capillary

pressures in a nanoslit.
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In the near-field of the SAW (Fig. 7.3(a)) emanating from the IDT to the right 1, the water

meniscus initially exhibits fingering corresponding to near-field SAW diffraction as it begins to

de-wet the nanoslit in Fig. 7.3(b). In the far-field of the SAW at 394 mW, the near-Gaussian

amplitude distribution drives a corresponding dewetting profile at equilibrium in Fig. 7.3(c).

Increasing the input power to 830 mW causes the meniscus to be completely dewetted along a

narrow region at the center of the nanoslit in Fig. 7.3(d). Beyond the fact the majority of the SAW

is passing at the center of the nanoslit, as determined from the intensity of the SAW measured

in the far field of the SAW at over 20λ away from the IDT and shown in Fig. 7.3(e), there is

slight lateral infill of the fluid to narrow this dewetting region. The lateral distribution of the SAW

intensity significantly changes from the near field to the far field, but upon reaching the far field

remains relatively constant. The close correspondence between the SAW intensity in Fig. 7.3(e)

at 394 mW and the meniscus displacement in Fig. 7.3(c,d) is interesting. However, the reader

should remember that with greater power the meniscus can have a substantially different shape

than the SAW intensity due to dewetting. The key point is that the meniscus displacement will be

far lower at the edges because the SAW energy is concentrated near the center of the aperture and

channel.

Because the nanoslit also has a finite width, the fluid laterally infills along the z axis to

narrow the meniscus, but is prevented from completely refilling the channel due to the presence

of a strong gradient in the acoustic energy, E, along the z axis from the edge of the nanoslit to

the center as indicated in Fig. 7.3(d). The gradient produces an acoustic force from F = ∂E/∂z

oriented towards the nanoslit sides and in opposition to the inward-facing capillary force. The net

result is a slightly more narrow dewetting region than might be expected based upon the far-field

SAW amplitude distribution alone.

1The leftward-propagating SAW from the IDT is absorbed and suppressed.
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7.3 Appendix

7.3.1 Spatiotemporal Average Fluid Velocity and a Simplified Expression

for it

The spatiotemporally average velocity in the channel,

〈u〉
Ucl/cs

=
〈Q〉

UHcl/cs
=
|A|
H

sin
(H

δ

)
sinh

(H
δ

)
(
cos
(H

δ

)
+ cosh

(H
δ

))2 . (7.6)

may be simplified to
〈u〉

Ucl/cs
=

ρUH
8µ

=
1
4
|A|
H

(
H
δ

)2

(7.7)

as the channel height is decreased to H/δ� 1. Interestingly, this result is close to eqn. (7.6) up

to H ≈ δ, as shown in Fig. 7.4.

7.3.2 Fabrication Details

Referring to Fig. 7.5, reactive ion etching (RIE, Plasmalab 100, Oxford Instruments,

Abingdon, UK) was used to create 1 mm-wide, uniform nanoscale depressions aligned along

the X axis into 128◦ Y -rotated, X-propagating lithium niobate (LN, Precision Micro-Optics

Inc., Burlington, MA, USA). These depressions are illustrated in Fig. 7.6. Chromium was used

as a deposited mask to preserve the flatness of the LN during RIE247,463, later etched away

before fabrication of adjacent interdigital transducers (IDTs) to generate SAW. The IDTs were

designed for 40 MHz and were deposited on the LN with an aperture of 0.625 mm. Laser-written

photolithography (MLA 150, Heidelberg Instruments, Heidelberg, Germany), 5 nm chrome

followed by 250 nm gold sputter deposition (Denton 18, Denton Vacuum, NJ, USA), and the

lift-off technique463 were used to fabricate the IDT. Since the 0.625-mm IDT aperture is narrower

than the 1-mm width of the soon-to-be formed nanoslit, and the reservoir and SAW-nanoslit layers
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do not come into physical contact over the width of the aperture, the SAW is solely confined to

the SAW layer.

Inlet and outlet holes were drilled into a second (reservoir) LN layer (1-mm diameter,

Dremel #4000, Mount Prospect, Illinois, USA) as liquid reservoirs. After piranha cleaning and

oxygen plasma surface activation (PVA TePla PS100, Corona, CA, USA), the nanochannel and

reservoir LN layers were aligned and bonded at room temperature. To improve the bond strength

beyond the acoustic and capillary pressures of the fluid in the nanoslit, ∼1 MPa, the structure was

clamped and heated to 300 ◦C (ramp up and down 1◦C/min, HTCR 6/28, Carbolite, Hope Valley,

UK).

7.3.3 SAW Signal Generation and Measurement Details

The resonance frequency of the actual IDT design was identified at 38.5 MHz. A signal

generator (WF1967 multifunction generator, NF Corporation, Yokohama, Japan) and an amplifier

(5U1000, Amplifier Research Corp., Souderton, PA USA) were used to provide a sinusoidal input

signal at this frequency to the IDT while the instantaneous voltage and current were measured

via oscilloscope (InfiniVision 2000 X-Series, Keysight Technologies, Santa Rosa, CA, USA)

to compute the true input power to the device. Acoustic absorbers (Dragon Skin 10 Medium,

Smooth-On, Inc., Macungie, PA USA) were attached to the periphery of the LN substrate to

prevent wave reflection and interference. Fluid motion within the nanoslit was recorded with

cameras (Nikon D5300, Minato, Tokyo, Japan, and FASTCAM Mini UX100, Photron, Tokyo,

Japan) via inverted microscope (Amscope IN480TC-FL-MF603, Irvine, CA USA). The motion

of the liquid menisci was calculated from the recordings using custom image processing code

(MATLAB, Mathworks, Natick, MA USA).
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7.3.4 Washburn Model for Capillary Filling of Channels

The Washburn model predicts the dynamic wetting and dewetting of a channel over time

without SAW, with the position of the meniscus with respect to time xm(t) given by

xm(t) =

√
γH cosθ

3µ

√
t. (7.8)

The corresponding meniscus velocity is

vm =
dxm

dt
=

(
γH cosθ

6µ

)
1

xm
, (7.9)

and consequently the time taken for the meniscus to travel a distance L in the channel is given by

T =
∫ L

0

dxm

v
=

3µL2

γH cosθ
. (7.10)

Using this result, we may determine the average velocity of the meniscus in wetting a channel as

v̄ = L/T = γH cosθ/(3µ)∼ 0.4 mm/s, a time-averaged volume flux per unit width for a 150-nm

high channel of 60 µm2/s. This is one order of magnitude less than the new acoustic streaming

mechanism, as stated in the main paper.

7.3.5 Dewetting by SAW

In the main paper, the dimensional results of the fluid velocity u versus the SAW-induced

particle velocity, squared, U2, is shown as an inset to the non-dimensional results in Fig. 2. For

clarity, the error bars were omitted there. Here, the dimensional results are provided with error

bars in Fig. 7.8.

The device also is effective with other fluids as noted from these results, though for clarity

we showed imagery solely for water. Figure 7.9 provides images of the dewetting of deionized

204



water, methanol, isopropyl alcohol, and 1-octanol. The dewetting appears to occur over a width

equivalent to one acoustic wavelength in the fluid for each choice.
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Figure 7.3: (a) The H = 150 nm nanoslit and IDT generating 38.5-MHz SAW from left to
right with 1 W input power. An LDV-measured SAW velocity amplitude contour plot is shown
before it propagates underneath the nanoslit. The color bar showing normalized SAW particle
velocity amplitude from 0 to 1 is presented on the right of the image. Due to the scale, image
stitching was necessary with *boundaries indicated. The initial (b) dewetting of the fluid—water
in this case, see Table 7.1 for dimensions and details—from the edge of the nanoslit by SAW
illustrates the effect of near-field Fresnel diffraction. This evolves to a (c) steady-state meniscus
deformation into the nanoslit at 394 mW, the depth of which depends on the SAW amplitude.
Increasing the SAW power, to 830 mW, (d) drains the water along the entire length of the
nanoslit. In (e) the intensity of the SAW (∝ U2) is plotted across the width of the IDT aperture,
indicating why there is a (c,d) narrow channel of flow: the flow is most significant where the
SAW intensity is large. Scale bar: 0.2 mm.
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Figure 7.4: The net time-averaged volume flux per unit channel width is plotted with respect to
the ratio of the channel’s height, H to the viscous penetration depth, δ, using the full expression
in eqn. 7.6 and the simplified expression eqn. 7.7, the latter valid only up to around H/δ≈ 1.
U=1 m/s, ω = 2π×40 MHz, cl = 1500 m/s, and cs=4000 m/s are used for water as the liquid in
this case.
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Figure 7.5: Fabricating a SAW-integrated nanoslit device via room temperature LN-LN bonding.
Note: IDT, channel, and structural dimensions are not to scale and not for comparison to aid
visualization. The IDT aperture (finger overlap width) is always less than the width of the
nano-depth slit. (a) A nano-depth structure is etched into an LN substrate. The 5-mm long main
channel is 1 mm wide, while a 20 µm wide, 500 µm long side channel connects the main channel
at 45◦ to the inlet well, acting to control the capillary filling rate into the main nanoslit. (b1) An
IDT with aperture of 0.625 mm is fabricated as aligned with the main nanoslit. (b2) Through
holes of 1 mm diameter, aligned with the inlet well and the nanoslit end distal from the IDT,
were machined into a second LN chip. After bonding, (c) the nanoslit device is complete, though
to improve the bond the structure is clamped and heated (see text). Absorbers are attached at
both ends of the chip to eliminate reflected waves. Note the presence of the gap between the two
bonded layers that prevent SAW coupling to the (b2) reservoir LN layer over the width of the
SAW generated from the aperture of the IDT. Not to scale.

208



Figure 7.6: Images of an H ∼ 5 nm deep nanoslit, captured by digital holographic microscopy
(DHM, Lyncee Tec, Lausanne, Switzerland), presenting the current limit for fabrication and
bonding of these devices. A (a) 2D phase image and a (b) 3D phase image showing the
phase difference between LN-LN directly bonded area and the 5 nm slit area indicates the
presence of the nanoslit. The DHM-measured (c) phase difference across the channel width
along z (see Fig. 1 in main paper) indicates the presence of a channel where the phase angle
increases; this phase corresponds to an optical phase shift of light propagating through the
channel, corresponding to an approximately 5 nm gap. Scale bar: 333.3 µm.
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Figure 7.7: Experimental results with water not fully filled (red dots) and water fully filled (blue
triangles) in the slit, showing the difference between two situations because of interfacial effect
is negligible compared to the dominant first-order acoustically-driven flow regime.
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Figure 7.8: Fluid transport and meniscus dewetting deionized water from within a 150 nm-thick
hydrophilic nanoslit using ∼ 1 W, 38.5 MHz SAW, and applied from 0 ms (see Fig. 2 in main
paper). Scale bar: 0.5 mm. With different fluids, the meniscus velocity versus the applied power
is shown. The error bars represent the range of results as low-high bars; N ≥ 10 for each data
point.
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Figure 7.9: The SAW dewets the nanoslit along the central portion of the channel for (a)
deionized water, (b) methanol, (c) isopropyl alcohol and (d) 1-octanol. The scale bar at bottom
right for each result is 0.25 mm, and the height of each white box indicates one acoustic
wavelength in the fluid, suggesting the drainage is roughly one acoustic wavelength regardless
of the fluid choice.
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Chapter 8

Manipulation and Mixing of 200 Femtoliter

Droplets in Nanofluidic Channels using

MHz-order Surface Acoustic Waves

8.1 Abstract

Controllable manipulation and effective mixing of fluids and colloids at the nanoscale

is made exceptionally difficult by the dominance of surface and viscous forces. The use of

MHz-order vibration has dramatically expanded in microfluidics, enabling fluid manipulation,

atomization, and microscale particle and cell separation. We find even more powerful results at

the nanoscale, with the key discovery of new regimes of acoustic wave interaction with 200 fL

droplets of deionized water. We show that 40 MHz-order surface acoustic waves can manipulate

such droplets within fully transparent, high-aspect ratio, 100 nm tall, 20–130 micron wide, 5-mm

long nanoslit channels. By forming traps as locally widened regions along such a channel,

individual fluid droplets may be propelled from one trap to the next, split between them, mixed,

and merged. A simple theory is provided to describe the mechanisms of droplet transport and
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splitting.

8.2 Introduction

Nanofluidics99 has been proposed as a useful means to biological analysis and sensing422,

medical diagnosis167, and material processing117. The analytical devices devised to work at

such small scales employ nanoliter to picoliter fluid volumes, surface area-to-volume ratios of

∼ 107/m and more, and the minimum feature sizes that are possible to fabricate using massively

parallelized, top-down fabrication technology244,245,407. A notable example is the scaling of

liquid chromatography down to the nanoscale, where femtoliter (fL) to attoliter samples have

been injected and successfully separated, producing vastly shorter separation times—to a few

seconds, and higher separation resolution—to 7,000,000 plates/m.164

The idea of manipulating droplets in nanofluidics devices is enticing, as the volume of

such droplets—from picoliter to attoliter320—approaches the size of individual large molecules

and nano-objects. Consequently, it may potentially revolutionize medical diagnostics and person-

alized treatment167 by increasing the sensitivity of the analytical tools underpinning these disci-

plines.54,361 Manipulation of these droplets is crucial for these applications and beyond to small-

volume biological integration and analysis for single molecule-in-cell applications245,262,287.

However, manipulation of fluids and colloids at the nanoscale is made exceptionally

difficult by the dominance of surface and viscous forces. Consider a typical water droplet

entrapped in an air-filled, 10×10 µm square cross-section microchannel. the capillary (Laplace)

pressure ∆P = γ(1/R1 + 1/R2) ≈ 14.5 kPa, where γwater = 72.3 mN/m is the surface tension

for water and R1 and R2 are the radii of curvatures. Reducing that channel to a 10× 10 nm

nanochannel increases the capillary pressure to 14.5 MPa, 145 times atmospheric pressure at

sea level, and very difficult to overcome by any means. Achieving this and transporting such a

droplet through a nanochannel is both a significant challenge and crucial to achieving the promise
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of nanofluidics.

For this purpose, a variety of pump designs that curiously employ carbon nanotubes have

been proposed over the past fifteen years, using temperature gradients218,219, Coulomb drag421,

surface waves (in theory)163, or static electric fields123,174,319,470. Passive fL-scale fluid handling

has also been devised using surface modification or geometric channel design245,262. However,

despite all these attempts, due to the overwhelming dominance of surface tension, no effective

active manipulation method has been experimentally demonstrated in a nanoscale enclosed fluidic

channel system to date to our knowledge.

The use of MHz-order vibration has dramatically expanded in microfluidics, introducing

acoustic streaming253 and enabling fluid manipulation107,233,387, atomization112,296, and mi-

croscale to nanoscale particle/cell separation61,129,212,284. A novel surface acoustic wave (SAW)

induced pumping method has been reported to manipulate nanoslit channel-confined fluids and

suspended nanoparticles and molecules247. We find even more powerful results at the nanoscale,

with the key discovery of a new mechanism of acoustic wave-fluid motion interaction464. It arises

from nonlinear interactions between the surrounding channel deformation and the leading order

acoustic pressure field, generating flow pressures three orders of magnitude greater than any

known acoustically-mediated mechanism.

Transmitted along the length of a nanochannel, SAW was shown to be capable of delivering

large pressures and rapid flows sufficient to overcome surface-mediated forces and produce fluid

transport. While the production of continuous flow of fluids and colloids of particles and molecules

in nanoslit channels is interesting, there may be the opportunity to exploit SAW to manipulate

discrete droplets in nanoscale channels—a form of digital nanofluidics. Such confined droplets

would have femtoliter to attoliter volumes, a promising result in seeking to work with extremely

small quantities of analytes.

Here, we present active 200-fL fluid droplet manipulation using MHz-order SAW within

high-aspect ratio, 100-nm tall, 20–130-µm wide, 5-mm long nanoslit channels, fabricated via a
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Figure 8.1: Concept and fabrication of SAW-integrated nanofluidic femtoliter droplet devices.
(a) A nonuniform nanoslit channel produces fluid droplet traps. (b) By etching several of these
channels into a LN layer, cutting a 1 mm hole at the end distant from the SAW interdigital
transducer (IDT), and then flipping the result and bonding it with room-temperature LN-LN
bonding463, machined-side down, onto the LN substrate that has the SAW IDT, it is possible to
form and transport drops in these channels with heights to less than 10 nm (figures not to scale
for clarity). However, ∼ 100 nm height was chosen to obtain the best possible performance of
the acoustic wave propagation in the nanoslit using acoustogeometric streaming464. Absorbers
placed at the SAW LN device’s ends absorbs extraneous SAW and prevents undesirable reflec-
tions. (c) Other configurations make it possible to explore drop splitting, mixing, and transport,
such as this configuration with only one main channel of ten traps, two of which are connected
to inlets at the side, and the x-axis-oriented main channel is open to the outside close to the IDT
while it is connected to an outlet at the distant end. (d) The inlets are connected to individual,
adjacent traps in this configuration by 10 µm wide channels designed to slowly carry fluid to the
main channel.

direct, room-temperature bonding method463 for lithium niobate (LN) as illustrated in Fig. 8.1.

The undulating shape of wide traps connected by narrow necks was intentionally chosen to trap

droplets in discrete locations and facilitate their manipulation among these traps. Contrary to the

results seen in the past247, a droplet will locate at a point where its surface energy is lower, the

wider region of the trap in our system. The dimensions of the traps were chosen to entrap 200-fL

droplets, which are 50 µm in diameter in a 100-nm tall channel. The radius of curvature of each

of the four walls that form the trap was 60 µm, slightly larger than the trapped droplet, to ensure

its central location while maintaining separation between the wall and fluid. The curvature of this

shape was chosen to eliminate corners that could capture and trap droplets. These walls naturally

lead to another trap via extension of one of the vertices of the trap to form a ”neck” between them.
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The width of the neck was chosen to be 20 µm, less than half the diameter of the 200-fL droplets

but large enough to reliably fabricate in our process. Feature sizes of 2 µm may be fabricated, but

the yield is better when choosing feature sizes greater than about 10 µm.

It is possible to induce ∼200-fL droplet splitting and transport, phenomena that are

governed by the time and power of the SAW actuation for a given fluid. We provide a closed-form

analytical model that accurately describes the boundaries between these handling phenomena. We

also report the ability to induce merging and mixing in a ∼200-fL droplet, operations desirable in

fluid handling whatever the scale. As an exploratory work, we set aside the issue of evaporation,

actually exploiting it in forming droplets for this study. Evaporation is nonetheless an important

constraint in droplet nanofluidics, more so than in droplet-based digital microfluidics, and the

methods to overcome it at the microscale46,170 may prove beneficial at the nanoscale. Altogether,

our results indicate MHz-order SAW is a powerful tool for discrete fluid droplet manipulation at

the nanoscale.

8.3 Results and Discussion

We designed an acoustic nanofluidic system in which the enclosed channel height was

chosen to match, approximately, the viscous penetration depth of about ∼ 100 nm. This choice is

based on some details of the acousto-geometric streaming phenomena that is unique to nanochan-

nels when using ∼ 10 MHz acoustic waves. Specifically, we rely upon the physical deformation

of the channel walls in direct, nonlinear coupling with the acoustic field present in the fluid to

produce rapid flow against a very large pressure head464. This is rather different than other,

traditional forms of acoustic streaming which rely on compressibility of the fluid, and which are,

by comparison, exceedingly weak and would never work at the nanoscale. How this new form of

acoustic streaming will act upon droplets in such a device is unclear, a key motivation for this

study.
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We have produced a model of the phenomena based upon an energy balance between

acoustic and capillary phenomena. Details of this model along with the requisite definitions of the

symbols are provided in the Methods. The model has no unknown constants and is completely

independent of the experimental results.

8.3.1 Observations of Femtoliter Droplet Manipulation
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Figure 8.2: (a) The 100 nm height nanochannel matrix, with traps as shown separated by narrow
regions, or necks. The channels are filled with DI water from the reservoir at right. SAW-driven
evaporation slowly eliminates the water from the nanochannels over a period of about one
minute. The experiment begins when the droplet diameter is 50 µm, corresponding to a volume
of 200 fL. For scale, the narrowest width of the neck halfway between the traps is 20 µm and the
trap is 130 µm at its widest in all figures in this study. The dark areas indicate trapped air and
light areas are entrapped water. The direction of the SAW is from left to right. With judicious
filling and evaporation, it is possible to form (b) a single droplet within a trap. After applying
SAW, the (b-d) image sequences indicate three possible outcomes. Application of 270 mW SAW
at 40 MHz for an activation time of 1.03 s (b) fails to propel a 200 fL droplet from one trap to
the next. Capillary force overcomes the propulsive acoustic force. If, however, the SAW power
is greater at 1.3 W for only 0.38 s, the droplet will (c) split. The droplet becomes trapped in the
neck and a portion escapes to the next trap and the remainder returns to the original trap. With
a longer SAW activation time of 0.67 s at the same power of 1.3 W, the SAW (d) completely
moves the droplet to the next trap. Scale bars: 40 µm.

After judiciously filling the nanoslit channel structure with DI water (Fig. 8.2a), SAW-

driven evaporation at an input power of 0.1 W is used to form a droplet in a single trap (e.g., the
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droplet in Fig. 8.2b–d). The evaporation proceeds over ∼1 min to produce a droplet diameter

of 50 µm, representing a 200 fL droplet in this system. Without the application of SAW, the

evaporation is much slower, taking about 20 min to evaporate a 200 fL droplet of water at one of

the traps. Because the manipulation of the droplets we report in this study occurs quickly, much

faster than one minute, and because the anticipated applications of this technology are in devices

that would need to produce results in a few minutes at most, we are able to proceed.

It becomes possible to (Fig. 8.2c–d) transport the droplet to the next trap using SAW,

along the direction of the SAW’s propagation. From trap to trap, the droplet must deform to pass

through the neck between them, increasing its surface area and consequently its surface energy.

The necks between traps, therefore, represent regions of high droplet surface energy between

the lower droplet surface energy required when it is in one of the traps. With deionized (DI)

water, the pressure difference from trap to neck is ∼ 1 kPa. While this capillary pressure is still

greater than what could realistically be generated from traditional acoustic streaming, it is still

three orders of magnitude less than the ∼ 1 MPa capillary pressure of water in filling the nanoslit

channel from the outside. Lithium niobate is hydrophilic with a contact angle151 of about 25◦, so

channels formed of LN tend to easily fill.

Returning now to the behavior of discrete droplets in the nanoslit channel, we find three

distinct behaviors depending on the input power and duration of the activation time for the SAW.

Insufficient input energy causes the failure to transport the droplet from one trap to the next,

illustrated in Fig. 8.2b. A small amount of motion is observed, but the droplet remains in the

same trap. With a greater amount of energy, the droplet will partially enter the neck between the

two traps before splitting (see Fig. 8.2c). With sufficient input energy, however, the droplet may

be completely moved to the next trap as in Fig. 8.2d.

An independent analytical model, detailed in the Methods, suggests (a) three regimes for

droplet transport in the nanoslit device between traps in Fig. 8.3. The results from that model

are plotted here using DI water with a surface tension of γ = 72 mN/m. Region 1 represents a
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Figure 8.3: An analytical model suggests three regimes for droplet transport in the nanoslit
device between traps, with comparison of experimental results using DI water with a surface
tension of 72 mN/m. (a) The analytical and experimental results are log-log plotted as SAW
activation time versus applied power, showing that the independent experimental results (with 43
test samples in total) are correlated with the model. The results are provided (b) again, this time
in terms of the splitting ratio versus applied energy, the product of (a) SAW power and activation
time. The droplet transport behavior is mainly dependent on the applied acoustic energy, with a
narrow region (2) of splitting between (1) failure to transport and (3) complete movement of
the droplet to the next trap. Note that successful splitting occurs in delivering 10%-60% of the
parent droplet’s volume to the new trap. It is generally difficult to split more than 60% of the
parent droplet’s volume and transport it to the new trap, with only three successful (*) examples
out of 35 trials for these specific conditions. The reason this occurs is explained and discussed in
the Analysis subsection of the Methods. Omitting these three points, a linear fit of the remaining
splitting droplet data (with 18 test samples in total) in region 2 (black line) indicates a reasonable
correlation (R2 = 0.779) between the applied input energy and the volume of the split droplet
present in the new trap. A linear plot of the (a) SAW activation time versus power is provided
in Suppl. Fig. S1 to indicate the close correlation of the theory with experiments in DI water
and isopropyl alcohol. Video footage of the droplet behaviors along with details of how the
droplet volume is calculated from observations are described in the Supplementary Information.
Symbol sizes here represent the droplet volume; most are a medium size for ∼ 200 fL, while a
few are large for ∼ 400 fL and small for ∼ 100 fL. The effect of the droplet size is weak. The
data was confirmed to be normally distributed via a Shapiro-Wilk test, and the text describes the
outcomes from a test of monotonicity in region 2 using Spearman’s rank coefficient.

failure to transport any or all of the droplet’s volume from a trap. This occurs when the product of

the applied SAW power and its duration, the input energy, is below a critical value, (C1−C0)hγ,

defined mainly by the nanoslit height, h and the surface tension of the fluid, γ. Taken from the

Methods, this represents a droplet surface energy difference, from the trap to the neck, to be

overcome by the input energy. The constant (C1−C0) represents the change in the circumference
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of the droplet as it moves from the trap to the neck, with the right end of the drop at the midpoint

or narrowest point of the neck. The critical energy demarcating failure (region 1) from other

phenomena (regions 2 & 3) is plotted with a thick blue line in Fig. 8.3.

As the power is increased, the time required to at least obtain splitting is decreased. In

our experiments, we used at least 100 mW of input power, the lower limit in our system while

avoiding undue signal noise; at that power about 2 s or more would be required according to the

theory. In the DI water experiments, using 200–300 mW for 1 s failed to transport the droplet. At

2 W and 0.2 s, the applied SAW split the droplet trapped in the first trap, but only delivered about

20% to the next trap. Increasing the power for this same time of application to 2.5 W delivers 50%

to the next trap, and 3 W moves the entire droplet. In this system, 3 W represented the maximum

power we were able to use, limited by atomization or jetting66 and other curious effects outside

the scope of this work.

There is an intermediate range of SAW energy at which it is possible to partially carry the

droplet through the neck to the next trap in region 2, splitting the droplet within the neck, and

causing some of the volume to return to the original trap and the remainder traveling onward to

the next trap. A second, dashed line is plotted from analysis results in Fig. 8.3 to indicate equal

(50:50) splitting of the droplet between the traps. The necessary deformation from a circular

cylindrical droplet in the trap to a thin elliptical droplet in the neck symmetrically placed between

two traps is conceptualized in Fig. 8.1a.

In the experiments, it was observed that it is possible to split between about 10% to 60% of

the parent droplet’s volume and transport this to the next trap. It was generally difficult to split and

transport more than 60% of the parent droplet’s volume, as discussed in more detail in the analysis

section in the Methods. With very few exceptions (as indicated with asterisks in Fig. 8.3b), in

seeking to move such a large portion of the parent droplet to the new trap, generally the entire

droplet was moved instead. Omitting these three points, a linear fit of the remaining splitting

droplet data in region 2 (black line, Fig. 8.3b) indicates a reasonable correlation (R2 = 0.779)
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between the applied input energy and the volume of the split droplet present in the new trap. This

is expected as the droplet requires progressively larger amounts of energy to deform it into the

neck until it reaches the 50:50 split location. It is also supported via a Spearman’s rank correlation

coefficient computation, producing r = 0.901 with a 95% confidence interval from 0.744 to 0.964,

a nearly perfect increasing monotonicity of splitting ratio as a function of input energy in this

regime.

Likewise, it was difficult to split less than about 10% of the droplet volume off from the

parent droplet to be transported to the new trap. It is suspected that if the SAW was applied with

greater precision in power and time, droplet volumes smaller than 10% could possibly be split

and transported to the new trap. However, the lateral size of a droplet entrapped in the nanoslit

with a volume of 20 fL, 10% of the parent 200 fL droplet, is only 8 µm, less than half of the neck

width: 20 µm. Droplets smaller than 20 fL are suspected to be difficult to produce unless the neck

width is also made smaller to produce greater lateral confinement and deformation of the parent

drop.

If the SAW power and duration, and therefore the input energy, are even greater, the

droplet will be entirely transported to the next trap as defined by region 3. The additional energy

required is the kinetic energy necessary to move the majority—at least 60%—of the droplet

beyond the middle of the neck. The vagueness here is due in part to the difficulty in pinching off

and splitting less than 40% of the trailing portion of the droplet to return to the original trap. It is

also due to the relatively slow capillary time in comparison to the time required for the droplet to

traverse the neck to the next trap, detailed in the Methods.

Nonetheless, this model accurately describes the three observed droplet manipulation

regions in Suppl. Fig. S1 for this and isopropyl alcohol as an example of another fluid. Video

footage of the droplet behaviors is provided in the Supplementary Information for additional

context.

In our device, the acoustic energy imparted into the droplet is Eac =
A

wα−1 ηW (1−1/e)t ∼
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10−11 J79. This is on the same order as the change in capillary energy required to move the droplet

from a circular cylindrical shape (circumference C0) in the trap to the narrow elliptical shape

(circumference C2) in the neck, Ecap = (C2−C0)hγ∼ 10−11 J. The fact the acoustic and surface

energies are on the same order supports the notion of using SAW to transport these droplets from

trap to neck—and onward to the next trap.

8.3.2 Femtoliter Droplet Merging and Mixing

Merging droplets at the nanoscale

Figure 8.4: Image series showing femtoliter droplets merging via SAW actuation in a∼ 100 nm-
height nanochannel. The SAW propagates from left to right. (a) The droplet in the left trap is
completely transported and merged with the droplet in the right trap using a SAW power of
1.78 W and activation time of 0.42 s. (b) The droplet in the left trap is split with the same SAW
power of 1.78 W but a shorter activation time of 0.35 s. The split portion is merged with the
droplet present in the right trap; the remainder returns to the left trap. Adjusting the SAW power
and activation time controls the splitting and merging phenomenon. Scale bar: 40 µm.

After introducing SAW-induced fluid manipulation of a single droplet in a nanoscale
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channel, here we present the merging of two femtoliter droplets in a nanochannel using SAW.

We are able to partially (split) or completely (move) transport one femtoliter droplet to the next

trap, merging it with a droplet already located there. Figure 8.4 provides two examples of the

merging phenomenon while using 1.78 W SAW power. Figure 8.4a demonstrates an entire droplet

transported from one trap to the next to merge it with a second droplet. Figure 8.4b shows the

splitting of the parent droplet in the trap at left, followed by the merging of the portion that travels

through the neck to the droplet already present there. The key difference between the two results

was the use of different SAW activation time, 0.42 s for the (a) entire droplet, and 0.35 s for (b)

splitting and merging, respectively.

The presence of the droplet at left in these examples acts to absorb a significant amount of

SAW propagating from left to right in Fig. 8.4. The remaining SAW energy, if any, that interacts

with the droplet at the right is insufficient to move or split it.

This produces another useful tool in droplet manipulation at these small scales. A careful

look at Fig. 8.4 shows that the starting volume of the droplets is slightly different. This only

weakly affects the splitting and moving behavior in this system.

Using the analysis from the Methods, the starting circumference of a larger droplet is

itself larger. Therefore, the increment in energy required to place it into the neck might at first

seem to be lower, because the starting free surface energy is larger. However, a larger droplet

must also have the same semiminor axis length that matches the neck width while extending

farther along the channel to produce a larger semimajor axis length. The energy required to put

it in the middle of the neck for a 50:50 split, for example, is therefore also greater. These two

effects are approximately the same, producing approximately the same result for different starting

droplet volumes.

Whether for transport, splitting, or merging, the effect of the droplet size appears to be

weak between 100 fL and 400 fL, because the basic shape undertaken by the droplet when in

the trap and in the neck between the traps is similar to a 200 fL droplet. The SAW is pervasive,
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present everywhere, and changing the miniscule size of these droplets has no observable effect on

the SAW nor the interaction between the droplet and SAW. At less than 100 fL, the “pinching”

effect of the neck is eliminated, implying droplets smaller in diameter than about 20 µm in

the system will simply pass through the neck from trap to trap without any change in surface

energy. Beyond 400 fL, the shape of the entrapped droplet is significantly affected by the trap

shape. These effects are only due to the design, and, for example, a narrower neck combined

with larger traps may improve the range of fluid volumes. However, such changes may cause

other difficulties, including less ability to define the droplet size via evaporation and significantly

greater time to transport, split, or merge the droplets.

There is also the matter of the product of input SAW power, W and its active duration, t

producing a given input SAW acoustic energy Eac,in =Wt. In manipulating single droplets, it was

apparent from Fig. 8.3 that the SAW acoustic energy alone was sufficient to describe the droplet

behavior. With a pair of droplets, we have observed that the merging results—whether splitting

and merging or merging alone—are generally improved for a given acoustic energy by increasing

the power and decreasing the activation time.

The difference in SAW power upon the left and right droplets in their respective traps

is greater as the input power increases. There is no effect of changing the time, as it is always

longer than the time it takes for the SAW to propagate throughout the device. Therefore, using a

greater power for a shorter time produces a greater difference in acoustic energy applied to the

two droplets, and this is why the results improve.

There is an opportunity for substantial further work here, by employing different fluids,

different trap-neck-trap geometries, the SAW characteristics including its frequency and modula-

tion, programmable acoustic actuation for two-dimensional droplet manipulation, and certainly

extension to practical experiments in biology and chemistry. Our main purpose was to show the

existence of the basic tools to facilitate these efforts, and we now add another useful tool: mixing.
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Mixing within single femtoliter droplets using SAW

Mixing has long been a desirable outcome in sample processing and chemistry whatever

the scale of the sample, and is a challenge at the micro-scale and beyond to smaller dimensions.

Even though the droplet is small, it is confined, and diffusion is slow. The characteristic time of

diffusion is td ∼ x2/D∼ 102/101s = 10 s for a typical nanoparticle in water257, though at these

scales the surface chemistry of the particle can significantly affect the diffusion rate.

Nonetheless, it would still be beneficial to speed the mixing process if possible in such

a droplet through convection. Here we demonstrate SAW-induced convective mixing within a

single 400 fL droplet while it remains stationary in a trap, using 50 nm nanoparticles. This is

accomplished by exposing it to SAW energy less than the threshold defined in Fig. 8.3 between

regions 1 and 2.

To conduct this experiment, DI water mixed with 50 nm nanoparticles at a concentration

of 3.64 × 1011 particles/µL were delivered into the system shown in Fig. 8.2a, filling the nanoslit

channels via capillary wetting. Evaporation was allowed to proceed for about 30 s to produce the

result in Fig. 8.5(a), a distinctly separated and locally concentrated suspension of nanoparticles

within a fluid droplet of approximately 400 fL filling one of the traps of the device. Over time,

diffusion only weakly affects the distribution of particles (Fig. 8.5a–c) without SAW. However,

introducing 380 mW SAW for 0.5 s, notably in region 1 of Fig. 8.3, vortices generated by apparent

acoustic streaming within the droplet cause the rapid mixing of the suspended nanoparticles to

produce a relatively well-mixed result in 0.5 s (Fig. 8.5d–f).

This result may be quantified142 by calculating the standard deviation of the pixel intensity

of the captured images in Fig. 8.5a–f. If the particles remain unmixed and locally concentrated,

they produce local regions of brighter fluorescence and intensity, surrounded by relatively dark

regions where the particles are few in number. This produces a large range of pixel intensity,

likewise producing a large standard deviation. The result for the diffusion-only nanoparticle

mixing process is compared to the SAW-aided mixing in Fig. 8.5g. Notably, both begin with a
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Figure 8.5: Effective SAW induced fluid mixing of 50 nm green fluorescent polystyrene particles
within a 400 fL droplet in an h = 100 nm nanoslit trap. (a-c) Images of the trapped, nanoparticle-
laden droplet in the trap without SAW at 0, 0.25, and 0.5 s, showing negligible mixing with
nearly identical images. However, when using 380 mW SAW (left to right in images), (d-f)
mixing occurs to produce a comparatively complete mixing result over the same time period.
Scale bars: 20 µm. A plot of the (g) standard deviation (SD) of the normalised pixel intensity
from these and additional images in the sequence (with 31 test samples over 0.5 s from images
captured at 60 fps) with and without SAW serve to quantify the effectiveness of the mixing.
With SAW, the mixing is nearly complete in 0.4 s, with SD→ 0 in that time. By comparison,
without SAW, the SD declines from about one to 0.85 over 0.5 s. The pixel intensity data was
confirmed to be normal via the Shapiro-Wilk test and the monotonic decrease for each data set
was confirmed by computing Spearman’s rank correlation coefficient: r = −0.982 while the
SAW was on and r =−0.814 while the SAW was off.

similar standard deviation at one, reflecting the range of pixel intensities at this time from zero

to one. Diffusion alone gradually reduces the standard deviation to 0.85 after 0.5 s. However,

with SAW, the standard deviation goes to zero, indicating complete mixing, in just over 0.4 s.

Spearman’s rank correlation coefficients (r) were computed for each case to evaluate both the

monotonic decrease in the standard deviation with respect to time and the effect of using SAW.

The coefficient r =−0.982 while SAW was on with a 95% confidence interval from −0.992 to

−0.962, and r =−0.814 while the SAW was off with a 95% confidence interval from −0.909

to −0.640. This indicates a stronger decreasing monotonic trend of the standard deviation with

respect to time with SAW actuation than with thermal diffusion alone.
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While most chemical processes are of course molecules, and therefore far smaller and far

more rapidly diffusing than nanoparticles, the ability to mix is still believed to be beneficial in

significantly speeding up the process. In Fig. 8.5g, the initial reduction in the standard deviation

is very rapid, from 1 to 0.4 in 0.15 s, a consequence of most of the droplet mixing. A small region

at lower left seen in Fig. 8.5d,e takes longer to mix, contributing to the slower result seen from

0.15 to 0.4 s. This is believed to be due to the fact that this portion of the droplet is not located in

the main channel of the nanoslit, and the SAW is at a lower magnitude here. It may be possible to

produce even more rapid mixing results if the trap is redesigned to also accommodate mixing and

prevent these regions.

In this system, generally the viscous penetration depth δ ∼ 100 nm is nearly equal to

the channel height. Thus, the mixing seen here is mixing occurring in the viscous boundary

layer. The flow patterns that appear are defined by the droplet size. In other words, there are no

apparent internal vortices or mixing at shorter length scales. If the droplets were larger, it may be

possible that the mixing occurs on the same scale as the wavelength of the SAW, based on past

observations247,464. However, the wavelength of the 40 MHz SAW used here is 100 µm, while

the (lateral) droplet size is also about 100 µm.

8.4 Conclusions

We developed a simple technique for femtoliter droplet manipulation in a nanofluidic

system using high frequency SAW. Nano-height channels were fabricated using reactive ion

etching and room temperature LN-LN bonding.

We focused on water in our experiments, as most applications would employ water. We

also provide results using isopropyl alcohol in the SI, showing similarly good correlation between

experiment and analysis. Switching fluids at these small scales is more problematic than at the

micro or larger scales. Initially, the femtoliter droplets are located in the wider region of the
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nanochannels—traps—where their surface free energy is minimized. But by applying SAW, it

is possible to introduce sufficient energy to permit them to be deformed and pass through the

narrow necks between traps to facilitate drop splitting and transport.

A model of the phenomena was devised, and since the model has no constants to adjust, it

is reasonable to conclude the simple models adequately represent the observed phenomena, based

on the close correlations between the experimental results and the theoretical model. We also

demonstrated the ability to merge and rapidly mix droplets in the system, additional useful tools

for future digital nanofluidics.

These results suggest ideas for future changes in the channel profile to produce better

droplet handling outcomes as desired when manipulating them via SAW, for example, to make it

possible to manipulate a greater range of droplet sizes, to tailor the design to split extremely small

portions of fluid from a parent drop, and to expand these devices to perform in a parallel fashion

with many droplets at once, both laterally and axially. Furthermore, given the rapid response

of SAW, it may be possible to perform more complex manipulations by modulating the SAW

over time. Finally, by combining the various operations reported in this paper with novel droplet

generation methods under study by other groups144, SAW nanofluidics may become far more

straightforward to use in applications, providing an extraordinary opportunity to achieve the lofty

aims of “lab-on-a-chip” via useful nanofluidics.

8.5 Experimental Section

8.5.1 Device and Nanoslit Channel Fabrication

We designed an acoustic nanofluidic system in which the viscous penetration depth is

approximately identical to the characteristic height of the channel (i.e., ∼ 100 nm). We performed

fabrication of nanoheight channels incorporating surface acoustic wave actuation on 128◦ Y-

rotated X-propagating lithium niobate (LN, Precision Micro-Optics Inc., Burlington, MA, USA)
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substrate247,463. Reactive ion etching (Plasmalab 100, Oxford Instruments, Abingdon, UK) was

first utilized to create a nanoheight depression of the undulating channels (130 µm at its widest

and 20 µm at its most narrow) on an LN substrate with patterned Cr as a sacrificial mask. The Cr

sacrificial mask was later removed by Cr etchant (Fig. 8.1(a1)).

A 1-mm hole was then drilled (Dremel #4000, Mount Prospect, Illinois, USA) through

the chip to form an input liquid reservoir for the nanoslit system (Fig. 8.1(a2)). IDT fingers with

a 25 µm width and spacing, corresponding a resonance frequency of ∼ 40 MHz, were fabricated

on another flat LN substrate via common photolithography (MLA 150, Heidelberg Instruments,

Heidelberg, Germany), 5 nm/450 nm Cr/Au sputtering deposition (Denton 18, Denton Vacuum,

NJ, USA), and the lift-off process (Fig. 8.1(b1)). Room-temperature LN bonding was performed

after piranha cleaning and oxygen plasma surface activation (PVA TePla PS100, Corona, CA,

USA). The bonded chip was clamped and heated up to 300 ◦C in an oven (HTCR 6/28, Carbolite,

Hope Valley, UK) to enhance the bonding strength (Fig. 8.1(c)). The bonding strength is stronger

than the acoustic pressure and the capillary pressure, at least ∼ 1 MPa, preventing debonding

when SAW is actuated into the fluid inside the nanoslit.

8.5.2 Operation of the Device

A radio frequency (∼ 40 MHz) alternating current signal was generated from a signal

generator (WF1967 multifunction generator, NF Corporation, Yokohama, Japan), amplified

via a 5 W amplifier (5U1000, Amplifier Research Corp., Souderton, Pennsylvania, USA), and

transmitted to IDT electrodes via custom connecting pogo pins. Oscilloscope (InfiniiVision 2000

X-Series, Keysight Technologies, Santa Rosa, CA, USA) was used to measure the electrical

properties (e.g., voltage, current, power) applied into the SAW device. Absorbers (Dragon Skin

10 Medium, Smooth-On, Inc., Macungie, PA, USA) were attached at the edges of the LN chip to

prevent reflected waves.

Ultra-pure DI water was used to avoid clogging and introduced into the reservoirs illus-
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trated in Fig. 8.1b,c. Discrete droplets of the DI water appeared at the traps after evaporation;

as the water evaporates, the fluid interface retracts into these trap regions to minimize surface

energy. Typical droplet volumes were 200 fL, based on observations of the droplet diameter of

diameter d ∼ 50 µm and a height h∼ 100 nm.

The computation of the capillary pressures for a droplet from ambient to entrapped within

the device at a trap and at a neck between two traps is provided in the next subsection.

Fluid motion was recorded via inverted microscope (Amscope IN480TC–FL–MF603,

Irvine, CA, USA) combined with cameras (Nikon D5300, Minato, Tokyo, Japan, and FASTCAM

Mini UX100, Photron, Tokyo, Japan). Fluid motion, velocity, and fluorescence intensity were

analyzed via custom image processing (MATLAB, Mathworks, Natick, Massachusetts, USA)

code. For experiments in mixing, fluorescent 50-nm particles (Fluorescein-5-isothiocyanate

(FITC) dyed polystyrene particles, Polysciences, Inc., Warrington, PA, USA) at a rather high

concentration of 3.64×1011 particles/µL were used to visualize the flow and ability to mix.

8.5.3 Statistical Analysis

For the results plotted in Fig. 8.3, observations were made regarding the behavior of

the droplet for a combination of the SAW activation time and input power. Uncertainty in

these parameters was less than one percent. Forty-three results are plotted in Fig. 8.3 without

interpretation, either representing droplet splitting, movement from trap to trap, or a failure to

either split or move. For the fitting of data to the expected linear relationship between the splitting

ratio and applied energy in Fig. 8.3b, based on the physics, the distribution of the splitting ratio

to applied energy was first confirmed to be normal via the Shapiro-Wilk test before using linear

regression for the fitting line. The coefficient of determination R2 = 0.779, indicating a reasonably

good fit. Further, to test for the expected monotonic increase in the splitting ratio versus applied

energy, Spearman’s rank-order correlation coefficient was computed and found to be r = 0.901

with a 95% confidence interval from 0.744 to 0.964, a nearly perfect increasing monotonicity.
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Regarding the droplet mixing results in Fig. 8.5, the pixel intensity data relevant to

the droplet region was extracted from the images in Fig. 8.5(a–f) and an additional 56 similar

images. Data associated with the walls of the trap and outside the droplet were excluded from

consideration. The resulting data were found to be normally distributed over the range 0–1 (black

to 100% green) via Shapiro-Wilk tests of the data per image and of all data across all images. The

standard deviation (SD) of the normalised pixel intensities was then computed142 to quantify the

state of mixing. Notably, both begin with a similar standard deviation at 1, reflecting the broad

range of pixel intensities at this time. Spearman’s rank correlation coefficients were r =−0.982

while SAW was on with a 95% confidence interval from −0.992 to −0.962, and r = −0.814

while the SAW was off with a 95% confidence interval from −0.909 to −0.640. All statistical

analysis was performed using GraphPad Prism v9 (GraphPad Software Inc., San Diego, CA,

USA).

8.5.4 Analysis

The outcome of the acoustic manipulation of a droplet in the nanoslit system depends upon

the acoustic energy transmitted into the droplet. This energy is a product of the input power and

the duration of the SAW as plotted in Fig. 8.3, and the fraction of the actual acoustic energy taken

up by the droplet from the SAW-carrying LN substrate. The behavior of the SAW-manipulated

droplet was divided into three regimes, failure, splitting, and moving to the next trap.

We first calculate the surface energy of the droplet when at rest in a trap, E0. The trapped

droplet is assumed to have a circular cylindrical shape with a known radius, r0, and height, h.

Thus, the surface energy is given as E0 =C0hγ = 2πr0hγ.

We compare this to the surface energy of the droplet when its right end just reaches the

middle and narrowest region of the neck. This is the free surface energy the droplet must possess

to almost—but not quite—pass a portion of it to the next trap, E1, representing the boundary (see

Fig. 8.3) between failure (1) and splitting (2).
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With more input acoustic energy, the droplet should be able to travel further into the

neck, deforming more and passing at least part of it into the neck widening from its midpoint.

We consider the case at which the droplet is squeezed symmetrically (50:50) about the neck’s

midpoint. This is the definition of the boundary between regions 2 and 3, splitting and moving

completely to the next trap. At this point, the droplet should have a surface energy of E2.

Finally, we define the input acoustic energy required to completely move the droplet to

the next trap. This is actually only slightly more than the energy required to place the droplet

at the midpoint of the neck, due to the induction of excess kinetic energy in the droplet that

propels it past the neck. This increment is small, much less than, say, E2−E1, because the

hydrodynamic time is one to two orders of magnitude greater than the time required to pass

additional acoustic energy into the system to push the droplet to entirely move to the next trap

(region 3). Furthermore, once the droplet passes the narrowest point of the neck, the droplet will

begin to return to a circular cylindrical shape. The energy it recovers from the reduction in its

free surface energy produces additional kinetic energy sufficient to carry it on to the next trap.

For this analysis, we assume that the shape of the droplet is a right circular cylinder when

in the trap, a somewhat complex egg cylinder shape—a Hügelschäffer’s ovoid335—when between

the trap and neck, and an elliptical cylinder when trapped symmetrically in the neck. When

symmetrically placed in the neck, one could make an improved assumption that the droplet is a

Cassini (biconcave) oval cylinder, at very substantial increase in analysis complexity115,419 as

one seeks to find the circumference, without much improvement in the results.

We first consider the shape and surface energy of the droplet when it is symmetrically

trapped at the neck between two traps. The surface energy of the drop is always Ei =Cihγ, with

Ci referring to the circumference of the droplet. When symmetrically trapped, this equation

becomes E2 =C2hγ, with C2 as the ellipse’s circumference. Unfortunately, there is no closed-

form solution for the circumference of an ellipse, which is most often represented as an elliptical

integral of the second kind. However, the eminent mathematician Ramanujan devised an accurate
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approximations for it300,

C2 = 4a
∫

π/2

0

√
1− e2 sin2

θdθ≈ π(a+b)
(

1+
3m

10+
√

4−3m

)
, (8.1)

where m = (a−b
a+b)

2 is defined in terms of the semimajor and semiminor axes a and b. Here we

define b = d/2, where d is the minimum width of the neck between the two traps. The semimajor

length, a, may either be measured from the images, or determined from knowledge of the droplet’s

original radius when a circular cylindrical shape in the trap. The droplet volume is V = πabh in

the neck, and is V = πhr2
0 in the trap, producing a =V/πbh = r2

0/b = 2r2
0/d.

We next consider the shape and surface energy of the droplet when its right end is

located at the midpoint in the neck between the two traps. The surface energy is estimated to be

determined by the equation E1 =C1hγ, with C1 the circumference of an asymmetric ellipse that

has the same semimajor and semiminor axis lengths as the droplet, but is “egg” shaped, formally

known as Hügelschäffer’s ovoid. We employ the following equation for this purpose,270,335

(x
a

)2
+
(y

b
ecx
)2

= 1, (8.2)

with c = 0.35 to match the asymmetric shape of the observed droplet in this state. The circumfer-

ence of this shape is given by

C1 = 2
∫ a

−a

√(
1− x2

a2

)−1

b2e−2cx

(
cx2

a2 −
x
a2 − c

)2

+1dx, (8.3)

and there is no known approximate solution to this equation. It may, however, be solved

numerically without much difficulty.

From these results, we may estimate the minimum energy required to transport the droplet

to the neck but failing to transport any of the droplet to the next trap. This is E1−E0; the droplet

will return to the original trap afterwards. Similarly, the energy required to symmetrically place
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the droplet at the center of the neck in order to split it equally among the two traps is then at least

E2−E0. Before considering what is necessary to completely move the droplet to the next trap,

we determine the details of the input into the device required to deliver these required changes in

the surface energy.

We begin by assuming the acoustic energy is uniformly distributed across the width of the

IDT’s aperture, w, and that the aperture is larger than the droplet diameter, w > 2r0. Along the

propagation direction, we assume the SAW is weakly attenuated as defined from an attenuation

length α−1. Within this area, (w)(α−1), the acoustic power may be written79 as η(1− 1
e )W ,

determining the width and profile of the acoustic field, where η∼ 0.15 is the electromechanical

coupling coefficient of 127.86◦ Y-rotated, X-propagating LN465, e is Euler’s number, and W is

the applied electrical power into the SAW device. Because of the assumption of a uniformly

distributed acoustic power across the width of the SAW device’s aperture, we may determine

the acoustic energy transmitted into the droplet, Eac, by considering the droplet’s surface area in

contact with the SAW-driven LN substrate,

Eac =
A

wα−1 η

(
1− 1

e

)
Wt, (8.4)

where t is the activation time of the SAW. By setting Eac = Ei−E0 with i ∈ {1,2} and noting

every term in eqn. (8.4) is known, except for the activation time t and applied SAW power W , we

may solve for the product of these two parameters, Wt, to produce

Wt =
wα−1

Aη
(
1− 1

e

) (Ci−C0)hγ (8.5)

to determine the input power and activation time required to almost transport the droplet out of

the trap (C1−C0) or split it 50:50 between the two traps (C2−C0).

These results are used to produce the solid and dashed lines in Fig. 8.3 and are independent

of the experimental results, with the exception of the droplet diameter at the start of each
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experiment. They appear to be strongly correlated with the experimental observations.

Beyond the 50:50 splitting of the droplet defined by the dashed line in Fig. 8.3, there still

is the possibility of splitting a droplet such that the amount traveling to the next trap is between

50–100%, leaving 0–50% to return to the original trap. We now consider how an excess in

acoustic energy, Eac > E2−E0 could lead to this outcome.

Suppose we have an acoustic energy Wt0 that precisely overcomes the surface energy of

the droplet from its minimum E0 in the trap to its maximum E2 in the neck. In other words, set

Eac = kWt0 = E2−E0, where k = A
wα−1 η(1− 1

e ), and recall the details of the acoustic energy in

eqn. (8.5). The droplet would end up symmetrically trapped in the neck, eventually splitting due

to the favorable decrease in surface energy as the droplet halves draw themselves away from the

center of the neck.

Now we suppose the activation is longer, t1 > t0, maintaining the same applied input

power, W . This increases the acoustic input energy by an amount corresponding to kW (t1− t0).

If we assume this energy passes to the kinetic energy of the droplet, T , then

kW (t1− t0) = T =
1
2

mv2, (8.6)

where m is the droplet mass and v is the droplet velocity when the SAW turns off at t1.

As the acoustic power does not change when the SAW is on, we estimate the droplet

exhibits constant acceleration so that we have

1
2

v(t1− t0) = l/2, (8.7)

where l is the length of the neck from one trap to the next. Combining eqns. (8.5) and (8.7), we

have

kW (t1− t0) =
1
2

m
(

l
t1− t0

)2

(8.8)
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and so

t1− t0 =
(

ml2t0
2(C2−C0)hγ

) 1
3

(8.9)

as our result. While we could seek to determine the energy produced by such an increment in

time, or aim to determine the velocity the droplet would need to have at the neck to ensure its

complete passage to the next trap, it is most helpful to consider the time one must leave the SAW

on beyond the time to trap the droplet 50:50 in the neck, t1− t0. By substituting values from our

experiments, we have (t1− t0)∼ 10−3 s.

The time scale of the acoustic wave, 40 MHz SAW, is far less, on the order of 10−6 s. It is

therefore possible to drive SAW for (t1− t0)∼ 10−3 s to split the droplet and put 50–100% of its

volume in the next trap.

However, the hydrodynamics is much slower. The capillary time74 is on the order of

10−2 ∼ 10−1 s, one to two orders of magnitude larger than t1− t0. So though it is possible to

control the SAW’s timing, the hydrodynamics is too slow to allow controlled splitting of a droplet

such that 50–100% of its volume is in the next trap.

To pinch off a droplet of less than 50%, the speed of the droplet in its initial transport into

the neck is high, with a quick response due to the presence of the SAW that is faster than the

capillary time. However, the SAW stops before the droplet progresses beyond halfway through

the neck, and the slow hydrodynamics associated with the capillary time takes over to define the

droplet’s behavior. A smaller portion of the droplet already past the midpoint of the neck may be

pinched off before the entire droplet returns to the original well.

However, to pinch off a droplet of more than 50%, the SAW must be applied for a longer

period of time. Once the droplet begins to move and advances more than 50% of its volume

through the neck, it is impossible to arrest the hydrodynamics in time to split a small portion,

say, of the droplet from the trailing edge to leave it behind. By the time that trailing edge portion

would be pinched off in capillary time, the entire droplet is already in the new trap.

The implication is that while a 50:50 split is possible with the application of energy
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equivalent to E2−E0, moving the droplet completely to the next trap is simply a matter of

applying slightly more energy. The dynamics takes care of the rest.

8.6 Appendix

8.6.1 Droplet Manipulation Regimes, Linearly Plotted

The behavior of a 200 fL droplet of fluid initially located in a trap in our device and

exposed to SAW is provided in Suppl. Fig. 8.6(a) for DI water as a linear plot of the SAW

applied power versus activation time, indicating the close correspondence of the theory and

experimental results without the vagueness of a log-log plot as provided in the main text—but

with less clarity as the data points are somewhat crowded here. As an example of another fluid,

experimental results using isopropyl alcohol (IPA; CAS 67–63-0, SigmaAldrich, St. Louis, MO

USA) with surface tension γ = 22 mN/m are plotted in Suppl. Fig. 8.6(b) against the analytical

model showing a close correlation.

Figure 8.6: Analytical model and experimental results for droplet transport, plotted linearly as
SAW activation time versus the input power. The results suggest three regimes in the nanoslit
device between traps using (a) DI water and (b) IPA: failure, splitting, and complete moving of
a droplet to the next well.
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8.6.2 Image Processing for Droplet Splitting Ratio

The process to estimate the amount of fluid in droplets trapped in adjacent wells after

splitting is illustrated in Suppl. Fig. 8.7. Thresholding here implies that the average pixel intensity

was extracted from a given image, and those pixels possessing a greater value than the average

were set to a value of one (white), while those less than the average were set to zero (black).

Care was taken to ensure no changes to intensity occurred during the experiments, prevented by

locking the camera exposure and (electronic) shutter speed, and by documenting and maintaining

identical lighting and optical conditions.

Figure 8.7: To determine the droplet splitting results, simple image processing was used.
Brightfield images (left) were taken of the droplet(s) (a) before and (b) after droplet splitting.
These were thresholded to produce black-and-white images (right), and the number of pixels
present in the wells were counted and compared to determine the ratio of the droplet’s volume
in each trap. Scale bar: 40 µm.

8.6.3 Modeling the Surface Energy during Manipulation

An illustrative figure to indicate what the models produce in representing the droplet

shapes is provided in Suppl. Fig. 8.8. This information was used to produce the plots in the main

manuscript that denote the splitting ratio versus input energy.
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Figure 8.8: The droplet shape as it is transported from (a) its original position in the trap at left,
to the (b) position corresponding with E1 and C1, where the droplet is at the boundary between
failure (region 1 in Fig. 3) and splitting (region 2), and beyond to produce a 50:50 split between
the two traps, represented by E2 and C2. The vertical dashed line is the midpoint of the neck
between the two traps. The 50:50 split is also plotted as a dashed line in Fig. 3, main manuscript.
On the left are images of the droplet for each state; on the right are corresponding plots of the
droplet shape used in the analysis. Scale bar: 40 µm.
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Formation and manipulation of two-dimensional arrays of micron-scale particles in mi-
crofluidic systems by surface acoustic waves. Applied Physics Letters, 94(5):054101,
2009.

[445] J. Wu, R. Chantiwas, A. Amirsadeghi, S. A. Soper, and S. Park. Complete plastic nanoflu-
idic devices for dna analysis via direct imprinting with polymer stamps. Lab on a Chip, 11
(17):2984–2989, 2011.

[446] M. Wu, Z. Mao, K. Chen, H. Bachman, Y. Chen, J. Rufo, L. Ren, P. Li, L. Wang, and T. J.
Huang. Acoustic separation of nanoparticles in continuous flow. Advanced Functional
Materials, 27(14), 2017.

[447] M. Wu, Y. Ouyang, Z. Wang, R. Zhang, P.-H. Huang, C. Chen, H. Li, P. Li, D. Quinn,
M. Dao, et al. Isolation of exosomes from whole blood by integrating acoustics and
microfluidics. Proceedings of the National Academy of Sciences, page 201709210, 2017.

[448] T.-T. Wu, H.-T. Tang, and Y.-Y. Chen. Frequency response of a focused SAW device based
on concentric wave surfaces: simulation and experiment. Journal of Physics D: Applied
Physics, 38(16):2986, 2005.

274



[449] T.-T. Wu, H.-T. Tang, Y.-Y. Chen, and P.-L. Liu. Analysis and design of focused interdigital
transducers. IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, 52
(8):1384–1392, 2005.

[450] J. Xu, C. Wang, Y. Tian, B. Wu, S. Wang, and H. Zhang. Glass-on-linbo3 heterostructure
formed via a two-step plasma activated low-temperature direct bonding method. Applied
Surface Science, 459:621–629, 2018.

[451] S. Xu and Z. L. Wang. One-dimensional ZnO nanostructures: solution growth and
functional properties. Nano Research, 4(11):1013–1098, 2011.

[452] K. Yamanouchi and K. Shibayama. Propagation and amplification of Rayleigh waves and
piezoelectric leaky surface waves in LiNbO3. Journal of Applied Physics, 43(3):856–862,
1972.

[453] D. Yang. Ultrasonic range finder, Feb. 12 2008. US Patent 7,330,398.

[454] Z. Yang, S. Matsumoto, H. Goto, M. Matsumoto, and R. Maeda. Ultrasonic micromixer
for microfluidic systems. Sensors and Actuators A: Physical, 93(3):266–272, 2001.

[455] G. G. Yaralioglu, I. O. Wygant, T. C. Marentis, and B. T. Khuri-Yakub. Ultrasonic
mixing in microfluidic channels using integrated transducers. Analytical Chemistry, 76
(13):3694–3698, 2004.

[456] L. Yarovoi and G. Siegmund. The effect of three-wave interference in laser doppler
vibrometry. Measurement Science and Technology, 15(10):2150, 2004.

[457] L. Y. Yeo and J. R. Friend. Surface acoustic wave microfluidics. Annual Review of Fluid
Mechanics, 46:379–406, 2014.

[458] K. Yosioka and Y. Kawasima. Acoustic radiation pressure on a compressible sphere. Acta
Acustica united with Acustica, 5(3):167–173, 1955.

[459] H. Yu, Q. Zou, J. W. Kwon, D. Huang, and E. S. Kim. Liquid needle. Journal of
Microelectromechanical Systems, 16(2):445–453, 2007.

[460] T. A. Zangle, A. Mani, and J. G. Santiago. Theory and experiments of concentration
polarization and ion focusing at microchannel and nanochannel interfaces. Chemical
Society Reviews, 39(3):1014–1035, 2010.

[461] Q. Zeng, H. Chan, X. Zhao, and Y. Chen. Enhanced particle focusing in microfluidic
channels with standing surface acoustic waves. Microelectronic Engineering, 87(5):1204–
1206, 2010.

[462] G.-Q. Zhang, K.-y. Hashimoto, and M. Yamaguchi. Liquid streaming by high-frequency
ultrasonic waves. Japanese Journal of Applied Physics, 35(5S):3248, 1996.

275



[463] N. Zhang and J. Friend. Fabrication of nanoheight channels incorporating surface acoustic
wave actuation via lithium niobate for acoustic nanofluidics. JoVE (Journal of Visualized
Experiments), (156):e60648, 2020.

[464] N. Zhang, A. Horesh, O. Manor, and J. Friend. Powerful acoustic streaming from dynamic
geometric nonlinearity. Physical Review Letters, page (in revision).

[465] N. Zhang, J. Mei, T. Gopesh, and J. Friend. Optimized, omnidirectional surface acoustic
wave source: 152 degree Y-rotated cut of lithium niobate for acoustofluidics. IEEE
Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, 67(10):2176–2186,
2020. doi: 10.1109/TUFFC.2020.2993766.

[466] N. Zhang, A. Horesh, and J. Friend. Manipulation and mixing of 200 femtoliter droplets
in nanofluidic channels using mhz-order surface acoustic waves. Advanced Science,
(Accepted 12 March 2021), 2021.

[467] N. Zhang, A. Horesh, O. Manor, and J. Friend. Powerful acoustogeometric streaming from
dynamic geometric nonlinearity. Physical Review Letters, (Accepted 19 March 2021),
2021.

[468] P. Zhang, H. Bachman, A. Ozcelik, and T. J. Huang. Acoustic microfluidics. Annual
Review of Analytical Chemistry, 13:17–43, 2020.

[469] Q. B. Zhang and J. Zhao. A review of dynamic experimental techniques and mechanical
behaviour of rock materials. Rock Mechanics and Rock Engineering, 47(4):1411–1478,
2014.

[470] Y. Zhang, B. Zhu, Y. Liu, and G. Wittstock. Hydrodynamic dispensing and electrical
manipulation of attolitre droplets. Nature Communications, 7(1):1–7, 2016.

[471] L. Zhu, K. Hallamasek, and D. Bogy. Measurement of head/disk spacing with a laser
interferometer. IEEE Transactions on Magnetics, 24(6):2739–2741, 1988.

276




