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Abstract

First-Principles Computational Approaches to Advancing Green Chemistry and Technology

by

Elliot Conner Rossomme

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Martin Head–Gordon, Chair

The American Chemical Society defines Green Chemistry in terms of a visionary set of
principles that encourage rethinking of the material and chemical economy to reduce waste,
decrease hazard, and innovate towards a sustainable future. While Green Chemistry, like all
chemistry, is ultimately an empirical science, computational efforts lend significant support
to implementation of greener frameworks. The present work is divided into two parts, each
describing work in first-principles quantum chemistry to address pressing problems in Green
Chemistry. The first concerns the development of predictive models for catalysis applications,
specifically the carbon dioxide reduction reaction (CO2RR). In this, we utilize high-level
electronic structure theory to analyze the nature of the metal–carbon monoxide (M−CO)
chemistry, the fundamental interaction in the electrocatalytic CO2RR. In this, we provide
detailed description of the physical and chemical contributions toward M−CO bonding,
significantly deepening understands of these bonds. We also characterize errors associated
with the use of pseudopotentials for modeling relevant chemical systems, finding that these
represent an often overlooked but significant inhibitor to accurate systems modeling. The
second part of this work examines the mechanism of action for p-phenylenediamine (PPD)
antidegradants, which are ubiquitous in tire manufacturing globally. While these compounds
protect rubber against degradation due to surface ozone (O3), one of their key transformation
products is acutely toxic to aquatic life. Through application of modern density functional
theory, we determine a detailed mechanism for the ozonation of these compounds, which
was hitherto absent from the literature. This mechanism also provides key insights into
the particularly high O3 reactivity of PPDs, and could help guide future efforts to identify
non-toxic alternatives for tire manufacturing.
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Chapter 1

Introduction: Modeling for green
chemistry through modern electronic
structure theory

The American Chemical Society (ACS) defines Green Chemistry very simply as “a different
way of thinking about how chemistry and chemical engineering can be done.”[373] Following
Anastas and Warner,[5] they expand on this definition by enumerating 12 Principles that
guide this “new way” to approaching the chemical sciences. These Principles codify an
expansive vision of what it means for chemistry to become Green, and they are worth
repeating here:

1. Prevention

2. Atom Economy

3. Less Hazardess Chemical Synthesis

4. Designing Safer Chemicals

5. Safer Solvents and Auxiliaries

6. Design for Energy Efficiency

7. Use of Renewable Feedstocks

8. Reduce Derivatives

9. Catalysis

10. Design for Degradation

11. Real-Time Analysis for Pollution Prevention

12. Inherently Safer Chemistry for Accident Prevention

For each of these twelve, the ACS provides an expanded definition, as well as metrics for
determining just how green a current practices or protocols is.[372] Though sprawling, these
principles are intimately connected, and advancing one goal of Green Chemistry usually
serves others as well.[5]

Furthermore, it is clear from the Principles that advancing Green Chemistry requires
engagement across the fields of chemistry, including synthesis, materials, engineering, and
toxicology. Still, the role of computation in Green Chemistry has gone underappreciated,
receiving little to no explicit attention in the published ACS discussion on the topic.[373]
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This is not to say that computational chemists have not contributed to the advance of Green
Chemistry. Indeed, applications of computational quantum chemistry to solve problems in
Green Chemistry were recently reviewed,[378] and they include rational design of catalysts
(Principle 9),[388, 418] development of greener solvents (Principle 5),[232, 433] and studies
on CO2 reduction as a renewable source of polymers (Principle 7).[93, 332, 94] Examples
are plentiful, and many exciting projects in Green Chemistry are supported by work in
computation. Even as this body of work grows, significant challenges remain in developing
computational chemistry into a tool to address the most pressing problems of sustainability.
While examples are plentiful (see cited literature), we illustrate the factors at play through
consideration of one particular case that lives large in the popular imagination.

Perhaps the most famous problem in Green Chemistry, there are many ongoing efforts
to address the problems of climate change, which are largely caused by industrial emission
of greenhouse gases. While reduction of carbon dioxide (CO2) emissions is one approach to
address this, development of technologies that remove currently present CO2 from the atmo-
sphere will likely prove essential for meeting emissions reduction targets and mitigating the
effects of climate change.[328, 204, 131] While sequestration is one possible fate of harvested
CO2, alternative frameworks that utilize CO2 are more attractive both from an economic
standpoint and from the Green Chemistry principle of advancing renewable feedstocks in
the material economy.[372] Among proposed options,[57, 421, 108] electrocatalytic reduction
of CO2 to form small organic molecules is of particular interest.[412, 284, 334] First, the
CO2 reduction reaction (CO2RR) has been experimentally demonstrated in the presence
of a variety of metal catalysts.[171, 226, 192, 331, 195] Second, under the right conditions,
major products of the CO2RR include ethene (C2H4) and ethanol (C2H5OH),[99, 172, 142]
which are essential feedstocks for the chemical industry.[57, 194, 412] These compounds are
currently sourced from refining petroleum,[75, 295, 275] the continued extraction and use of
which is a major driver of climate change. Furthermore, as the transition away from fossil
fuels as energy sources proceeds, the existing processes for large-scale production of C2H4

and C2H5OH may become less competitive. Thus, if successful, industrial scaling of the
CO2RR would address climate change on two important fronts: (1) removal of CO2 form
a warming atmosphere and (2) diminishing our dependence on fossil fuels for running the
chemical economy.

Despite proof-of-concept studies referenced above, there are significant challenges to
large-scale implementation of the CO2RR, and this chemistry has not been optimized to
a sufficient degree to be economically viable.[208] The complexity of these systems makes
this optimization a formidable challenge for experimental work, making this process (and
electrocatalysis generally) an attractive target for computationalists.[370, 142, 208] Neverthe-
less, accurate modeling of systems of this complexity requires significant advances in current
modeling capabilities. In broad strokes, these include development and application of highly
accurate electronic structure theories (ESTs) for modeling the reactive chemistry[185, 315,
262, 263]; inclusion of molecular solvent and molecular electrolyte[74, 142, 190]; accounting
for the non-equilibrium dynamics that pertain in the biased system[40, 250, 415]; and model-
ing of critical proton and electron transfer steps.[142, 415, 434] While each type of modeling



CHAPTER 1. ELECTRONIC STRUCTURE THEORY FOR GREEN CHEMISTRY 3

plays an important role, here we focus on high-performing EST methods for modeling chem-
ical reactions like those implicated in catalysis.

In order to achieve meaningful predictions, an EST model needs to be able to accurately
model a number of different types of interactions with comparable fidelity. Once again, the
CO2RR indicates the broader challenges nicely. Here, one must be able to successfully treat
the reactive substrates of interest (CO2, CO, C2H4, etc. in this case), the catalyst, solvent
and electrolyte molecules, and the mutual interactions of each of these components. While
exact and quasi-exact methods exist for each of these, these are prohibitively expensive for
many systems of interest, and various approximation schemes must be employed. As we
will see in what follows, approximations that are well-suited for some of these species and
interactions may be wholly inadequate for others. Still, work in recent years has begun to
bridge this gap, and a convergence between accuracy and tractability is increasingly achieved.
Nevertheless, this balancing act can be quite delicate, and an understanding of the factors
at play is necessary to appreciate the challenges of modeling complex systems. Thus, in this
introduction, we describe the central challenges of electronic structure theory and provide an
overview of many common approaches to overcoming them. This discussion sets the stage for
the work that follows, which variously employs each of these methods to address problems
related to green chemistry.

1.1 The problem of electronic structure theory

As quantum mechanical systems, molecules and their constituent parts are governed by the
Schrödinger equation, viz.

ĤΨ(x, t) = iℏ
∂

∂t
Ψ(x, t), (1.1)

where ℏ = h/2π is the reduced Planck constant, the Hamiltonian Ĥ defines the energetic
components under consideration, and Ψ is the wave function that depends on coordinates x
for all particles in the system and time t. Because electrons are quantum mechanical objects
that possess spin, the coordinates x may be decomposed into Kronecker products of spin
and spatial components, viz.

x = r⊗ s. (1.2)

It is postulated that Ψ(x, t) contains all physical information of the quantum mechanical
system. It is fruitful to consider eigenstates of the operator Ĥ, which are wave functions
Ψα(x, t) that satisfy

ĤΨα(x, t) = EαΨα(x, t) (1.3)

for an eigenvalue Eα. Inserting such a state into Eq. 1.1 yields

ĤΨα(x, t) = EαΨα(x, t) = iℏ
∂

∂t
Ψα(x, t) (1.4)

⇒ Ψα(x, t) = e−iEαt/ℏΨα(x, t). (1.5)
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In words, this equation states that an Ĥ eigenstate Ψα(x, t) does not evolve in time, the
phase factor e−iEαt/ℏ notwithstanding. As a result, states Ψα(x, t) are sometimes referred to
as stationary states, and their identification is the fundamental goal of electronic structure
theory. Likewise, in this discipline it is common to replace Schrödinger equation Eq. 1.1 with
Eq. 1.3, which is sometimes referred to as the time-independent Schrödinger equation.1 Since
we will be concerned with stationary states in what follows, we will drop the dependence on
t from all future expressions.

Among all quantum mechanical operators, the Hamiltonian occupies a privileged role due
to its place in Eq. 1.1. As a result, specification of Ĥ for a system of interest is paramount.
While more complicated forms of Ĥ exist depending on the application, work in electronic
structure theory generally begins with the (non-relativistic) molecular Hamiltonian

Ĥ = −
Nn∑
A

1

2MA

∇2
A −

Ne∑
i

1

2
∇2

i −
∑
Ai

QA

riA
+
∑
A<B

QAQB

rAB

+
∑
i<j

1

rij
. (1.6)

Here, a nucleus with mass MA and charge QA is denoted by coordinates A and B, electrons
by coordinates i and j, Ne and Nn are the number of electrons and nuclei in the molecule,
respectively, and quantities like rij are distances |ri − rj|. Eq. 1.6 is given in atomic units,
where the mass of an electron, the charge of an electron, the permittivity of free space, and
the reduced Planck constant are identically unity.

For an Nn nucleus and Ne electron system, we must keep track of many coordinates. To
simplify our notation, we therefore define vector quantities

X = (X1,X2, . . . ,XNn) (1.7)

x = (x1,x2, . . . ,xNe) (1.8)

that contain all of the nuclear and electronic coordinates, respectively. Using these and given
the dependence on both nuclear and electronic coordinates in Eq. 1.6, the wave functions of
interest will be of the form

Ψ = Ψ(X,x) (1.9)

in the general case. In molecular quantum mechanics, however, it is common to invoke
the Born–Oppenheimer approximation,[48] which assumes that the nuclear and electronic
coordinates in Eq. 1.9 are separable into nuclear and electronic components, i.e.

Ψ ≈ Ψn(X)Ψe(x). (1.10)

This separation is generally justified on the basis of a classical-type argument that nuclear
masses are significantly larger than the electron mass, and therefore the adjustment of elec-
tronic states to nuclear motion is effectively instantaneous. Still, Eq. 1.10 is not applicable

1This distinction and its naming are unfortunate. As the presentation above shows clearly, there are not
two distinct Schrödinger equations, and Eq. 1.3 instead specifies an algebraic definition of particular states
Ψα(x, t) that have trivial evolution in time. The Schrödinger equation 1.1 is fundamentally time-dependent.
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to many systems of interest, and Ref. 152 provides a recent and accessible review of non-
Born–Oppenheimer methods in quantum chemistry. Under the assumption that Eq. 1.10 is
exact, we can think of an electronic wave function Ψe as being parameterized by the nuclear
coordinates {XA} for A = 1, 2, . . . , Nn, which is effectively saying that we treat the nuclei as
classical objects.[111] For a fixed set of nuclei, we separate Eq. 1.6 into terms that depend
on electronic coordinates and terms that do not, leaving

Ĥ = Ĥn + Ĥe (1.11)

Ĥn = −
Nn∑
A

1

2MA

∇2
A +

∑
A<B

QAQB

rAB

(1.12)

Ĥe = −
Ne∑
i

1

2
∇2

i −
∑
Ai

QA

riA
+
∑
i<j

1

rij
(1.13)

where Ĥn and Ĥe are the nuclear and electronic Hamiltonians. This additively separable
form implies that the eigenstates of Ĥ will be multiplicatively separable (cf. Eq. 1.10), and
that they will therefore satisfy

ĤΨα =
(
Ĥe + Ĥn

)
Ψn(X)Ψe(x)

=
[
Eαe(X) + Ĥn

]
Ψn(X)Ψe(x), (1.14)

for the electronic eigenvalue Eαe , which is parameterized by the nuclear coordinates {XA}.
Under the Born–Oppenheimer assumptions, the electronic eigenvalue problem becomes[111]

ĤeΨe(x) = EαeΨe(x;X), (1.15)

where Ĥe is given by Eq. 1.13. Use of the Born–Oppenheimer product (Eq. 1.10) through Eq.
1.14 defines the most common problem in electronic structure theory, which is the solution
of Eq. 1.15 for a specified set of nuclear coordinates. In what follows, we will drop the
subscripts for electronic coordinates, assuming that energies, wave functions, and operators
all correspond to these unless otherwise specified. We will also drop the α annotations
from energies and wave functions, reintroducing similar subscripts when distinctions between
different states are needed. In this new notation, our fundamental equation becomes

ĤΨ(x) = EΨ(x), (1.16)

and we now turn to discuss its solution.

1.2 Hartree–Fock theory: A mean-field solution to

the electronic problem

Even under the non-relativistic and Born–Oppenheimer approximations that were referenced
above, solution for the stationary states of the Schrödinger equation 1.1 via Eq. 1.16 is non-
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trivial for all but the simplest symptoms. More specifically, in any atomic or molecular
system with more than one electron, the presence of the electron-electron repulsion term

V̂ee =
∑
i<j

1

rij
=
∑
i<j

1

|ri − rj|
(1.17)

means that analytic solutions for E and Ψ cannot be obtained.[385] As a result, the use of
additional approximation schemes is necessary to obtain results for virtually all systems of
chemical interest.

The difficulties imposed by Eq. 1.17 stem from a general inability to analytically solve
many-body problems due to the mutual interactions of three or more objects. Mean-field
approaches, where the interactions between particles in the system are included in an average
way, represent one path forward. For our electronic problem, this assumption implies that
the many-particle wave function Ψ(x1,x2, . . . ,xN) may be decomposed into a Hartree product
of one-electron wave functions[154]

ΨHP(x1,x2, . . . ,xN) ≈
N∏
i

χi(xi), (1.18)

where χi(xi) is the normalized one-electron orbital for the ith electron in the system. These
orbitals are eigenfunctions of the one-electron, mean-field Hamiltonian

f̂i(x1) = −1

2
∇2

i +
Nn∑
A

QA

riA
+
∑
j ̸=i

V̂ MF
j (x1), (1.19)

where V̂ MF
x2

(x1) corresponds to the interaction between the ith electron and the mean-field
potential generated by the jth electron, given by

V̂ MF
j (x1) =

∫
dx2

χ∗
j(r2)χj(r2)

|r1 − r2|
− K̂j, (1.20)

for the electron in the jth orbital, where the integral on the right-hand side of this expression
is the classical Coulomb repulsion due to the electron in the jth orbital and K̂j is a non-
classical term that will be described below. We will write the remaining terms in Eq. 1.19
as the operator

ĥi = −1

2
∇2

i +
Nn∑
A

QA

riA
. (1.21)

This definition leaves a full mean-field, Hartree–Fock (HF) Hamiltonian, ĤHF, for an N -
electron system is then written as a sum of these one-electron operators

ĤHF =
N∑
i

(
ĥi +

1

2

N∑
j ̸=i

V̂ MF
j (xi)

)
, (1.22)
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where the prefactor for the second sum corrects for double counting the interaction between
electrons i and j. We emphasize that the sum of one-electron operators f̂i is equivalent to
neither ĤHF nor the physical Hamiltonian of Eq. 1.6, due to the double-counting of electron-
electron interactions and the mean-field approximation for V̂ee, respectively. Nevertheless, if
we choose one-electron orbitals χi that are eigenfunctions of the one-electron operators f̂i,
the Hartree product wave function Eq. 1.18 will be an eigenfunction of the overall mean-field
Hamiltonian (albeit with different eigenvalues).

Still, Hartree product states given by Eq. 1.18 do not satisfy the basic quantum mechan-
ical requirement that electronic wave functions be antisymmetric with respect to electron
exchange.[306] It is therefore helpful to generalize our wave functions into a normalized sum
of Hartree product wave functions that satisfies this condition. In the two-electron case, this
may be achieved via.

Ψas =
1√
2

[χ1(x1)χ2(x2)− χ1(x2)χ2(x1)] , (1.23)

where it is clear that exchange of electronic coordinates changes the overall sign of Ψas. Eq.
1.23 can also be written as the determinant

Ψas =
1√
2

∣∣∣∣χ1(x1) χ2(x1)
χ1(x2) χ2(x2)

∣∣∣∣ . (1.24)

The form of this Slater determinant [371] generalizes to the N -electron case, where we have

|ΨSD⟩ =
1√
N !

∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) . . . χN(x1)
χ1(x2) χ2(x2) . . . χN(x2)

...
...

. . .
...

χ1(xN) χ2(xN) . . . χN(xN)

∣∣∣∣∣∣∣∣∣ . (1.25)

Wave functions with the form of ΨSD will be eigenfunctions of the mean-field Hamiltonian
Eq. 1.22, that satisfy the antisymmetry requirement.

The task at hand then becomes determining the set of orbitals {χi(x)} that will provide
the optimal mean-field description for the N -electron system. In other words, we wish to
determine the form of the orbitals χi that may be used to minimize the expectation value of
our Slater determinant with respect to Eq. 1.22,

⟨ΨSD|ĤHF|ΨSD⟩ = EHF, (1.26)

where the matrix element on the left-hand side of this equation is defined as

⟨ΨSD|ĤHF|ΨSD⟩ =

∫
dx1 dx2 . . . dxN Ψ∗

SD(x1,x2, . . . ,xN)ĤHFΨSD(x1,x2, . . . ,xN). (1.27)

Using the form of ĤHF from Eq. 1.22, we expand Eq. 1.27 as

⟨ΨSD|ĤHF|ΨSD⟩ =
N∑
i

⟨ΨSD|ĥi(xi)|ΨSD⟩+
1

2

N∑
i

N∑
j ̸=i

⟨ΨSD|V̂j
MF

(xi)|ΨSD⟩ . (1.28)
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To evaluate the first term on the right-hand side of Eq. 1.28, we remember that the
Slater determinant |ΨSD⟩ is a sum of Hartree products. These terms will therefore only
be non-zero when they couple Hartree products of the same spin-orbitals and coordinates.
Since electrons are indistinguishable, there are N ways that χi may be coupled with ĥi across
this matrix element (one for each of the electron coordinates), and within these (N − 1)!
permutations of the other spin-orbitals χj for j ̸= i, resulting in a total of N ! such terms
for each spin-orbital χi.[385] These cancel the pre-factor in the Slater determinant (cf. Eq.
1.25). Without loss of generality, we evaluate the matrix elements of ĥ for the electron with
coordinates x1, leaving

∑
i

⟨ΨSD|ĥi(xi)|ΨSD⟩ =
N∑
i

⟨χi|ĥ(x1)|χi⟩ . (1.29)

Treatment of the second sum in Eq. 1.27 is more complicated, but the same general
procedure applies. Here, because V̂ MF

j (xi) contains coordinates of two electrons, its matrix
element corresponds to the two-electron integral

⟨ΨSD|V̂ MF
j (xi)|ΨSD⟩ =

∫∫
dx1 dx2 Ψ∗

SD(x1,x2, . . . ,xN)
1

|ri − rj|
ΨSD(x1,x2, . . . ,xN).

(1.30)
This term will be nonzero when both Hartree products under the integral possess spin-
orbitals χi and χj that are occupied by either of the electrons with coordinates xi and
xj and all other orbital/coordinate pairs in the product are the same. Again, we proceed
by evaluating integrals with coordinates x1 and x2 and accounting for the other electrons
through simple combinatorics. In the case where both Hartree products contain terms like
χi(x1)χj(x2), the contribution to the determinant will be of the form

Jij =

∫∫
dx1 dx2

χ∗
i (x1)χ

∗
j(x2)χi(x1)χj(x2)

|r1 − r2|
=: ⟨ii|jj⟩ , (1.31)

where we have introduced the common notation for chemists denoting this type of two-
electron integral in the final equality. In the alternative nonzero case, where one Hartree
product under the integral of Eq. 1.30 contains χi(x1)χj(x2) and the other χi(x2)χj(x1),
while all other orbital/coordinate pairs are identical, we have

Kij =

∫∫
dx1 dx2

χ∗
i (x1)χ

∗
j(x2)χj(x1)χi(x2)

|r1 − r2|
= ⟨ij|ji⟩ . (1.32)

The integrals expressed in Eqs. 1.31 and 1.32 are known as Coulomb and exchange integrals,
respectively. The former is simply the classical Coulomb repulsion between electrons in
orbitals χi and χj, while the latter is a fundamentally quantum mechanical term that arises
from the antisymmetry principle incorporated into our Slater determinant. In the overall
matrix element Eq. 1.30, there are N ways to choose the occupation of χi (one for each
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electron coordinate), N − 1 ways to choose the occupation of χj, and (N − 2)! ways to fill
the remaining orbitals, once again resulting in N ! contributions for each Jij and Kij pair.

Returning to the contribution from the sum of all two-electron terms in Eq. 1.28, we
note that the antisymmetric form of |ΨSD⟩ means that the Hartree products necessary to
generate exchange integrals Kij will necessarily have opposite signs. Hence, we can write
the energetic contribution from the interaction of the ith electron with all other electrons in
the N -electron system as

Eee
i =

∑
j ̸=i

(Jij −Kij) . (1.33)

It is also clear from Eqs. 1.31 and 1.32 that Jii = Kii, and this motivates the definition of
the Fock operator[117, 118]

Ĥ0 = ĥ+
∑
j

V̂ MF
j

= ĥ+
∑
j

(
Ĵj − K̂j

)
, (1.34)

where we have defined Coulomb and exchange operators Ĵj and K̂j, defined by their action
on the orbital χi according to

Ĵj χi(x1) =

∫
dx2

χ∗
j(x2)χj(x2)

|r1 − r2|
χi(x1) (1.35)

K̂j χi(x1) =

∫
dx2

χ∗
j(x2)χi(x2)

|r1 − r2|
χj(x1). (1.36)

We can see that the Coloumb operator Ĵj corresponds to the first term in the mean-field

potential V̂ MF
j (Eq. 1.20), and identify the exchange operator K̂j with the second term in

this expression. The Fock operator Ĥ0 (Eq. 1.34) differs from the expression for f̂i in Eq.
1.19 only in that the sum in its final term includes all indices j ∈ [1, N ]. The form of
Ĥ0 has the advantage that it applies identically for each of the electrons in the N -electron
system, which is not the case for the one-electron operators f̂i (Eq. 1.19). Having developed
expressions for each of the terms Ĥ0, we can obtain the energy E0 as

E0 = ⟨ΨSD|Ĥ0|ΨSD⟩ =
N∑
i

⟨χi|ĥ|χi⟩+
N∑
ij

(
⟨ii|jj⟩ − ⟨ij|ji⟩

)
(1.37)

=
N∑
i

⟨χi|ĥ|χi⟩+
N∑
ij

⟨ij||ij⟩ , (1.38)

where the second expression defines notation combining the Coulomb and exchange integrals
into a single expression, ⟨ij||ij⟩.
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In practice, the spin-orbitals {χi} in Eq. 1.37 and preceding expressions are usually
determined by projecting these solutions into a basis and utilizing matrix algebra to solve
the resulting expressions.[385] The spatial component ψi of the spin-orbital χi is then written
as the linear combination

|ψi⟩ =

Nb∑
b

cbi |ϕb⟩ , (1.39)

for Nb basis functions |ϕb⟩ and expansion coefficients cbi. We Insert this expansion into the
eigenvalue expression for f̂ as follows

f̂ |ψi⟩ = εi |ψi⟩
Nb∑
b

cbi

(
f̂ |ϕb⟩

)
=

Nb∑
b

cbi (εi |ϕb⟩) (1.40)

Projection of these equation onto the space of the basis function ϕa results in an equation
of matrix elements

Nb∑
b

cbi ⟨ϕa|f̂ |ϕb⟩ = εi

Nb∑
b

cbi ⟨ϕa|ϕb⟩ . (1.41)

Defining Nb × Nb Fock and overlap matrices with entries Fab and Sab given by the matrix
elements

Fab := ⟨ϕa|f̂ |ϕb⟩ =

∫
dx ϕ∗

a(x)f̂ϕb(x) (1.42)

Sab := ⟨ϕa|ϕb⟩ =

∫
dx ϕ∗

a(x)ϕb(x), (1.43)

the HF problem can be rewritten as the matrix equation

FC = SCεεε, (1.44)

where the coefficient matrix C contains the expansion coefficients cbi defined above, and εεε
is a diagonal matrix of the eigenvalues εi. In practice, the generalized eigenvalue Eq. 1.44
is solved through an iterative, self-consistent procedure to afford the expansion coefficients
cbi and the one-electron eigenfunctions of the Fock operator.[153, 117, 118] Since F is a
Hermitian matrix, this system will have Nb solutions, where Nb is the number of basis
functions used in the expansion Eq. 1.39. Since Nb is always chosen to be larger than N , the
number of electrons in the system, this results in more orbitals than can be occupied in a
given system. The N lowest energy orbitals are used to construct a Slater determinant, which
is the ground state solution of the Schrödinger equation under the mean-field approximation
for the electron-electron repulsion, with energies given by Eq. 1.37.[385]

Recall, however, that the energy E0 in Eq. 1.38 is obtained as the expectation value of
Ĥ0 for this determinant, not that of the mean-field Hamiltonian ĤHF (Eq. 1.22). Still, it is
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straightforward to evaluate the expectation of ĤHF for our mean-field orbitals, and doing so
yields the so-called Hartree–Fock energy[153, 385]

EHF =
N∑
i

⟨χi|ĥ|χi⟩+
1

2

N∑
ij

⟨ij||ij⟩ , (1.45)

which differs from E0 by the factor preceding contributions of electron-electron interactions.
Despite the limitations of the mean-field approximation, discussed briefly in what immedi-
ately follows, this is an extremely important result in electronic structure theory.

1.2.1 Limitations of HF theory: Omission of electron correlation

In arriving at the working equations for HF theory, we have assumed that each electron
experiences the presence of the other electrons in the system only in an average way. Despite
this significant approximation, HF solutions are able to capture significant aspects of the
interactions in molecules. HF theory can predict bond lengths within fractions of Å and
ionization potentials for a number of small molecules within 10–20 kcal mol−1 relative to
experimental values.[385] While these energy discrepancies are small relative to the total
energies of these systems, they are often intolerable for predicting chemical activity, where
more accuracy is needed. Indeed, so-called chemical accuracy is generally defined to require
predictions with 1 kcal mol−1. Hence, while HF computations may be an effective starting
point for the electronic problem, they are insufficient for many problems of interest.

The failures of HF theory motivate the definition of the electron correlation energy (Ecorr),
which is taken as the difference between the HF energy EHF and the energy E of the true
Hamiltonian:

Ecorr = E − EHF. (1.46)

In absolute terms, Ecorr is small relative to EHF. Nevertheless, determination of Ecorr is
critically important to improve the predictive power of our methods. Recovering as much
of Ecorr as possible is the principle focus of modern electronic structure theory, and the
remainder of this Chapter will describe these endeavors.

1.3 Correlated wave function approaches

While the Hartree–Fock (HF) method developed above proves inadequate for many chemical
systems, it is an effective starting point for more exact methods. As a result, it is common to
first obtain HF determinants and energies for a system and then determine or approximate
Ecorr on the basis of corrections the HF results. But these methodologies come with a catch,
as higher computational costs accompany systematically improved solutions. That is to
say, we cannot avoid the fundamental difficulties of the N -body problem in molecules. In
practice, the goal then becomes balancing the trade-offs of accuracy and efficiency for a
given system. While a great number of correlation schemes have been developed over time,
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we emphasize here those that are the most relevant to understanding the key challenges of
recovering electron correlation as well as the following Chapters in this work.

1.3.1 Full configuration interaction

The shortcomings of HF theory stem from its attempt to overcome the quantum many body
problem by treating each of the electrons in an N -electron system as operating independently
in a mean-field of each of the other electrons. This is a departure from the physical picture,
where the motion of each electron is inherently correlated with that of all the others. In
arriving at the HF solution for the ground state of a system, expansion coefficients for one-
electron basis functions ψi are optimized to form molecular orbitals χi that are eigenfunctions
of the Fock operator, and the N orbitals with the lowest energy are used to construct a
Slater determinant. In reality, higher energy configurations of our HF orbitals, i.e. those
constructed with orbitals other than the N lowest energy orbitals, contribute to the picture
of the ground state.[160] These excited determinants are normally indexed relative to the
ground state, |Ψ0⟩, using i, j, . . . to represent HF orbitals that are occupied in the ground
state and a, b, . . . to represent those that are not. A determinant where the electron in
spin-orbital χi is promoted to one in χb is then written |Ψa

i ⟩, a doubly excited determinant
where χi → χa and χj → χb as

∣∣Ψab
ij

〉
, etc., all the way through determinants with N -tuple

excitations. The so-called full configuration interaction (FCI) wave function for the ground
state is written as a linear combination of the ground state determinant with all excited
determinants, viz.[385]

|ΨFCI⟩ = |Ψ0⟩+
∑
i

∑
a

Ca
i |Ψa

i ⟩+
∑
i<j

∑
a<b

Cab
ij

∣∣Ψab
ij

〉
+ . . . . (1.47)

The coefficients Ca
i , Cab

ij , etc. in this expression are variationally minimized to obtain the
FCI energy for the ground state of the system.

Within the chosen basis set for expansion of the molecular spin-orbitals (Eq. 1.39), the
FCI energy gives the best possible expression for the overall energy of the N -electron system.
As the basis set is improved to approximate a complete basis for the Hilbert space of the
N -electron problem, the FCI solution becomes exact for the non-relativistic Schrödinger
eigenvalue problem 1.3. Nevertheless, the number of determinants in Eq. 1.47 quickly
becomes quite large, and in the limit of a large closed-shell system with 2N electrons and a
large number of orbitals Nb, the number of determinants is approximately given by[160]

Ndet ≈
1

2Nπ

(
Nb

N

)2N

. (1.48)

This scaling means that the use of the FCI procedure is impractical for all but the smallest
systems.

Truncated CI schemes, i.e. those where Eq. 1.47 is terminated at some point in the
excitation series, are able to avoid the severe scaling of the FCI wave function while recovering
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some portion of Ecorr, and these represent one path forward. Due to Brillouin’s theorem,[53]
which indicates that the Hamiltonian does not connect the HF wave function to its singly
excited determinants,

⟨Ψ0|Ĥ|Ψa
i ⟩ = 0 ∀ i, a (1.49)

the single excitations do not make a direct contribution to the energy of |ΨFCI⟩, and the
doubly-excited determinants

∣∣Ψab
ij

〉
generally represent the most important excitations. Be-

cause of this, it is common to truncate the series in Eq. 1.47 after the double excitations,
to achieve the CI with single and double excitations (CISD) method, which is tractable for
many chemical systems with modern computer infrastructures. While CISD recovers a re-
spectable portion of Ecorr, it and other truncated CI schemes do not treat systems of different
size evenly, and they are not used widely.

This problem can be illustrated using the simple case of non-interacting dihydrogen (H2)
molecules, following Ref. 385. For a single H2, a 2-electron system, the CISD method
contains all possible excited determinants, making it equivalent to FCI and exact within a
chosen basis. By contrast, the CISD method is no longer exact for the case of two infinitely
separated (and therefore non-interacting) H2 molecules, where excitations involving more
than two electrons are omitted. Critically, the configuration where both H2 molecules are
doubly excited is absent from the description, even though it is included by CISD for the
system of a single H2. Omission of the quadruply excited determinant from the composite
system means the CISD energy for two infinitely separated H2 molecules will not be equal to
twice the CISD energy of a single H2. This failure to achieve size-extensivity is exacerbated
when treating large systems as well as chemical reactions where the number of electrons in
molecular subcomponents changes significantly, and it plagues all truncated CI treatments.
As a result, computational chemists usually turn to other methods that do not fail in this
way.

1.3.2 Møller–Plesset perturbation theory

Generally speaking, perturbation theories take some approximate scheme, for which the exact
solution is known, and derive (hopefully small) corrections to the approximate results.[86] For
present purposes, these schemes take the HF energies and wave functions are taken as zeroth-
order approximations to the exact solution of the Schrödinger eigensystem, and perturbation
series are developed to improve upon them.[162] Theoretically speaking, each subsequent
term in a series results in a more accurate solution, though we will see that this does not
always hold for particular systems. Thus, in principle, these hierarchies provide a systematic
way to improve upon the HF solution for a system of interest. Before discussing the particular
use of perturbation theory for the HF expressions, we derive general expressions that apply
to any number of formalisms.[385] In the general case, perturbation theories in electronic
structure theory attempt to solve Schrödinger equation 1.3 by expanding the Hamiltonian,
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wave function, and energies through the expansions

Ĥ = Ĥ0 + Ĥ(1) + Ĥ(2) + . . . (1.50)

Ψn = Ψ(0)
n + Ψ(1)

n + Ψ(2)
n + . . . (1.51)

E = E(0)
n + E(1)

n + E(2)
n + . . . , (1.52)

where the parenthetical superscripts on Ψn and En indicate the order of the term in the
perturbative series. We have intentionally used different notation (Ĥ0) for the zeroth-order
Hamiltonian in Eq. 1.50 to make explicit reference to Eq. 1.22. In many applications,
the series in Ĥ is terminated after the first-order term, such that the exact Hamiltonian is
written

Ĥ = Ĥ0 + Ĥ1, (1.53)

and we follow this convention here. Then, expanding the Schrödinger Eq. 1.3 in each of
these elements gives the following result:(

Ĥ0 + Ĥ1 + . . .
) (∣∣Ψ(0)

n

〉
+
∣∣Ψ(1)

n

〉
+ . . .

)
=
(
E(0)

n + E(1)
n + . . .

) (∣∣Ψ(0)
n

〉
+
∣∣Ψ(1)

n

〉
+ . . .

)
.

(1.54)
We extract the zeroth-order equation from this expression as

Ĥ0

∣∣Ψ(0)
n

〉
= E(0)

n

∣∣Ψ(0)
n

〉
, (1.55)

and we presume solutions are available for this “unperturbed” eigensystem. Then we have〈
Ψ(0)

n

∣∣Ĥ0

∣∣Ψ(0)
n

〉
= E(0)

n

〈
Ψ(0)

n

∣∣Ψ(0)
n

〉
= E(0)

n , (1.56)

where the final equality assumes a normalized zeroth-order wave function Ψ
(0)
n . The zeroth-

order Hamiltonian Ĥ0 is chosen such that we can obtain an explicit solution for Eq. 1.55.
From this, we can develop expressions for higher-order terms.

Collecting the first-order contributions to Eq. 1.54 results in

Ĥ0

∣∣Ψ(1)
n

〉
+ Ĥ1

∣∣Ψ(0)
n

〉
= E(0)

n

∣∣Ψ(1)
n

〉
+ E(1)

n

∣∣Ψ(0)
n

〉
. (1.57)

The perturbation series in the final wave function Ψn (Eq. 1.51) makes clear that we cannot

have ⟨Ψn|Ψn⟩ =
〈

Ψ
(0)
n

∣∣∣Ψ(0)
n

〉
unless all higher-order contributions to |Ψn⟩ are zero. We have

already taken the zeroth-order to be normalized in arriving at Eq. 1.56, and we now choose
the normalization of Ψn such that〈

Ψ(0)
n

∣∣Ψn

〉
=
〈
Ψ(0)

n

∣∣Ψ(0)
n

〉
+
〈
Ψ(0)

n

∣∣Ψ(1)
n

〉
+
〈
Ψ(0)

n

∣∣Ψ(2)
n

〉
+ · · · = 1, (1.58)

implying (see Ref. 385) 〈
Ψ(0)

n

∣∣Ψ(m)
n

〉
= δ0m (1.59)
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Hence, multiplication of Eq. 1.57 by
〈

Ψ
(0)
n

∣∣∣ gives a simple first-order correction to the energy,

E(1)
n =

〈
Ψ(0)

n

∣∣Ĥ1

∣∣Ψ(0)
n

〉
. (1.60)

Furthermore, the zeroth-order wave functions {Ψ(0)
n } form a complete basis for the Hilbert

space of interest, and we can use this to write the first-order correction Ψ
(1)
n as∣∣Ψ(1)

n

〉
=
∑
i ̸=n

cni

∣∣∣Ψ(0)
i

〉
. (1.61)

Inserting this expression into Eq. 1.57 gives∑
i ̸=n

cniĤ0

∣∣∣Ψ(0)
i

〉
+ Ĥ1

∣∣Ψ(0)
n

〉
=
∑
i ̸=n

cniE
(0)
n

∣∣∣Ψ(0)
i

〉
+ E(1)

n

∣∣Ψ(0)
n

〉
. (1.62)

We determine a particular coefficient cnk ≡
〈

Ψ
(0)
k

∣∣∣Ψ(1)
n

〉
for k ̸= n by projecting on

〈
Ψ

(0)
k

∣∣∣
to obtain∑

i ̸=n

cniE
(0)
i

〈
Ψ

(0)
k

∣∣∣Ψ(0)
n

〉
+
〈

Ψ
(0)
k

∣∣∣Ĥ1

∣∣∣Ψ(0)
n

〉
=
∑
i ̸=n

cniE
(0)
n

〈
Ψ

(0)
k

∣∣∣Ψ(0)
n

〉
+ E(1)

n

〈
Ψ

(0)
k

∣∣∣Ψ(0)
n

〉
.

(1.63)
Because the zeroth-order eigenstates form an orthonormal set, this becomes

ckiE
(0)
k +

〈
Ψ

(0)
k

∣∣∣Ĥ1

∣∣∣Ψ(0)
n

〉
= ckiE

(0)
n

=⇒ cki =

〈
Ψ

(0)
k

∣∣∣Ĥ1

∣∣∣Ψ(0)
n

〉
E

(0)
n − E(0)

k

, (1.64)

and the first-order correction to Ψn is

∣∣Ψ(1)
n

〉
=
∑
i ̸=n

∣∣∣Ψ(0)
i

〉 〈Ψ
(0)
i

∣∣∣Ĥ1

∣∣∣Ψ(0)
n

〉
E

(0)
n − E(0)

i

. (1.65)

Higher-order terms for energies and wave functions are obtained following an analogous
procedure, though the expressions quickly become unwieldy.[162] Still, as seen shortly, the
second-order correction to the energy is of particular importance, so we develop it here.
Following a similar procedure, we obtain the second-order Schrödinger equation as

Ĥ0

∣∣Ψ(2)
n

〉
+ Ĥ1

∣∣Ψ(1)
n

〉
= E(0)

n

∣∣Ψ(2)
n

〉
+ E(1)

n

∣∣Ψ(1)
n

〉
+ E(2)

n

∣∣Ψ(0)
n

〉
. (1.66)
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Based on the orthonormality relationship in Eq. 1.59, we project along
∣∣∣Ψ(0)

n

〉
and obtain

the second-order correction to the energy as

E(2)
n =

〈
Ψ(0)

n

∣∣Ĥ1

∣∣Ψ(1)
n

〉
=
∑
i ̸=n

〈
Ψ

(0)
n

∣∣∣Ĥ1

∣∣∣Ψ(0)
i

〉 〈
Ψ

(0)
i

∣∣∣Ĥ1

∣∣∣Ψ(0)
n

〉
E

(0)
n − E(0)

i

=
∑
i ̸=n

∣∣∣ 〈Ψ
(0)
n

∣∣∣Ĥ1

∣∣∣Ψ(0)
i

〉∣∣∣2
E

(0)
n − E(0)

i

. (1.67)

As the final equality shows, the second-order correction to the energy depends only on the
zeroth-order wave functions and energies and the perturbation to our Hamiltonian. When
the zeroth-order solution is taken to be the HF Hamiltonian and eigensystem, Eq. 1.67 can
be used to great effect.

Nearly a century ago, Møller and Plesset first applied the principles of perturbation
theory as described above to obtain improved results relative to HF theory.[282] In this, the
mean field Hamiltonian Ĥ0 (Eq. 1.22) takes the place of the zeroth-order Hamiltonian Ĥ0,
whose first- (and final-) order perturbation is given by[86]

Ĥ1 = Ĥ − Ĥ0 =
∑
i≤j

1

rij
−
∑
i,j

[
Ĵi(j) + K̂i(j)

]
. (1.68)

This indicates that the first-order Møller–Plesset (MP) correction to the HF energy as ob-
tained through Eq. 1.60 is

E
(1)
MP = −1

2

∑
ij

⟨ij||ij⟩ . (1.69)

Comparison to Eqs. 1.38 and 1.45 above then indicates that the HF energy is correct through
the first-order of the MP expansion.[282] In order to improve upon the HF results, we must
consider second-order terms via Eq. 1.67.

We will concern ourselves with the second-order MP (MP2) energy expression for the

ground state, i.e. E
(2)
0 . In this, states Ψi for i ̸= n in Eq. 1.67 are given by excited HF

states. Excited states Ψa
i obtained from a single i → a excitation do not contribute to

this expression,[53] so we include doubly-excited determinants Ψab
ij in the MP2 expression,

yielding

E
(2)
MP =

1

4

∑
ij

∑
ab

⟨ij||ab⟩ ⟨ab||ij⟩
εi + εj − εa − εb

. (1.70)

This expression includes pairwise correlation effects, and as a result generally leads to im-
provements in energy predictions relative to the mean field treatment of HF theory. Still,
because MPPT utilizes HF solutions as a reference system, certain features of the mean-field
treatment are imported into MP2 predictions. In light of this, efforts to improve MPPT
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predictions through the inclusion of correlation effects into the orbitals have been relatively
successful.[257, 292, 240]

Alternatively, many have considered the possibility that inclusion of higher-order cor-
rections to achieve more accurate predictions. Third, fourth, fifth, sixth, and even higher
orders of MP perturbation theory (MPPT) have been reported, and these schemes can be
highly accurate, especially in systems with localized electron pairs.[88] However, in other
systems, even extremely high-order MPPT results leave much to be desired, and the series
does not converge even for conceptually simple, closed-shell systems like Ne and Cl– .[244]
Furthermore, the convergence of the MPPT series can exhibit strong dependence on the
choice of basis set, and subtle changes like inclusion of diffuse functions can cause the series
to diverge.[296] These issues stem from the nature of successive inclusion of electron corre-
lation in the MPPT series. Specifically, each subsequent even term (MP2, MP4, etc.) in
the series includes new correlation effects due to double, quadruple, etc. excitations from
the HF reference determinant, while the intervening odd terms (MP3, MP5, etc.) couple
these pairwise excitations to each other.[86] Hence the series exhibits oscillatory behavior
generally, and it is not guaranteed to converge.[244]

Thus, while MP2 methods still enjoy use, especially as highly scalable implementations
extend their application to increasingly large systems,[86] they are not typically used for
determining molecular properties to the highest degree of accuracy. Instead, alternate for-
malisms that approach the fully correlated limit more smoothly and consistently have come
to represent the standard in molecular quantum chemistry.

1.3.3 Coupled-cluster theory

In the course of the preceding discussion, we have noted that the HF scheme accounts
for the majority of the energetic contributions for many-electron wave functions, but that
its failure to capture the effects of electron correlation renders it incapable of providing
accurate predictions for chemical applications. We then presented FCI as an alternative
scheme that is fully exact, but exhibits prohibitively aggressive scaling. Truncated versions
of FCI, like CISD, are appealing for small systems, but they quickly introduce intolerable
errors for large systems due to size-extensivity errors. This failure mode is addressed by
many-body perturbation theories like MP2, but the sometimes erratic behavior of later
terms in the MPn series diminishes the prospects of reliably approaching the correlation
limit through successively more complex treatments. Methods that address all of these
challenges by preserving size-extensivity and smoothly approaching the correlation limit are
therefore highly desirable. Coupled-cluster (CC) theory[329] provides one such alternative.

Before introducing the CC formalism, we introduce the notation of creation and annihi-
lation operators

â†i |⟩ = |i⟩ (1.71)

âi |i⟩ = |⟩ , (1.72)
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respectively, which act on reference determinants as defined in the preceding equations. This
notation is nearly ubiquitous in the coupled-cluster literature, and detailed descriptions and
analysis of these operators can be found elsewhere.[163] For present purposes, we can think
of creation operator â†i acting on a reference determinant to add an electron to the spin-
orbital χi, and the annihilation operator âi on a determinant to remove an electron from
spin-orbital χi. Furthermore, these operators are defined in such a way that the action
of â†i on a determinant where χi is already occupied and âi on a determinant where χi is
unoccupied both return zero. We use these operators to define excitation operators [161]

τ̂ai = â†aâi (1.73)

that act on a reference determinant to excite an electron from χi to χa. While the operator in
Eq. 1.73 corresponds to the excitation of a single electron, we will also consider simultaneous
excitations of many electrons. For a two-electron excitation, we have

τ̂abij = τ̂ai τ̂
b
j = â†aâiâ

†
bâj, (1.74)

and the definitions of simultaneous excitations of three, four, and more electrons generalize
from here.

The concept of excitation operators can be extended to include all possible excitations for
an N -electron system. In this, we define operators T̂k that consist of all possible k-electron
excitations for the determinant of interest. In the one- and two-electron cases, we have

T̂1 =
∑
ia

tai τ̂
a
i (1.75)

T̂2 =
1

2

∑
ijab

tabij τ̂
ab
ij (1.76)

respectively, where we have also introduced amplitudes tAI and tAB
IJ , which are coefficients for

each excitation that indicate the importance of each excited configuration, analogous to the
CI coefficients described in Section 1.3.1 above. Using this notation, all possible excitations
for the N -electron system are represented by the cluster operator

T̂ =
N∑
n

T̂n. (1.77)

Using the operator of Eq. 1.77 directly would result in the FCI wave function as described
in Section 1.3.1 above. Instead, within the CC framework, the exponential of T̂ is used to
generate excitations in the reference HF determinant,[329] and the CC determinant is given
by

|ΨCC⟩ = exp
(
T̂N

)
|ΨHF⟩ , (1.78)

where the exponential operator is defined via its Taylor expansion

exp
(
T̂
)

= 1 + T̂ +
1

2
T̂ 2 +

1

6
T̂ 3 + . . . (1.79)
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Curious at first, this approach has the benefit that all possible excitations of |ΨHF⟩ are
included, even in truncated representations of T̂ .[329, 28] To see this, we can consider the
case of coupled-cluster with single and double excitations (CCSD), where we have

T̂CCSD = T̂1 + T̂2. (1.80)

When exponentiated, this truncated operator generates all single- and double-excitations di-
rectly through the second term of Eq. 1.79. Higher-order excitations are indirectly achieved
through the subsequent terms in this equation. For instance, the square of T̂CCSD results
in operators of the forms T̂ 2

1 , T̂1T̂2, and T̂ 2
2 . These products generate double, triple, and

quadruple excitations in |ΨHF⟩, and the higher powers of T̂CCSD include additional determi-
nants, up through N -electron excitations. This feature allows truncated forms of the CC
operator to exhibit the size-extensivity that was missing from the truncated CI frameworks
describe above and outperform these latter methods generally.[77]

Having defined the CC excitation operators, the task becomes determining the ampli-
tudes in Eqs. 1.75, 1.76, and their higher-order analogues, and determining the energy
of the resulting state |ΨCC⟩. The direct approach of variational minimization used for CI
wave functions (Section 1.3.1) is disadvantageous here, and will scale exponentially even for
truncated CC wave functions.[161] Instead of solving the Schrödinger equation for Eq. 1.78
directly, we project the resulting expression onto the HF state |ΨHF⟩, giving

⟨ΨHF|Ĥ exp
(
T̂
)
|ΨHF⟩ = E ⟨ΨHF|exp

(
T̂
)
|ΨHF⟩ = E, (1.81)

where the final equality holds because |ΨHF⟩ is normalized and orthogonal to all of its excited
determinants. A similar equation holds for projection of the Schrödinger equation for |ΨCC⟩
onto each of the excited determinants at a given level of truncation. For CCSD, this means
we have[329]

⟨Ψa
i |Ĥ exp

(
T̂CCSD

)
|ΨHF⟩ = E ⟨Ψa

i |exp
(
T̂CCSD

)
|ΨHF⟩ (1.82)〈

Ψab
ij

∣∣Ĥ exp
(
T̂CCSD

)∣∣ΨHF

〉
= E

〈
Ψab

ij

∣∣exp
(
T̂CCSD

)∣∣ΨHF

〉
(1.83)

for all relevant combinations of i, j, a, and b. These two expressions generate an equation
for each of the t-amplitudes in Eq. 1.80 above, and they may be determined through an
iterative approach. Once obtained, the CC energy may be obtained through Eq. 1.81. While
transformed versions of Eqs. 1.82 and 1.83 are often used in practice,[161] the expressions
provided above are sufficient for present purposes of illustrating the underlying theory.

The expression for the CCSD equations can readily be generalized for inclusion of triple
excitations (CCSDT), quadruple excitations (CCSDTQ), etc., but these more complete
methods quickly become intractable for all but the smallest systems.[363] While CCSD scales
as O[N6], the power of scaling increases by two for explicit inclusion of each additional level
of excitation, resulting in O[N8] and O[N10] scaling for CCSDT and CCSDTQ, respec-
tively.[28] These latter methods are therefore relatively uncommon in practical applications
of CC theory.
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Nevertheless, with the CCSD result in hand, the effect of triples can be approximately
included, resulting in the CCSD(T) method,[333] which has become one of the most widely
used methods in electronic structure theory.[28] This method is developed by treating the
contribution of triple excitations to the overall energy as a perturbation on the CCSD energy,
and can be derived with analogy to the MPn methods discussed above (Section 1.3.2), though
this involves higher-order terms which were not discussed above. As such, we present the
correction for perturbative inclusion of triples excitations on the energy without derivation.
It is[333]

∆ECCSD
T =

∑
dt

adVdt
E0 − Et

(∑
s

asVst +
∑
d′

ad′Vd′t

)
. (1.84)

Overall, the CCSD(T) method scales as O[N7], where an order O[N6] iterative process must
be used to obtain the CCSD wave function and energies, and then a singleO[N7] computation
of Eq. 1.84 yields the final result. This polynomial is significantly more accessible than the
exponentially scaling FCI and preserves size-extensivity, unlike truncated CI schemes.[333,
161] Where it is applicable, CCSD(T) has therefore become the “gold standard” of tools
in computational quantum chemistry. Still, for many systems of interest, the scaling of
CCSD(T) comes at too high a price, and low-scaling methods with reasonable accuracy are
necessary.

1.4 Density functional theory

In Section 1.3, we have shown that there are many approaches to systematically achieving
exact or quasi-exact results for N -electron systems, but that the most accurate of these are
prohibitively expensive for all but the smallest molecules. As a result, these models cannot
be applied to many systems of interest. But these correlated wave function approaches do
not represent the only path forward.

At its core, the scaling problem of the wave function approaches discussed above stems
from the fact that the various energy expressions depend on the N -electron wave func-
tion.[304] It has been known for some time, however, that the ground state energy of a
molecular system can be written as a functional of its electron density, ρ:

E = E[ρ]. (1.85)

This expression has the advantage that the electron density always depends on the three
coordinates of physical space, regardless of the system size, signaling the potential to cir-
cumvent the scaling problems of the methods described earlier. This energy functional takes
a form similar to that seen in HF theory above, given by[304]

E[ρ] = ET[ρ] + Eext[ρ] + Eee[ρ], (1.86)

where Eext[ρ] is the energy contribution due to the interaction of ρ with the external potential
of the nuclei (fixed under the Born–Oppenheimer approximation), ET[ρ] is the kinetic energy
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density of ρ, and Eee[ρ] is the energy from electron-electron interactions. Equation 1.85 is
formally exact,[169] provided the form of the density functionals T [ρ] and Vee[ρ] are known.
As we shall see below, this is not the case, particularly for components of Vee, such that the
primary theoretical work of density functional theory (DFT) is to determine forms of E[ρ]
that provide reliable predictions for properties of interest.

The earliest work by Thomas and Fermi[397, 115] used expressions for the kinetic energy
of the uniform electron gas to approximate the kinetic energy functional ET[ρ] as

ETF
T [ρ] = CTF

∫
dr ρ5/3(r), (1.87)

where CTF is a constant. By using a form for Vee that neglects electron exchange and
correlation, they resulted in an overall form[304]

ETF[ρ] = CTF

∫
dr ρ5/3(r)−

∫
dr ρ(r)υn(r) +

1

2

∫∫
dr1dr2

ρ(r1)ρ(r2)

|r1 − r2|
. (1.88)

While this expression provides reasonable results for extended systems, where the PIB ap-
proximation is more applicable to highly delocalized electrons, its performance in molecular
contexts is miserable. Indeed, early work showed that it does not predict binding between
two atoms.[393] This problem stems from the assumption that assumptions underlying the
kinetic energy functional TTF[ρ] (Eq. 1.87) are inapplicable to molecules. In essence, the
concept of molecular orbitals (developed in Section 1.2 above) proved to be necessary for
accurate description of chemical systems. As a result, DFT experienced a period of pro-
tracted dormancy in molecular applications, where it was regarded as too simplistic.[304]
Decades later, quantum chemists’ interest in DFT was revived when Hohenberg and Kohn
demonstrated what was already stated above: that there is some energy functional E[ρ] that
exactly reproduces the energy of an arbitrary N -electron system.[169]

1.4.1 Kohn–Sham density functional theory

Errors in the form of the kinetic energy functional T [ρ] contributed to the failures of the
orbital-free DFT, as described above. In light of this, the orbital framework of HF the-
ory and its derivatives is attractive, because here the kinetic energy T̂ can be evaluated
directly. Motivated by this, Kohn and Sham introduced non-interacting orbitals,[219] which
are eigenfunctions of the one-electron operator

ĤKS = −
∑
i

1

2
∇2

i +
N∑
i

υn(ri),+
δEee[ρ]

δρ
, (1.89)

where the final term is the functional derivative of the energy due to electron-electron re-
pulsion. The Kohn–Sham orbitals, ϕKS, that form the eigensystem for this (approximate)
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Hamiltonian can be obtained exactly, and can be used to construct an N -electron Slater
determinant (Section 1.2) ΨKS. This wave function has a well-defined kinetic energy,

EKS
T [ρ] = −1

2

N∑
i

〈
ϕKS
i

∣∣∇2
∣∣ϕKS

i

〉
, (1.90)

Because TKS[ρ] obtains the kinetic energy of a Slater determinant comprised of eigenfunc-
tions for a non-interacting Hamiltonian, it does not represent the exact kinetic energy for
the corresponding N -electron wave function with electron-electron interactions. Hence, as
described so far, the DFT model of the N -electron system is deficient in its failure to include
aspects of both electronic kinetic energy and non-classical contributions to the electron-
electron repulsive potential. To correct for this, the Kohn–Sham framework defines the
exchange-correlation functional Exc that contains the residual elements of both EKS

T [ρ] and
V̂ee, viz.

Exc[ρ] = ET[ρ]− EKS
T [ρ] + Eee[ρ]− EJ[ρ]. (1.91)

This affords the Kohn–Sham density functional,[219]

EKS = EKS
T [ρ] + EKS

J [ρ] + Exc[ρ], (1.92)

which partitions all of the unknowns in Eq. 1.85 into the exchange-correlation functional
Exc. The energy in Eq. 1.92 is analogous to the HF energy obtained with HF theory in
Section 1.2 above, except that it incorporates the effects of electron correlation through Exc.
While the exact form of Exc remains unknown, this expression is formally exact.

The introduction of orbitals into DFT by Kohn and Sham therefore represents the start
of an increasingly successful journey towards accurate modeling of chemical systems at acces-
sible computational costs.[305] Within this framework, the task at hand becomes developing
ever-improving implementations of Exc that are able to effectively balance the need for highly
accurate models with the constraints of modern computing. In the years since their initial
work, approximations of Exc have proliferated into the literature, and there are hundreds of
options available today.[272] Many of these efforts have been extremely successful, and there
now exist density functional approximations (DFAs) that can rival the accuracy of the wave
function schemes discussed in Section 1.3 above at fractions of the computational cost.

1.4.2 Modern density functional approximations

Improvements upon the initial work of Kohn–Sham naturally fall into a hierarchy, where
increasing complexity (and computational cost) results in higher accuracy, leading to trade-
offs similar to those for correlated wave function approaches (Section 1.3). Here, however, the
threshold for achieving accurate results can be lower, such that reasonable approximations of
Ecorr can be obtained in systems where the latter are inapplicable in practice. The hierarchy
in classes of DFAs has famously (within the field of quantum chemistry, at any rate) been
compared to Jacob’s ladder, that extends upwards to the proverbial heaven of chemical
accuracy.[311] We briefly describe the rungs of this ladder here, emphasizing the overall
form of each class, rather than specific descriptions of particular functionals.
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Rung 1: Local (spin) density approximations. The most basic class of DFAs, first
presented in the original work of Kohn and Sham,[219] contains local (spin) density approx-
imations (L(S)DAs). These functionals cast Exc in terms of simple functions of the electron
density, namely

ELDA
xc =

∫
dr εLDA(ρ)ρ(r) (1.93)

ELSDA
xc =

∫
dr εLSDA(ρα, ρβ)ρ(r), (1.94)

where ρα and ρβ are the α- and β-spin densities in the system. In essence, this form assumes
that these spin densities are slowly varying through space, and it is relatively accurate for
extended systems.[311] In molecular contexts, however, LDAs generally perform poorly,[193]
as was expected from the beginning.[219]

Rung 2: Generalized gradient approximations. Inclusion of gradients of the electron
density (or spin densities) into the expression for Exc represents in a natural increase in its
complexity, resulting in generalized gradient approximations (GGAs). Dropping individual
dependence on the spin densities (though it may be included in the general case), these
functionals take the form[55]

EGGA
xc =

∫
dr εGGA(ρ,∇ρ)ρ(r). (1.95)

Given the chemical failures of Rung 1 functionals mentioned above, the development of GGAs
was an important step forward for DFT, as these functional reduce errors in bond dissociation
errors significantly.[311] The BLYP functional, which combines Becke exchange[34] and Lee–
Yang–Parr (LYP) correlation,[238] played an important role in this, and the Perdew, Burke,
and Ernzerhof (PBE) functional[310] is also significant.

Rung 3: Meta-generalized gradient approximations. Further expansion of the GGA
form to include kinetic energy densities for the KS orbitals,

τ(r) =
1

2

∑
i

∣∣∇ψKS
i (r)

∣∣2 (1.96)

results in meta-GGA density functionals,[326]

EmGGA
xc =

∫
dr εmGGA(ρ,∇ρ, τ)ρ(r). (1.97)

These functionals are the most complex form that is still fully local in the electron density and
various functions of it. Though not uniform across all specific functional pairs, meta-GGAs
generally improve the prediction of energetic properties relative to GGAs.[311, 1]
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Rung 4: Hybrid density functionals. Each of the preceding forms have utilized fully
local approximations to include the effects of electron exchange, even though it is known
(from the derivations in HF theory, for instance) that exchange is fundamentally nonlocal.
In light of this, hybrid density functionals incorporate a degree of the exact exchange as
computed from the KS orbitals, Eexact

x , into the overall description of Exc. This gives the
form[311]

Ehybrid
xc = EDFA

c + αEexact
x + (1− α)EDFA

x , (1.98)

where α tunes the amount of exact exchange to incorporate and can be parameterized for a
given functional. The B3LYP[34, 238] and PBE0[312] functionals, among the most popular
of all, are both hybrids.

The form of Eq. 1.98 can be further generalized to change the amount of exact exchange
incorporated at different inter-electronic distances, resulting in range-separated hybrid (RSH)
functionals.[52] In these schemes, the error function is used to smoothly interpolate between
short-range region, where partial exact exchange is used à la Eq. 1.98, to the long-range
region, where 100 % exact exchange is employed. Range-separated hybrids improve upon
global hybrids, where partial inclusion of exact exchange leads to spurious results for long-
range interactions (see 66, 52, and references therein).

Rung 5: Double-hybrid density functionals. In addition to inclusion of exact ex-
change, the (currently) final rung of the DFA ladder incorporates a degree of the exact
correlation energy, usually through MP2 like corrections.[143] The functional form of the
correlation energy in double hybrids is therefore similar to what was seen for exchange func-
tionals in Rung 4, such that the overall exchange-correlation functional is

Edouble hybrid
xc = αEexact

x + (1− α)EDFA
x + βEwfn

c + (1− β)EDFA
c , (1.99)

where here β tunes the degree of wave function correlation incorporated into Exc. Though
the most computationally demanding class of DFA, the best double hybrids represent the
most accurate density functionals to date.

1.4.3 Choosing a functional: Tradeoffs in accuracy and cost

As with all of electronic structure theory, the choice of a density functional for a given appli-
cation is ultimately a trade-off between the accuracy and computational cost of a method.
For the best functionals in each class, both generally increase while ascending the DFA
ladder. A number of recent to semi-recent reviews provide comprehensive analysis of the
accuracy of hundreds of different DFAs,[436, 272, 274] and we provide only a broad-strokes
discussion here.

In terms of scaling, the DFAs in Rungs 1–3 will scale as O[N3] in the limit of a large num-
ber of electrons N , owing to the need to diagonalize a matrix in the Kohn–Sham formalism.
The need to evaluate 4-center integrals in evaluating contributions from exact exchange in-
creases the scaling of Rung 4 to O[N4], and Rung 5 functionals will scale at the level of their
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Table 1.1: Performance of classes of DFAs (with dispersion corrections) on Rungs 2-4 across
different types of reaction classes as obtained from Ref. 272. Reactions are separated into
“easy” and “difficult” categories, following the preceding reference. Ranges are given as 25th
and 75th percentiles for root-mean-squared errors (RMSEs) in kcal mol−1.

Interaction Type GGA meta-GGA Hybrid GGA Hybrid meta-GGA

Barrier Heights 8.3–10.0 5.9–8.7 4.0–5.4 2.5–5.0

Easy systems
Non-covalent dimerizations 0.4–0.6 0.4–0.6 0.3–0.5 0.3–0.5
Isomerizations 0.7–0.9 0.5–0.8 0.5–0.7 0.5–0.8
Thermochemistry 6.5–9.0 4.9–6.0 3.7–4.8 3.2–5.5

Difficult systems
Non-covalent dimerizations 2.5–3.5 2.0–3.1 1.4–2.1 1.2–1.8
Isomerizations 5.2-10.3 5.3–6.7 3.4–6.8 4.2–6.0
Thermochemistry 10.1–15.3 6.4–10.2 5.3–8.7 5.9–8.6

explicit correlation methods, O[N5] for MP2. In terms of accuracy, the exact performance
depends significantly on both the parameterization of a particular density functional and its
end-use application. Assessment of hundreds of DFAs across many different system types is
provided in Ref. 272, and the first and third quartiles of performance for Rungs 2–4 from
this work are found in Table 1.1. From these results, it is clear that performance improves
climbing from GGAs on Rung 2 to meta-GGAs on Rung 3, and then further to hybrids
(of both GGAs and meta-GGAs) on Rung 4. Furthermore, performance is uneven, and it
varies greatly between “easy” and “difficult” reactions, as defined in Ref. 272. Generally
speaking, the errors in Table 1.1 indicate that chemical accuracy (errors < 1 kcal mol−1) can
be statistically achieved for easy dimerization and isomerization energies by many function-
als, and further more that this standard is nearly obtained by Rung 3 and 4 functionals for
difficult reactions of similar types. There are clearly circumstances where certain DFAs are
a reasonable alternative to the wave function approaches of Section 1.3

The preceding results are intended only to give broad impressions of performance, not to
be exhaustive. Indeed, presentation of the indicated quartiles excludes the best (and worst)
performing funcationals, meaning even more accurate results can be achieved in some cases.
Where applicable, specific high performance functionals will be discussed at greater lengths
in the Chapters that follow. For present purposes, we simply note that although these
classes of DFAs do not consistently outperform highly correlated methods like CCSD(T)
and beyond, they represent dramatic improvements over HF theory, despite the same formal
expressions for their scaling. These former methods may therefore be applied to recover
some degree of Ecorr in significantly larger systems than CC theory. Nevertheless, in any
application of DFAs, it is best to proceed with caution, benchmarking results to higher level
methods wherever possible. In this way, there is hope that a marriage between tractability
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and accuracy can be achieved, providing both qualitative and quantitative insight into many
chemistries of interest.

1.5 Scope of the present work

Herein, we apply methods of electronic structure theory as outline above to problems relevant
to green chemistry. These studies range from fundamental developments to characterize and
improve the performance of electronic structure theory methods for relevant systems to
understanding the basic chemistry and physics of select problems in sustainability. These
include developments broadly related to modeling for catalysis systems (Part I) and to the
development of non-toxic alternatives for commercial tire products (Part II).

In Chapter 2, evaluate the pseudopotential (PP) approximation, which seeks to reduce
the cost of computations by replacing core electrons with simple potentials, for chemical
applications of DFT. Despite its long history and wide use, the development of custom PPs
has not tracked with the explosion of density functional approximations as briefly described in
Section 1.4.2 above. As a result, use of PPs with exchange/correlation functionals for which
they were not developed is widespread, though this practice is known to be theoretically
unsound. In particular, inconsistent use of PPs was found to be a potentially significant
but under-appreciated source of error in work benchmarking the applicability of DFT for
catalysis modeling,[254, 248]. Still, the extent of these PP inconsistency errors (PPIEs) has
not been systematically explored across the types of energy differences commonly evaluated
in chemical applications. We evaluate PPIEs for a number of PPs and DFAs across 196
chemically relevant systems of both transition metal and main group elements as represented
by the W4-11, TMC34, and S22 data sets. Near the complete basis set limit, these PPs are
found to cleanly approach AE results for non-covalent interactions, but introduce root-mean-
squared errors (RMSEs) upwards of 15 kcal mol−1 to predictions of covalent bond energies
for a number of popular DFAs. We achieve significant improvements through the use of
empirical atom- and DFA-specific PP corrections, indicating considerable systematicity of
PPIEs. The results of this work have implications for chemical modeling in both molecular
contexts as well as for DFA design, which we discuss.

We continue in Chapter 3 by reporting the adiabatic energy decomposition analysis
(EDA)[174, 266, 265] of DFA results for metal carbonyls, shedding light on the physical
content of binding energies and carbon monoxide (CO) frequency (υCO) shifts in select first-
row transition metal monocarbonyls (MCOs; M = Ti– , V– , Cr– , Co– , Ni– , Cu– , V, Cr,
Mn, Ni, Cu, Zn, Cr+, Mn+, Fe+, Cu+, and Zn+). This approach allows us to directly con-
sider the physical content of υCO across different transition metals (TMs), in contrast to
previous studies of these systems. Neutral, anionic, and cationic systems are compared, and
our results indicate that the relative importance of electrostatic interactions, intramolecular
orbital polarization, and charge transfer can vary significantly with the charge and electron
configuration of the metal participating in binding. Various anomalous systems are also
discussed and incorporated into a general model of MCO binding. Electrostatic interactions
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and orbital polarization are found to promote blue shifts in υCO, while charge transfer effects
encourage υCO red-shifting; experimentally observed values of υCO are found to be a result
of a complex but quantifiable interplay between these physical components. This work also
uncovers and explains anomalies in these trends for select species, demonstrating the sub-
tlety of these interactions. Advantages and limitations of this model as an approximation to
more complicated systems, like those implicated in heterogeneous catalysis, are discussed.

Finally, we change applications in Chapter 4, where we apply modern DFAs to elucidate
the mechanism of activity for 6PPD (N -(1,3-dimethylbutyl)-N -phenyl-p-phenylenediamine),
a ubiquitous tire additive that products rubber from degradation due to atmospheric ozone
(O3). This work is motivated by the recent discovery that 6PPD quinone (6PPDQ), a deriva-
tive of 6PPD that forms in situ, possess acute fatal toxicity to various aquatic species.[399,
398, 166, 54] With reference to highly correlated coupled-cluster results on similar systems,
we demonstrate that modern DFAs can achieve chemical accuracy for many ozonation reac-
tions, which are notoriously difficult to model. We examine existing mechanisms of ozonation
for 6PPD, finding that they are inadequate to account for the high reactivity of 6PPD with
O3. Instead, we find direct interaction between O3 and PPD carbon atoms is kinetically
accessible, and that this motif is more significant than interactions with PPD nitrogens.
The former pathway results in a hydroxylated PPD intermediate, which reacts further with
O3 to afford 6PPD hydroquinone and, ultimately, 6PPDQ. This mechanism directly links
the toxicity of 6PPDQ to the antiozonant function of 6PPD. Results relating to the struc-
tural features of 6PPD that promote its reactivity toward O3 are discussed in detail, and
these results have significant implications for development of safer alternatives for rubber
antiozonants.

While the work in Part I was motivated by applications in catalysis like the CO2RR, it
generally advances work in this area on a more fundamental front by analyzing and improving
common methods in modeling complicated systems (Chapter 2) and working to elucidate
the interactions of abstractions to systems relevant to heterogeneous catalysis (Chapter 3).
The work on rubber antiozonants in Chapter 4, by contrast, directly applies the tools of
computational quantum chemistry to a recently discovered and pressing problem in green
chemistry. All-in-all, these three vignettes illustrate the many levels where computational
work is needed to pursue a more sustainable future. In sequence, the contributions of this
work include definition and characterization of accurate models, application of these models
to understand basic aspects of relevant physics and chemistry, and, ultimately, applying
well-demonstrated tools to solve problems of interest and necessity.

Following the presentation of the primary material of this dissertation, Appendix A con-
tains a brief description of additional graduate work completed during my stint at Berkeley.
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Part I

Insights into modeling difficulties for
metal–carbon interactions and the

physics and chemistry that underpin
them
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Chapter 2

Effective use of pseudopotentials:
Inconsistency errors in chemical
applications of density functional
theory

2.1 Introduction

Since its inception nearly a century ago,[164] the pseudopotential (PP) approximation has
been a widespread approach for enabling molecular and particularly condensed matter elec-
tronic structure calculations. While PPs initially gained traction for use in solid state
physics,[316, 317, 318] their use in chemical applications was not long to follow.[416] In these
latter applications, PPs have come to enjoy wide spread use, and they are routine for efficient
inclusion of electronic relativistic effects[104] and modeling large, complex systems.[406, 211,
357, 139] PP development has paced alongside broadening applications, resulting in many
options for computational chemists.[78, 6, 42, 138, 155, 357, 104]

Strictly speaking, PPs are developed for use in conjunction with particular methods of
electron exchange and correlation.[17, 221, 387] For instance, a PBE PP is designed to be
used in PBE computations and may not perform well in other contexts.[139, 432, 248] Nev-
ertheless, it is common to report results obtained with mismatched methods and PPs. While
these formally inconsistent protocols are relatively benign in some cases,[427, 156, 357, 349]
they are not theoretically sound and can lead to significant errors.[157, 349, 123, 96, 348, 2,
432, 47, 339, 426, 248] For instance, previous work from some of us identified PP inconsis-
tency errors as a significant obstacle to accurate modeling of catalysis systems.[248] Others
have found inconsistent PP methods result in significant errors in band gap determinations
for solids,[387, 432, 47] excitation and bond energies in molecules,[2, 432, 426, 248] and other
physical parameters.[426]

Herein, we evaluate the performance of the PP approximation and PP transferability
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errors across a variety of commonly used density functional approximations (DFAs). In this
work, we consider performance for most of the major classes of PP in routine use for chemical
applications, as described in Section 2.1.1. We present all of our computational procedures,
including details of benchmark datasets, calculation parameters, and the use of relativistic
corrections, in Section 2.2. Results across all electronic structure methods, PPs, and datasets
are discussed beginning in Section 2.3, and recommendations for future practice in Section
2.7.

2.1.1 Theory and structure of pseudopotentials

At its core, the PP approximation rests on the assumption that only electrons in some
defined valence space are relevant to an application of interest.[139] This can be justified by
the relatively small polarizability of core electrons, meaning that their orbitals do not vary
much in typical chemical processes (of course exceptions exist, such as core excitations[91]).
Ignoring such exceptions, core electrons can be removed from the model, replacing the exact
Hamiltonian with a simplified operator that possesses eigenvalues and eigenvectors similar
to the exact system, reducing computational complexity in a number of ways.[357] First,
by definition, PPs reduce the number of electrons in a system, decreasing its size. As
a corollary of eliminating the core electrons, overall pseudo wave functions can be made
smoother,[139, 432] and therefore smaller basis sets may be adequate,[155] which provides
clear computational benefits, particularly in plane wave calculations.

Though separation of core and valence electrons is, strictly speaking, unphysical (elec-
trons are indistinguishable), we can write a model Hamiltonian (Ĥv) that describes the
physics of this contrived system. Specifically, for Nv valence electrons (coordinates i, j), of
an atom a, we have

Ĥv = −1

2

Nv∑
i

∇2
i +

Nv∑
i<j

1

rij
+

Nv∑
i

V PP
a (ri), (2.1)

where V PP
a is the atomic pseudpotential.[357] This expression can easily be generalized to

a molecular context through inclusion of additional cores and a classical core-core repulsion
term. We will not do this here, and we will drop the a subscript in the following equations.
While a number of different formalisms for V PP exist, they generally contain both local (Vloc)
and nonlocal (Vnl) components, such that

V PP = Vloc + Vnl. (2.2)

The first term in the right-hand side of this equation, the local potential (Vloc), corresponds
to the long-range Coulomb potential of the eliminated core electrons (and the nucleus they
screen). The most straightforward approach for Vloc is a perfectly screened Coulomb poten-
tial,

Vloc(r) = −Zion

r
(2.3)
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where Zion is obtained as the nuclear charge less the charge of the electrons eliminated by
the PP. To improve numerical stability, particularly in plane wave codes, Gaussian smearing
is often applied to the nuclear charge, resulting in a modified local potential

Vloc(r) = −Zion
erf(r/σ)

r
, (2.4)

where σ specifies the width of the Gaussian charge distribution.[139] Other terms may be
added to Vloc as well, depending on the formalism.[138, 155]

While Vloc captures important aspects of the physics of the eliminated core, it is inade-
quate to obtain accurate PP computations.[432] Given the nature of electron exchange, it
is unsurprising the inclusion of nonlocal terms improves PP performance significantly,[357]
which we represent as Vnl. A number of different forms for Vnl exist, but they generally
decompose the V PP in terms of angular-momentum eigenstates (the spherical harmonics,
Yℓ,m) to account for the hierarchy of ℓ-shells within the core and to incorporate ℓ-dependent
exchange effects.[58] Hence, Vnl takes the form of a projector along angular momentum
eigenstates scaled by an ℓ-dependent potential, Vℓ, viz.

Vnl =
ℓmax−1∑

ℓ

VℓPℓ =
ℓmax−1∑

ℓ

ℓ∑
m=−ℓ

Vℓ |ℓm⟩ ⟨ℓm| . (2.5)

Here, ℓmax is the largest angular momentum represented in the (removed) core orbitals. All
valence pseudo orbitals with ℓ ≥ ℓmax− 1 experience the same potential Vℓmax that is usually
of a similar form to Vℓ for ℓ < ℓmax−1.[199] The overall potential Vnl can then be written[104]

Vnl = Vℓmax −
ℓmax−1∑

ℓ

(Vℓ − Vℓmax)Pℓ, (2.6)

where the exact form of Vℓ changes with the PP.
This framework can be expanded to include the relativistic effects of core electrons, where

they are most important.[215, 230, 104] Because spin–orbit (SO) coupling lifts addition
degeneracies in the angular momentum eigenstates, the projection operators become

Pℓj =
∑
m

|jℓm⟩ ⟨jℓm| , (2.7)

and Eq. 2.6 contains an additional sum over total angular momentum quantum number j,
affording

V rel
nl = Vℓmax,jmax −

ℓmax−1∑
ℓ

ℓ+ 1
2∑

j=|ℓ− 1
2
|

(Vℓj − Vℓmax,jmax)Pℓj. (2.8)

The effects of SO coupling may be treated in an average way to recover a relativistic PP
without explicit dependence on the j quantum number for each ℓ-subspace,[113, 146] given
by

V avg
ℓ (r, r′) =

1

2ℓ+ 1

[
ℓVℓ−1/2(r, r

′) + (ℓ+ 1)Vℓ+1/2(r, r
′)
]
. (2.9)
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The form for the SO term can then be derived[114] as the difference between the full rel-
ativistic PP and V avg

ℓ . Properties of the projection operators and the angular momentum
eigenstates can be exploited to obtain a simplified expression

∆V SO
ℓ =

ℓmax−1∑
ℓ=1

∆V rel
ℓ

2ℓ+ 1

[
ℓPℓ,ℓ+1/2 − (ℓ+ 1)Pℓ,|ℓ−1/2|

]
, (2.10)

where the difference potential ∆V rel
ℓ corresponds to the relativistic potential between neigh-

boring Yℓ,m states, i.e.
∆V rel

ℓ = V rel
ℓ,ℓ+1/2 − V rel

ℓ,|ℓ−1/2|. (2.11)

Alternatively, the SO difference potential may be written in a form that is explicit in the SO
interaction,

∆V SO
ℓ =

ℓmax−1∑
ℓ=1

2∆V rel
ℓ

2ℓ+ 1
Pℓ

(
ℓ⃗ · s⃗

)
Pℓ, (2.12)

though this form was developed primarily for use with configuration interaction (CI) calcu-
lations that do not concern the present work.[322]

Though discussion of common PPs follows shortly, inclusion of one example here aids in
understand how PPs are ultimately fit to all-electron results. Perhaps the most conceptually
straightforward definition expands each semilocal potential Vℓ in a set, {k}, of Gaussian-
weighted polynomials,[356, 71, 199] yielding

Vℓ(ri) =
∑
k

Bℓkr
nℓk
i e−βℓkr

2
i , (2.13)

where Bℓk, nℓk, and βℓk are adjustable parameters, is common.[357, 104] Such an expansion
may also be applied to the relativistic case to introduce additional parameters Cℓjk, nℓjk,
and γℓjk in a similar expansion[357]

Vℓ(ri) =
∑
k

Cℓjkr
nℓjk

i e−γℓjkr
2
i . (2.14)

Where applicable, parameterization of the various coefficients in Equations 2.13 and 2.14
(and other expressions for different formalisms) results in PPs that are explicitly fit to results
of a particular exchange/correlation method.

2.1.1.1 Desirable properties of pseudopotentials

The ideal PP will reproduce desirable physical properties with high fidelity while lowering the
computational cost relative to an all-electron procedure. In order to achieve this, many have
advocated for PPs that satisfy a variety of (sometimes competing) theoretical criteria.[150,
216, 367, 395, 137]



CHAPTER 2. PSEUDOPOTENTIAL INCONSISTENCY ERRORS 33

Norm conservation. First, many PPs are designed to be norm-conserving.[150] This
amounts to requiring charge densities for real and pseudo wave functions agree outside some
core radius rc. Norm-conservation is formally achieved by satisfying the following equa-
tions:[150, 432]

ψ̃
(x)
i (r) = ψ

(x)
i (r) x = 0, 1, 2; r ≥ rc (2.15)

εPP = εAE (2.16)〈
ψ̃i

∣∣∣ψ̃i

〉
= ⟨ψi|ψi⟩ = 1 (2.17)

∂

∂ε

(
d ln ψ̃i

dr

)∣∣∣∣∣
R

=
∂

∂ε

(
d lnψi

dr

)∣∣∣∣
R

R ≥ rc, (2.18)

where ψi is an all-electron orbital, ψ̃i a pseudoorbital, (x) superscripts refer to xth derivatives
with respect to r, and ε the valence energy eigenvalues. These criteria have been found
to result in better-conditioned PPs that perform evenly across chemical environments for
DFT computations.[150, 17] Strict adherence to norm-conservation for HF PPs results in
nondecaying tails, and localization schemes are necessary to obtain accurate and well-defined
results.[401, 402]

Shape consistency. Early work expanded the pseudoorbital ψ̃i as a linear combination
of (AE) valence orbital ψvi and core orbitals ψcj , viz.

ψ̃i = Cviψvi +
Nc∑
j

Ccjψcj , (2.19)

where Cvi and Ccj are expansion coefficients for virtual and core orbitals.[317, 198] This
formalism spuriously stores valence electron density in the core region,[78] resulting in bond
lengths that are too short and potential wells that are too deep.[198] Christiansen, et al.
proposed a new definition

ψ̃i = ψvi + fi, (2.20)

where fi is zero for r ≥ rc and is chosen to cancel oscillations in ψi for r < rc.[78] This
alternate definition corrected the aforementioned core/valence problems and improved PP
performance significantly (vide infra). Subsequent shape-consistent PPs were developed to
improve computational efficiency.[379]

Energy consistency. Instead of fitting to orbital properties, some have opted to parame-
terize PPs to achieve agreement with energetic properties directly,[103] generally emphasizing
that this approach focuses exclusively on observables.[225] Despite not being optimized for
this outcome, energy consistent PPs are guaranteed to satisfy Eq. 2.18 and thereby achieve
some degree of shape consistency.[400, 104] Energy consistent PPs are usually fit to a number
of atomic reference states, and this generally results in strong performance across distinct
bonding environments.[104]
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2.1.1.2 Common classes of pseudopotentials

Overviews for each of the types of PP used in this study are provided in the following para-
graphs, emphasizing PP structure, development, and performance. Various review articles
provided more detailed treatments for the interested reader.[318, 104]

CRENB pseudopotentials. The Christiansen–Ross–Ermler–Nash–Bursten (CRENB) pseu-
dopotentials were the first shape-consistent Hartree–Fock pseudopotentials, designed to en-
sure radial wave functions of main group pseudoorbitals closely mirrored all-electron orbitals
in the valence space.[78] The form of these potentials is determined by inverting the radial
Schrödinger equation and fitting the core region of the pseudoorbital as a polynomial expan-
sion, with the requirement that the magnitude and first three derivatives of the expansion
smoothly transition to the exact valence orbital outside the core. This procedure brought
significant improvements for PP predictions of geometric properties and dissociation energies
for F2, Cl2, and LiCl dimers, where earlier PPs resulted in relative errors of up to 70 %.[198,
158] These PPs were subsequently extended to include relativistic effects and all elements
of the periodic table through Rn, including both large and small core variants (CRENBL
and CRENBS, respectively).[300, 182, 231, 346] Recent work to restructure the radial form
of these potentials has resulted in significant improvements in computational cost without
affecting numerical accuracy.[278]

Stuttgart pseudopotentials. In contrast, energy consistent Stuttgart relativistic PPs
are designed only to reproduce observable quantities like atomic excitation and ionization
energies.[225, 37] Motivation for this approach came from earlier work showing superb agree-
ment between PP and AE results for dissociation energies for a variety of atoms, ions, and
dimers.[124, 125, 103, 184, 102, 6, 7] Furthermore, relaxation of the space consistency con-
straint accommodates a simpler PP with form, viz.

V PP
i = −Zion

ri
+

ℓmax∑
ℓ=0

∑
k

Aℓk exp
(
−αℓkr

2
i

)
Pℓ, (2.21)

where Pℓ is a projector onto the subspace with angular momentum ℓ, and Aℓk and αℓk are
parameters that are adjusted to minimize the least-squares error between PP results and all-
electron, relativistic HF computations.[103] Generally speaking, fewer Gaussian functions are
necessary in SRXC potentials (i.e. k is small), resulting in more efficient implementations.[37,
278] Here too, both small core and large core (SRSC and SRLC) formulations exist for many
elements. Furthermore, agreement between AE and SRXC radial wave functions in the
valence region can be quite good, despite the fact that these PPs are not optimized for this
outcome.[225]

Karlsruhe pseudopotentials. The popular Karlsruhe basis sets[420, 417] were developed
for use with previously published small-core Stuttgart PPs.[6, 203, 245, 279, 313] Following
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the convention of the basis set labeling, this PP set is referred to as def2-ECP. Unlike most
PP schemes, core electrons are only removed for the fourth and fifth row elements (Rb-Rd);
all-electron computations are used for all other elements. It is interesting to note that basis
set convergence for the Karlsruhe series is more rapid for DFT than wave function methods,
even though these were parameterized with reference to all-electron HF computations.[313,
417]

Dual-space separable pseudopotentials. In plane wave contexts, it is advantageous to
develop PPs with optimal behavior in both real and reciprocal space. This provided the
impetus for Goedecker–Teter–Hutter (GTH) PPs.[138] The GTH local potential is obtained
by smearing the screened nuclear charge (Eq. 2.4) and adding this to a Gaussian-weighted
polynomial, and the non-local potential is given by

Vnl(r) =
∑
ℓ,m,i,j

Yℓ,m(r̂)pℓ,i(r)hi,jpℓ,j(r
′)Yℓ,m(r̂′), (2.22)

where Yℓ,m are the spherical harmonics, pℓ,i the Gaussian radial projector for angular mo-
mentum ℓ, and hi,j the expansion coefficients for the projectors. Though somewhat obscured
by the formalism, these potentials and their Fourier transforms both consist of Gaussian-
weighted polynomials, which is advantageous for computational and physical reasons.[138]
The parameters in GTH PPs are least-squares optimized to maximize agreement with all-
electron charge density and select (occupied and virtual) orbital energy eigenvalues, and
this was completed separately for LDA and BLYP functionals in the original publication.
Inclusion of relativistic effects results in Hartwigsen–Goedecker–Hutter (HGH) potentials,
which have been optimized with the LDA functional for all elements through Rn.[155] Ad-
ditional parameterizations have been reported for BLYP,[221] BP,[221] PBE[221, 259, 258],
B97M-rV,[248] and ωB97X-V[248] density functionals.

Projector augmented waves. The projector augmented wave (PAW) approach[42] is
conceptually similar to the PPs discussed above, in that it creates a partition between
core/valence electrons. Here, the pseudo total wave function ψ̃ is related to the AE wave
function ψ through a linear transformation, such that

|ψ⟩ =
∣∣∣ψ̃〉+

∑
i

(
|ϕi⟩ −

∣∣∣ϕ̃i

〉)〈
p̃i

∣∣∣ψ̃〉 , (2.23)

where ϕi and ϕ̃i are the partial waves and pseudo partial waves, respectively, and p̃i is a
projector onto the space of ϕ̃i.[42, 223] As in the case of PPs described above, the index i
specifies an atomic center and angular momentum quantum numbers (ℓ,m). The basis of ϕ̃i

functions is complete, such that the expansion in Eq. 2.23 is exact in the infinite limit.[42]
In practice, only one or two partial waves ϕ̃i are used for each set of angular momentum
quantum numbers.[139] These projectors are localized to a pre-defined core region,[42] and
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the size of this region impacts the accuracy of a computation considerable.[139] As above,
the partial wave expansion is fit to results from a particular AE method, and a number of
parameterizations have been reported.[145, 382]

2.1.2 Pseudopotential (in)consistency

Regardless of the details in form, each of the preceding PPs undergo some fit procedure
to achieve agreement with a particular set of all-electron computations. As a result, a PP
computation is only theoretically sound if it employs the same methods of electron exchange
and correlation as were used to paramaterize the PP.[427, 432] Indeed, much of the ground-
breaking work on PPs for chemical applications anticipated reparameterization with more
accurate correlation treatments in the future.[17, 157, 138] This has not, however, always
been the case, and errors associated with “inconsistent” use of PPs are well-documented.

It is somewhat common to acknowledge the lack of theoretical footing for inconsistent
PP use, but advocate this practice anyway on the basis of empirical results.[349, 427, 156,
357] These studies generally compare geometries and energetic properties for a few (<10)
small systems to all-electron results, and conclude that errors incurred by PPs are smaller
than those due to other approximations, like basis set truncation and inexact correlation
treatments. To be fair, there are certainly cases where inconsistency errors are quite small.
For instance, Ref. 349 provides mean absolute errors (MAEs) due to use of HF poten-
tials in DFT computations across six small transition metal complexes; these are 0.4 and
0.6 kcal mol−1 for S-VWN and B-LYP density functionals, respectively. However, this same
paper reports errors of −7.4 and −13.2 kcal mol−1 for binding energies of TiF4 and Ni(CO)4
when the S-VWN potential is used with B-LYP and presents these results as tolerable. Sim-
ilar patterns are present in the other cited sources, where good (even great) performance for
a small number of systems is extrapolated to justify inconsistent PP use broadly, despite the
fact that performance is not uniform.

Indeed, a number of other studies have reached the opposite conclusion, finding PP
reparameterization is necessary to achieve high fidelity to AE computations.[155, 96, 432,
387, 248] To take a recent instance, use of a PBE0 potential in lieu of a PBE one reduced
mean absolute relative PP errors from 8 to 4.5 % in comparison to all-electron results.[432]
This finding is consistent with other work that indicates methods that employ exact exchange
(HF, hybrid DFT) require PPs that incorporate these effects.[96, 387] Likewise, results from
Ref. 2 indicate that use of the SRSC potential (fit to HF results[225]) in DFT computations
results in inconsistency MAEs ranging from about 1–15 kcal mol−1 for lanthanide complexes,
depending on the density functional. Additionally, previous work from some of us found
that use of the GTH-PBE[138, 221] in B97M-rV and ωB97X-V computations incurred mean
absolute PP errors of 5.1 and 4.6 kcal mol−1 for binding energies of the first-row transition
metal monocarbonyls.[248] Parameterization of new GTH potentials for these functionals
reduced these MAEs to 3.5 and 2.4 kcal mol−1, respectively.

Despite the long-time recognition of theoretical and practical limitations of inconsistent
PP use, systematic exploration of this issue is all-but-absent from the literature. Commend-
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able work from Borlido, et al. examined inconsistent use of PAW potentials for determination
of band gaps for 473 materials with a variety of common density functionals.[47] These re-
searchers found that inconsistent use of PPs increased errors at least three-fold relative to
consistent computations, but that these generally incurred MAEs of around 0.1 eV, which
are argued to be tolerable in solid state contexts. Even so, errors for individual systems
yawned to multiple eV in some instances, and problematic cases could not be identified in
any predictable way.[47]

Studies of similar scope for PP consistency errors in properties of chemical interest have
not been reported, even as use of PPs in these contexts expand, particularly in ab initio
molecular dynamics where PPs may be applied to all atoms[406, 212, 227, 254] As discussed
above, select results in this domain are mixed, making broad recommendations for prac-
tice difficult. In the present work, we address this by evaluating PP inconsistency errors
incurred for HF and various forms of the density functional approximation (DFA), includ-
ing local density approximations, generalized gradient approximations (GGAs), meta-GGAs,
and hybrids. We evaluate these errors for fit-CRENBL, SRLC, def2-ECP, GTH-PBE, and
PAW-PBE potentials across a diverse set of 196 benchmark energies, including atomization
energies for main group elements, non-bonded interactions, and both barrier heights and
reaction energies for transition metal dimers and organometallic complexes. These DFAs,
PPs, and data sets are described in Section 2.2, and results are presented in each of the
subsequent sections.

2.2 Methods

Pseudopotential (PP) errors, including inconsistency errors, were determined in reference
to all-electron results across a variety of exchange and correlation methods. We report
these errors for three diverse benchmark datasets, described in Section 2.2.1. In order to
include a breadth of the PP classes described above, we have employed a number of different
electronic structure codes. Essential aspects of each of these computations can be found in
Section 2.2.2. For systems involving transition metals, we include scalar relativistic effects
through the exact two-component (X2C) framework, [91] which we briefly describe in Section
2.2.3.

2.2.1 Benchmark datasets

Performance was evaluated across a diverse collection of benchmark datasets representing
the broad range of interactions relevant to complex chemical systems. Non-bonded inter-
actions were represented by the S22 set of non-covalent dimers, which include a range of
intermolecular forces, including hydrogen bonds.[196] The W4-11 set of 140 total atomiza-
tion energies for small first- and second-row molecules and radicals was used to evaluate
performance on main group (MG) thermochemistry.[202] Finally, PP performance for tran-
sition metal (TM) chemistry was evaluated using the TMC34 set,[68] which is comprised of
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Elements def2-ECPa fit-CRENBLb SRLCc GTHd PAWe

B–F – [He] [He] [He] [He]
Al–Cl – [Ne] [Ne] [Ne] [Ne]
Sc–V – [Ne] [Ar] [Ne] [Ne]
Cr–Mn – [Ne] [Ar] [Ne] [Ne] + 3s

Fe – [Ne] [Ar] [Ne] [Ar]
Cu–Zn – [Ne] [Ar] [Ar] [Ar]
Y–Mo [Ar] + 3d [Ar] + 3d – [Ar] + 3d [Ar] + 3d
Tc–Rh [Ar] + 3d [Ar] + 3d – [Ar] + 3d [Ar] + 3d + 4s
Pd [Ar] + 3d [Ar] + 3d – [Ar] + 3d [Kr]

Ag–Cd [Ar] + 3d [Ar] + 3d – [Kr] [Kr]
Hf–Ta [Kr] + 4d + 4f [Kr] + 4d + 4f – [Kr] + 4d + 4f [Kr] + 4d + 4f + 5s
W [Kr] + 4d + 4f [Kr] + 4d + 4f – [Kr] + 4d + 4f [Kr] + 4d + 4f

Re–Pt [Kr] + 4d + 4f [Kr] + 4d + 4f – [Kr] + 4d + 4f [Xe] + 4f
Au–Hg [Kr] + 4d + 4f [Kr] + 4d + 4f – [Xe] + 4f [Xe] + 4f

a Ref. 8
b Refs. 300, 182, 231, 346, 278
c Ref. 37
d Refs. 138, 155
e Ref. 223

Table 2.1: Core size for each of five pseudopotentials included in this study across all relevant
elements. Highlighted blocks correspond to successive rows of the periodict table.

three subsets: (a) the TMD10 set of first-row TM dimers with MG elements,[283] (b) the
MOR13 set of metal-organic reaction energies for TM complexes,[67] and (c) the TMB11 set
of TM barrier heights for reactions in second- and third-row TM complexes.[201, 384, 383,
176, 101]

2.2.2 Computational details

Pseudopotential (PP) errors were evaluated in comparison to all-electron (AE) computa-
tions across a variety PPs, including def2-ECP,[8] fit-CRENBL,[300, 182, 231, 346, 278]
SRLC,[126, 37] PAW-PBE,[42, 223] and GTH-PBE.[138, 155, 221] Core sizes for each of
these PPs are found in Table 2.1, and further descriptions in Section 2.1.1, above. We
study the use of these PPs in conjunction with different electron exchange and correlation
methods, including Hartree–Fock (HF) theory,[345, 149, 324, 38] and five density functional
approximations (DFAs): LDA[413], PBE[309], SCAN[381], B97M-rV[271, 273], and ωB97X-
V[269]. For computations involving transition metals, scalar relativistic effects were included
through the X2C procedure[91] (Section 2.2.3).

Computations for all-electron results as well as the def2-ECP, fit-CRENBL, and SRLC
PPs were obtained using the Q-Chem computational chemistry package.[361] These compu-
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All-Electron S22 W4-11 TMC34
BSIE Ref. def2-QZVPPD def2-QZVPPD def2-QZVPPD
PP Ref. def2-QZVPPD def2-QZVPPD TZVPPall (+X2C)
Truncated basis def2-TZVPPD def2-TZVPP def2-TZVPP

Pseudopotential S22 W4-11 TMC34
fit-CRENBL def2-QZVPPD def2-QZVPPD def2-TZVPP
SRLC def2-QZVPPD def2-QZVPPD –
GTH-PBE – TZV2P TZV2P
PAW-PBE – 1000 eV 1000 eV

Table 2.2: Basis set and pseudopotential combinations used for various computations in this
work. Citations for each basis set are found in text. For the TMC34 BSIE results, onlt the
TMD10 subset was considered.

tations employed one of the def2-TZVPP, def2-TZVPPD, or def2-QZVPPD basis sets,[420,
417, 336] as indicated in Table 2.2 and the discussion below. Unrestricted reference states
were employed, and stability analysis was used to ensure that minimum energy states were
obtained. Fine (99,590) Lebedev integration grids were used to evaluate integrals of the
exchange-correlation (XC) functional.[237, 236] Energy convergence thresholds of at most
1×10−8 a.u. were used to terminate self-consistent field (SCF) iterations, though more strin-
gent convergences of 1 × 10−10 a.u. were obtained in the majority of cases. In troublesome
systems, explicit excitations into the valence space resulted in lower energy solutions; this
procedure was used as necessary to ensure energy comparisons relied on the same electronic
state.

Results for PBE and B97M-rV computations with Goedecker–Teter–Hutter (GTH) po-
tentials[138, 155] optimized for PBE[221] and B97M-rV[248] were obtained using the CP2K
code[409, 255, 183], in combination with the molecular optimized (MOLOPT) TZV2P basis
set[408]. Kohn-Sham orbitals were optimized using the orbital transformation method[407]
for molecules or using the traditional diagonalization approach for metal atoms. Computa-
tions were performed using a box size of 20 Å × 20 Å × 20 Å, and the energy cutoff was set
at 800 Ry for the calculation of electrostatic energy terms. SCF iterations were taken to be
converged when energy changes were smaller than 1× 10−6 a.u..

Finally, VASP[222, 145] was used for PAW-PBE results, obtained with the plane wave
(PW) basis set cutoffs indicated in Table 2.2. All calculations were performed at the gamma
point with Gaussian smearing using a width of 0.03 eV. Calculations were performed with 12
Å of vacuum between periodic images. For charged systems, we include monopole and dipole
corrections to the energy to avoid spurious interaction between charged periodic replicas.
We include non-spherical contributions to the gradient correction inside the PAW spheres
(LASPH = True) and an additional support grid for the augmentation charges (ADDGRID
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Figure 2.1: Basis set incompleteness error (BSIE) for all-electron def2-TZVPP results is
within chemical accuracy for most systems: (a) BSIE relative to interaction energy indicates
small errors across system size and (b) base-ten logarithm of magnitude of BSIE shows most
errors are in the 0.1–1 kcal mol−1 range. Chemical accuracy is achieved by points within the
gray band in panel (a) and below the gray line in panel (b). (c) Root-mean-squared BSIE
satisfies chemical accuracy across methods for the S22, W4-11, and TMD10 data sets, except
HF for W4-11, where large errors for FOO and ClOO dominate. Omission of these species
lowers HF RMSE to 1.0 kcal mol−1.

= True), and do not use symmetry (ISYM = 0). The energy convergence criterion was
2.721 14 × 10−9 eV (1 × 10−10 a.u.) for SCAN and PBE functionals and 2.721 14 × 10−8 eV
(1 × 10−9 a.u.) for HF and B97M-rV functionals, with the exception of a few difficult to
converge systems. 111 b2 W4-11 with B97M-rV has is converged to 1×10−8 a.u., TMD12 Co
with SCAN is converged to 1 × 10−9 a.u.. Basis set convergence studies suggest basis set
errors are <1 kcal mol−1 for individual molecules and <0.5 kcal mol−1 for all reaction energies,
with most systems exhibiting errors lower than those upper bounds.

Throughout this study, PP performance is evaluated in reference to all-electron basis set
incompleteness errors (BSIEs), as has been suggested by other authors.[138] In all cases,
energies obtained with the def2-QZVPPD basis set were taken as good approximations to
the complete basis set (CBS) limit.[417, 336] In the majority of cases, the BSIE associated
with use of the def2-TZVPP set was determined as sets of this quality are generally used in
production computations.[417] The def2-TZVPPD set was used, however, for computations
on the S22 set, as diffuse functions are known to be important for accurate modeling of
non-covalent interactions.[302, 303] We do not report BSIEs for the TMB11 and MOR13
subsets of the TMC34, as def2-QZVPPD computations for these systems are intractable.



CHAPTER 2. PSEUDOPOTENTIAL INCONSISTENCY ERRORS 41

2.2.3 Relativistic effects for TMC34 benchmarks

All-electron scalar (i.e. spin-free) relativistic calculations were performed within the exact
two-component (X2C) framework.[256] The X2C model transforms the one-electron Hamil-
tonian by effectively incorporating information from the solutions of the four-component,
one-electron Dirac Hamiltonian.[110, 352, 249] Our implementation of X2C has been pre-
viously used to study core-spectroscopy of third period main group elements and first row
transition metals[91], where scalar relativistic roles are bound to play a m ajor role. A
possible limitation of our relativistic treatment concerns the handling of two-particle inter-
electronic interactions. Besides being described by a purely coulombic potential, these terms
are left unaltered within the simple X2C formalism. For core spectroscopy of transition
metals, lack of such effects, known as picture-change effects[352], can lead to large errors
in predicting excitation energy[91], but their effect should be minor for valence electrons in
first row transition metals and our X2C approach should be adequate for these systems[73].
The same convergence criteria and DFT quadrature grids used in the PP calculations were
employed in the all-electron X2C counterparts. For the X2C calculations, the decontracted
x2c-TZVPPall basis set [323] was used for all elements. This basis set was specifically de-
signed to be consistent with the the def2 family of basis sets and provides all-electron support
for heavy elements whose cores are usually replaced by PPs. Therefore, our all-electron X2C
results allow for a straightforward assessment of PP errors for some transition metal com-
plexes.

Results and discussion

2.3 The scale of basis set incompleteness error

The importance of pseudopotential errors (PPEs) in a given calculation should be measured
against the scale of other errors in the methodology. It is commonly argued that PPEs are
smaller than basis set incompleteness errors (BSIEs)[138] and/or density functional errors
(DFEs),[349, 138, 357] and therefore PPEs may be safely ignored. Previous studies have
benchmarked DFEs across a range of interactions (cf. Mardirossian and Head-Gordon[272]
and citations therein), and we do not repeat this work here. We do, however, report BSIEs
across the present data sets and for each of the present DFAs as a reference point for later
discussion of PP errors in these same systems.

Across all of the present systems, def2-TZVPP BSIEs are generally within the bounds
of chemical accuracy (<1 kcal mol−1), regardless of the density functional and the system
(Figure 2.1[a]). The logarithm of these BSIEs (Figure 2.1[b]) provides a fuller picture of
these data, indicating that the majority of errors fall within the 0.1–1 kcal mol−1 range,
though even higher accuracy is achieved for many systems. The slight positive slope of the
data in Figure 2.1(a) indicates that BSIE varies only slowly with the interaction size, such
that chemical accuracy in the BSIEs obtains even for systems with very large transformation
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energies. The logarithm plot (Figure 2.1[b]) highlights this structure even more clearly, as
seen in the slope of the lower edge of accuracy as we vary the system size.

Summary statistics for BSIEs in these systems are also encouraging across each data
set, although as is well known, performance varies considerably from one type of energy
difference (and thus one kind of data set) to another (Figure 2.1[c]). Due to favorable error
cancellation, BSIEs are generally small for the non-bonded interactions in the S22 set, with
RMS errors ≤0.2 kcal mol−1 for all density functionals. BSIEs are statistically larger for
the W4-11 and TMD10 sets, which contain total atomization energies for small main group
molecules and first-row transition metal dimers, respectively. Across these results, only HF
for the W4-11 fails to achieve chemical accuracy in the BSIEs, and poor performance for
two species (FOO and ClOO) dominates this error. Omission of these entries results in
an adjusted RMS error of 1.0 kcal mol−1, still slightly larger than BSIEs for the DFAs. In
general, HF energies converge more slowly than DFT ones with the Karlsruhe basis sets,[313,
417] so this is unsurprising.

For present purposes, these results define what we consider a tolerable PP error, i.e. one
that is smaller than the BSIEs in similar systems. In what follows, we evaluate PP errors for
these systems using the BSIE benchmark in conjunction with reference to previous results
for DFA performance. As seen for the BSIEs, pseudopotential performance is also expected
to vary depending upon how well errors cancel in evaluating energy differences. We shall see
below that PP errors range from fractions to tens of kcal mol−1.

2.4 The good: Barrier heights and non-bonded

interactions

The systems in the S22 set were used in order to assess the validity of common pseudopoten-
tial approximations in the context of non-bonded interactions. The benchmarks in this set
correspond to the dimerization energy of organic monomers, with computed interaction en-
ergies ranging from −0.5–21 kcal mol−1.[196] Pseudopotential errors were evaluated relative
to all-electron def2-QZVPPD calculations for the fit-CRENBL and SRLC potentials with
the same basis set.

As seen in Figure 2.2, PP errors for both fit-CRENBL and SRLC are below the limits of
chemical accuracy for all systems in the S22 across all DFAs in this study. These deviations
are size-extensive in the magnitude of the interaction, as demonstrated by the clear linearity
in the errors. Overall, the methods and systems in Figure 2.2 exhibit average relative errors
of about 1–3 %. The largest absolute errors therefore occur in systems with the highest
dimerization energies, here the formic acid dimer, the formamide dimer, and the uracil
dimer, each of which possess two hydrogen bonds. Still, even the largest absolute error of
−0.66 kcal mol−1 (formic acid dimer, ωB97X-V) is only 3 % of the interaction energy and
tolerably small in almost all circumstances.

In addition to being small in absolute terms, fit-CRENBL and SRLC errors are smaller
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Figure 2.2: Pseudopotential errors (kcal mol−1) for the S22 dataset of intermolecular interac-
tions versus the value of the interaction energy. The errors are defined as deviations between
(left) fit-CRENBL/def2-QZVPPD and (right) SRLC/def2-QVZVPPD PP calculations rela-
tive to all-electron calculations, for each of the 6 DFAs listed. Errors for all data points are
within the chemical accuracy threshold of 1 kcal mol−1, and vary linearly with the size of the
interaction.

than BSIEs for 67 and 59 % of the S22 systems, respectively. Given the size of both types of
errors, failures in the DFA correlation scheme will tend to dictate overall model performance
for non-bonded interactions. While these results suggest a small degree of caution in systems
with extremely strong intermolecular forces, like those with multiple hydrogen bonds, they
lend general support to the use of the pseudopotential approximation in non-bonded contexts.

Barrier heights for the transition metal complex reactions of the TMB11 set also generally
exhibited small PP errors (Figure 2.3). Still, even here, differences in the quality of various
PPs emerges. The def2-ECP exhibits the strongest performance and transferability of all
considered PPs, with RMSEs around 0.5 kcal mol−1 for all DFAs. In part this is because
the def2-ECP is more conservative than the other PPs considered here: def2-ECP is all-
electron until the second-row transition metals (cf. Table 2.1). The barrier for Mo-catalyzed
splitting of a sulfonyl bond reaction represents a clear and single outlier for the HF/def2-
ECP combination, with an error of 9.8 kcal mol−1 error. If this point is omitted, HF/def2-
ECP exhibits the smallest RMSE of all functional/method combinations for the TMB set
(0.26 kcal mol−1). The GTH-PBE performs similarly well for PBE computations (RMSE =
0.45 kcal mol−1) and exhibits only a small transferability error resulting in a 0.77 kcal mol−1
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Figure 2.3: Pseudopotential errors [kcal/mol] for (a) def2-ECP, (b) fit-CRENBL, (c) GTH-
PBE, and (d) PAW-PBE for the TMC34 data set of transition metal containing energy
changes. TMC34 contains 3 subsets: barrier heights (TMB; crosses), reaction energies
(MOR; circles) and dimer bond strengths (TMD; diamonds). Errors generally increase from
TMB to MOR to TMD. Gray bands correspond to chemical accuracy of ±1 kcal mol−1. Out-
liers and other aspects of the data are discussed in the text.

RMSE upon removal of the same sulfonyl splitting reaction barrier discussed above, which
is problematic here as well.

TMB 11 results for the PAW-PBE potential as implemented in VASP are more mixed. If
charged systems are omitted, PP errors are in line with the values discussed in the preceding
paragraph, with RMSEs of 0.55 and 0.60 kcal mol−1 for the PBE and SCAN functionals,
respectively. Barrier heights for charged systems are abysmal, shown as the clear outliers
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in Figure 2.3(d), but this represents a known challenge for periodic codes,[293, 261] and
is not an indictment of the PAW-PBE potential. Finally, of results for the TMB11 set,
the fit-CRENBL potential exhibits the worst performance, with DFA-dependent RMS PP
errors of 0.8–1.2 kcal mol−1. Once again, Mo-catalyzed sulfonyl splitting exhibits the worst
performance for most DFAs, and its omission brings the overall statistics for fit-CRENBL
results within chemical accuracy.

Direct comparison to BSIE cannot be made for the TMB11 systems, as many of these
reaction complexes are large enough to prohibit near-CBS treatment with the def2-QZVPPD
basis. Still, once pathological cases are removed, chemical accuracy is achieved in the ma-
jority of cases for all of the DFA/PP combinations considered here. Performance of PPs on
transition metal reaction barrier heights and overall energies for non-bonded interactions are
similarly strong, and the present results lend support to the use of PPs in such applications.

2.5 The bad: Transition metal reaction energies

Pseudopotential performance degrades when moving from transition metal barrier heights to
overall reaction energies for similar systems. Within this category, we include the thermody-
namics for the MOR13 TM complex reactions and the dimerization energies of the TMD10.
The latter benchmark set is particularly well-suited for differentiating between different PPs,
as their performance varies greatly here.

As before, the def2-ECP and PAW-PBE potentials perform well for the MOR13 reaction
energies (Figure 2.3). DFA/def2-ECP RMSEs hover around chemical accuracy, ranging
from 0.9 kcal mol−1 for B97M-rV to 1.2 kcal mol−1 for SCAN. As in the TMB11 above, the
HF/def2-ECP error is dominated by a single outlier (Pd-catalyzed splitting of C2H6), and
omission of this point brings the RMSE for this methodology to 1.0 kcal mol−1 and does not
change the other def2-ECP results significantly. RMSEs for PAW-PBE are similar in overall
magnitude for the MOR13, at 1.2 and 1.0 kcal mol−1 for the PBE and SCAN functionals,
respectively. Perhaps more than any other result in this study, this demonstrates very good
transferability of the PAW-PBE potential as the overall error for SCAN is actually less than
that of its native PBE. Additionally, each of the def2-ECP and PAW-PBE potentials are
able to consistently capture the scalar relativistic effects associated with these systems as
approximated by our X2C calculations.

Neither the GTH-PBE nor fit-CRENBL potentials provide as reliable results as def2-
ECP or PAW-PBE for the MOR13 reactions. RMS PP errors for fit-CRENBL span 2.0–
3.7 kcal mol−1 depending on the method, and one cannot clearly attribute these discrepancies
to any single outlier (Figure 2.3[b]). Indeed, removal of the largest-error species does not
significantly improve the statistical picture for fit-CRENBL across any of the correlation
methods. Similar comments can be made for GTH-PBE (Figure 2.3[c]), where errors for
PBE and B97M-rV are 1.9 and 2.8 kcal mol−1, respectively. The increase in error magnitudes
from PBE to B97M-rV provides a first indication of the sensitivity of GTH potentials to
inconsistency errors, as has been noted elsewhere.[138, 155, 221, 248] Still, even when used
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Figure 2.4: Errors (kcal/mol) in the W4-11 total atomization energies relative to all-electron
def2-QZVPPD results. PP errors for each methodology are indicated by the left-hand side
of each violin. Inclusion of element-specific atomic corrections significantly improves perfor-
mance in all cases (right violins), indicating a large degree of systematic PP error. Violins
are decorated with root-mean-squared pseudpotential errors (RMSEs).

in conjunction with its parent PBE functional, this GTH potential exhibits errors outside of
chemical accuracy in all but four of the MOR13 systems. Unlike the treatment of non-bonded
interactions and barrier heights, where performance was relatively good for all PPs assessed,
the MOR13 subset discriminates between the PPs considered here, with fit-CRENBL and
GTH-PBE exhibiting consistently larger errors than def2-ECP and PAW-PBE.

Discrepancies in PP performance become larger in moving to the TMD10 set of dimer-
ization energies for first-row TM–X complexes, where X is a main group element. The
best results are obtained with PAW-PBE, where PP RMSEs are 1.2 and 1.4 kcal mol−1, re-
spectively, for PBE and SCAN (Figure 2.3[d]). While included in Figure 2.3(a), TMD10
performance is a poor metric for def2-ECP, as this potential is all-electron for the first-row
TM series. Thus def2-ECP errors are largely associated with neglect of relativistic effects,
rather than PP success or failure. Still, RMSEs ranging from 1.6–2.5 kcal mol−1 for def2-ECP
indicate that relativistic effects can be significant even in these systems.

GTH-PBE and fit-CRENBL errors are troubling in these systems. For the latter, RM-
SEs range from 2.3 kcal mol−1 for SCAN to 5.0 kcal mol−1 for B97M-rV, and a number of
individual fit-CRENBL TMD10 predictions err by over 5 kcal mol−1 for each of the tested
DFAs. For GTH-PBE, a 3.5 kcal mol−1 RMSE for the PBE functional indicates an apparent
inadequacy of the GTH procedure, resulting in errors up to 6 kcal mol−1 (for MnBr), afford-
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Table 2.3: Root-mean-squared errors (RMSEs) of W4-11 total atomization energies for basis
set and effective core potential combinations relative to def2-QZVPPD (def2-ECP) results
across a representative set of density functionals with and without pseudopotential and HF
density corrections applied [kcal/mol]. Least-squares energy corrections for each atom result
in significant improvement for PP inconsistency errors.

PP Basis HF LDA PBE SCAN B97M-rV ωB97X-V
Uncorrected results
def2-ECP def2-TZVPP 1.74 0.87 0.81 0.89 0.89 0. 85
fit-CRENBL def2-QZVPPD 2.00 15.01 11.99 17.25 27.06 2.42
SRLC def2-QZVPPD 2.51 14.28 11.49 16.94 26.86 2.46
GTH-PBE TZV2P – – 13.19 – 26.13 –
PAW-PBE PW (1000 eV) 9.82 – 2.40 2.07 2.77 –

With least-squares atomic energy corrections
fit-CRENBL def2-QZVPPD 1.49 1.92 1.37 2.09 3.28 1.15
SRLC def2-QZVPPD 2.02 2.14 1.51 2.57 1.80 1.59
GTH-PBE TZV2P – – 2.22 – 3.07 –
PAW-PBE PW (1000 eV) 5.50 – 0.98 1.45 1.75 –

ing an RMSE of 3.5 kcal mol−1. Transferability errors further plague B97M-rV/GTH-PBE
computations, where the smallest PP error is −2 kcal mol−1, and over half of these TMD10
errors are in excess of 8 kcal mol−1. Refitting GTH potentials for each density functional is
therefore necessary but by no means sufficient for obtaining high fidelity results relative to
AE computations.

Prediction of dimerization energies between TM and MG atoms therefore represents a
challenging problem for PPs, and differences in performance between PAW and GTH/fit-
CRENBL are notable. Thus, while PPs introduce few errors for barrier heights of TM
complexes and relatively small errors for MOR13 reaction energies, atomization energies
present significant challenges for some of the most common types of PPs.

2.6 The ugly: Main-group bond breaking

Pseudopotential errors in dimerization energies for the TMD10 portend further trouble for
evaluation of main group atomization eneriges like those of the W4-11 set.[202] Errors for
these systems turn out to exhibit an extremely strong dependence on the density functional,
with startling error distributions in some cases (Figure 2.4).

Once again, out-of-the-box treatments using the PAW-PBE PP provide most consistently
reliable treatment for these systems, with RMSEs of 2.1–2.8 kcal mol−1 for the SCAN, PBE,
and B97M-rV DFAs. The greatest range of performance for the W4-11 atomization energies
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is found in fit-CRENBL, where PP RMSEs for HF and ωB97X-V are 2.0 and 2.4 kcal mol−1.
Meanwhile, fit-CRENBL errors are unacceptably large for each of the other four DFAs (Fig-
ure 2.4). For each of SCAN, B97M-rV, and LDA, PP errors are in excess of 1 kcal mol−1 for
over 95 % of the W4-11 systems. Furthermore, PP errors are larger than def2-TZVPP BSIEs
in at least 97 % for each of these three DFAs, as well as PBE. Hence, the general assump-
tion that PP errors are small relative to other computational approximations[349, 155, 357]
clearly does not hold here. The difference with ωB97X-V and HF, where about 45 % and
60 % of energies are within chemical accuracy of AE results, is striking, potentially pointing
to the importance of exact exchange in the fitting of PPs. This could also explain the larger
PAW-PBE errors for HF relative to the tested DFAs. Error distributions for the GTH-PBE
approximation in PBE and B97M-rV computations are similar to those for fit-CRENBL: PP
errors are significant for both DFAs, but the potential is particularly ill-suited for use with
B97M-rV.

Since atomization energies reflect changes in electronic environment between molecules
and atoms, it is possible that a significant part of these large errors can be corrected on an
atom-by-atom basis. Indeed, at least one previous report on similar datasets has advocated
for atomic correction schemes to ameliorate PP errors in these systems.[422] We define atomic
corrections δEX for atom X, according to

E ′
X = EX + δEX, (2.24)

where EX is the uncorrected energy for atom X. Corrections for each DFA/PP pair were
optimized by multiple linear regression to minimize the RMSE of the W4-11 and used to
recompute TAEs for this set. The errors for corrected PPs are represented by the right-
hand distributions of each violin in Figure 2.4, indicating that significant reductions in PP
errors are achieved through atomic corrections. Once corrected, nearly uniform performance
across all DFA/PP pairs is achieved, and error distributions are roughly normal. These
atomic corrections are specifically fit to the W4-11 set, and we do not necessarily recommend
their wide use in other systems without further validation. Nevertheless, the success of this
approach indicates that the most egregious errors in atomization energies for unmodified
PPs are highly systematic, and simple correction schemes can correct for this in native and
transferred use of PPs.

While element-specific corrections are clearly valuable for atomization energies, these are
not directly applicable to more general types of reaction energies. This highlights the need
for more universal correction schemes for PPs. Others have successfully employed non-linear
core corrections (NLCCs) to reduce PPEs (though not necessarily PP inconsistency errors)
in similar systems,[422] and we are currently exploring their use in these systems.

2.7 Summary and conclusions

The preceding sections have demonstrated that PP errors and PP inconsistency errors are
not evenly distributed across all types of molecular energy differences. In particular, we find
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it helpful to divide these into three categories:

• The Good. These are cases where PP errors are minimal relative to this introduced
by other approximations in the computation and/or achieve chemical accuracy. They
include non-bonded interactions (like S22 systems[196]) and barrier heights for organo-
metallic reactions (like TMB11 systems[201, 384, 383, 176, 101, 68]). There are select
cases where PP errors are greater than 1 kcal mol−1 for TMB11 predictions, but even
the worst of these is about 5 kcal mol−1, and errors are much smaller in a statistical
sense.

• The Bad. Here we include systems where PP errors are significant for enough systems
that chemical accuracy is not achieved statistically. We find this to be the case for
transition metal reaction[68, 67]and dimerization[68, 283]energies for most of the classes
of PPs studied herein. PAW-PBE and def2-ECP RMS PP errors hover right around
1 kcal mol−1, but errors and inconsistency errors for fit-CRENBL and GTH-PBE are
2–3 times this large.

• The Ugly. For breaking of main group bonds (the W4-11 systems[202]), PP inconsis-
tency errors can be strikingly bad. The difference between consistent and inconsistent
PP use is most striking for the fit-CRENBL potential, whereas GTH potentials result
in significant errors regardless of the consistency of the protocol. The PAW-PBE po-
tentials as implemented in VASP exhibit the best performance out of the box, and
only with use in HF do errors become notable.

Overall, we find that inconsistent use of PPs represents an often overlooked but poten-
tially serious source of error in modern DFT computations. Based on a relatively small
set of results, previous authors have argued that these errors are “much smaller than the
errors...introduced by incomplete basis sets”[155] or that “error inherent in the in the (ab
initio) electron correlation or density functional procedure is almost always larger than the
error produced by the pseudopotential approximation.”[357] However, the results presented
here indicate that there are many contexts where these conclusions are simply not true.
Particular care should be taken when PPs are used in circumstances that break main group
bonds, and potentials like def2-ECP, where elements in the first three rows of the periodic
table are all-electron, are strongly recommended where possible.

This work has additional implications for the development of PPs and even density func-
tionals. First, results on the W4-11 set indicate that PP inconsistency errors for atomization
energies are extremely systematic, and a single energy correction for each atom can remove
them almost entirely. Others have come to similar conclusions.[422] There may also be
scope for development of generalizations of this approach that permit application to classes
of chemical energy differences beyond atomization energies.

However, it is more desirable to instead pursue corrections to the PP formalism itself.
Non-linear core corrections (NLCCs) represent one possible path forward,[422, 139] and we
are exploring their use in the mitigating inconsistency errors.
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Additionally, the results of this study indicate that PP inconsistency errors do not plague
all DFAs equally. Specifically, the B97M-rV meta-GGA seems to be particularly susceptible
to PP errors. We have not explored the reason for this, but it is possible that the excellent
performance of this functional for main group thermochemistry[271, 273] is accompanied by
greater sensitivity to the representation of the density. More broadly, differential inconsis-
tency errors between DFAs suggests the possibility that performance in PP calculations be
considered in the course of future DFA design; this would be relatively straightforward by
including energy differences evaluated with and without use of PPs in training, validation
and test sets.
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Chapter 3

Energy decomposition analysis
determines driving forces behind
frequency shifts in transition metal
monocarbonyls

This chapter is reproduced from Ref. 347 with permission from the PCCP owner societies.

Transition metal carbonyls possess historical and contemporary interest across a broad
range of chemical disciplines. These compounds served as an early and paradigmatic example
of synergistic charge transfer interactions in transition metal complexes, and their study
elucidates many of the general features of transition metal chemistry.[83] Furthermore, the
interaction between transition metals and carbon monoxide (CO) is a critical feature of
interactions in catalytic systems.[144, 355, 314] Transition metal chemistry is also regarded as
a final frontier in modern electronic structure theory. Computationally tractable methods can
now yield reasonable predictions for select transition metal systems, though many difficulties
remain.[344, 85, 376, 377, 101, 68] Hence, theoretical study of metal carbonyls serves as a test
for state of the art of computational chemistry. Though among the simplest transition-metal
systems, controversy has surrounded the electronic structure of bonding in metal carbonyls,
and a variety of models have been proposed to explain the properties of these compounds.

3.0.1 The Dewar–Chatt–Duncanson Model

The Dewar–Chatt–Duncanson (DCD) model,[98, 72] originally proposed for metal-olefin sys-
tems, is frequently invoked to explain aspects of bonding in molecular metal carbonyls.[167,
366, 33, 443, 3, 26, 276, 319, 45, 120, 92, 386, 260, 121, 100, 441, 181, 321, 423, 220, 341, 51,
343, 430, 424, 267] Within this model, two types of orbital interactions give rise to the bond
between the metal atom (M) and CO: (1) electron donation from the slightly antibonding
CO 5σ-orbital into unoccupied M orbitals of appropriate symmetry (Figure 3.1a) and (2)
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Figure 3.1: Dominant orbital interactions in the Dewar–Chatt–Duncanson model of metal-
carbonyl binding: (a) forward donation from the CO σ orbital into unoccupied metal orbitals
of appropriate symmetry (in this case 3dz2); (b) back donation from occupied metal d orbitals
(here, 3dxz) into the unoccupied CO π∗ orbital. Orbitals pictured here obtained using COVP
analysis on VCO– .

electron donation from occupied M orbitals into the unoccupied 2π∗-orbital on CO (Figure
3.1b). These interactions are variously referred to as forward- and back-donation or σ- and
π-donation, respectively; we use these terms interchangeably throughout. While both modes
of donation are understood to stabilize the MCO complex energetically, they are thought
to give rise to competing effects in the properties of the CO adsorbate: the loss of electron
density from the (slightly antibonding) 5σ-orbital strengthens the CO bond, decreasing its
bond length (rCO) and increasing its vibrational frequency (υCO), while donation into the
2π∗-orbital weakens this bond, leading to an increase in rCO and a decrease in υCO. Hence,
the DCD model provides a possible, charge-transfer-based explanation for differences in ob-
served CO vibrational frequencies across metal carbonyls in terms of the relative importance
of forward- and back-donation in a particular system.

Despite its continued popularity, shortcomings of the DCD model have been well- docu-
mented, particularly as it concerns the properties of the C−O bond in the complex, which are
evidenced by υCO. While the DCD model has enjoyed success describing trends in metal car-
bonyls with red-shifted values of υCO upon binding,[366, 120, 386, 441] its use in explaining
υCO blue shifts is questionable. Explanations in terms of donation from the slightly anti-
bonding 5σ-orbital once seemed plausible,[168, 386] but subsequent computational studies
indicated that electrostatic and polarization effects drive υCO blue shifts in metal carbonyls,
if they are present.[141, 260] As it concerns the complex binding energy (∆Ebind), vari-
ous studies have indicated that electrostatics, orbital polarization, forward-donation, and
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back-donation can all play determining roles depending on the system.[33, 120, 386] Recent
experimental accounts of transition metal carbonyls draw on this body of literature to make
qualitative explanations of binding phenomena based on both electrostatic effects and orbital
interactions.[341, 51, 343]

3.0.2 Alternative Pictures of M−CO Bonds

More detailed quantification of these physical effects in various systems aids in understanding
the nature of the metal–carbonyl bond in more complicated and experimentally relevant
systems. Previous approaches to this problem can be divided into two broad categories.
Some have analyzed computed bond orders and charge migration to evaluate the roles of
forward- and back-donation in complexes,[168, 167, 191, 122, 19, 141, 220, 92, 386, 260,
32, 27] while others track complex binding energies to evaluate the importance of various
physical components to the overall M−CO bond.[18, 19, 33, 31, 45, 229, 95, 100] These two
approaches have led to a variety of different conclusions regarding the forces that bind metal
carbonyls.

Studies into charge and bond migration in metal carbonyls have typically focused on
determining the relative importance of σ- and π-donation in stabilizing metal carbonyls,
though no consensus has been reached. Most of this controversy has surrounded the question
of whether and to what extent σ-donation contributes to the bond energies and C−O bond
properties in metal carbonyls. Early computational studies on select species have indicated
that σ-donation is essential to bond formation,[168, 167, 191, 122] while others suggest it is
essentially non-existent.[141, 220] Comparative studies across a number of species have been
particularly illumining in this respect. The charge decomposition analysis (CDA) studies of
Frenking et al.[92, 386, 260] indicated σ-donation is always more significant than π-donation
for stabilization of the M−CO bond, and that the relative importance of π-donation decreases
from anionic to neutral to cationic systems. They also emphasized the importance of orbital
polarization in stabilizing metal carbonyls regardless of charge,[386] and for effecting blue
shifts in υCO for cationic systems.[260]. On the basis of their Mulliken population analyses,
Barnes, Bauschlicher, and coworkers have also argued that π-donation plays a minimal role
in cationic metal carbonyls, where electrostatic and polarization effects tend to dominate
the interaction.[32, 27] Others have put forward similar arguments.[220]

The description of metal–carbonyl bonding that has emerged from energy decomposition
analysis (EDA), constrained space orbital variation (CSOV),[18] as well as other approaches
for analysis of M−CO binding energies is somewhat different. All of these methods pro-
ceed by running constrained computations on metal carbonyls and analyzing the changes in
∆Ebind as various constraints are removed. CSOV studies of a variety of metal carbonyls
by Bagus, Bauschlicher, et al.[18, 19, 33] indicated that π-donation and metal orbital po-
larization each contributed to binding energies more significantly than σ-donation in most
cases, though they found σ- and π-donation to be on the same order in Fe(CO)6.[31] Other
results have indicated that σ-electrons contribute the lion’s share of the bonding energy be-
tween an Fe cluster and CO.[45] Similarly, a series of Morokuma EDA[285, 286] studies of
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Cr(CO)6 indicated electrostatics drive bonding through penetration of CO 5σ-electrons into
the Cr valence space, though orbital polarization and π-donation were also found to be im-
portant.[229, 95] Another EDA study found that complex charge (paradoxically) promotes
bond covalency, that σ-donation dominates cations, and that the importance of π-donation
increases as a species becomes more anionic.[100] This is in contrast with previous results
that suggested certain cationic metal carbonyls are bound by electrostatics.[30, 276, 27, 411]

While the preceding literature survey has focused on molecular metal carbonyls, a brief
discussion of current models of the interaction between extended metal systems and CO
helps to situate this work within a broader context. Much as the DCD model serves as a
paradigm for molecular metal carbonyls, the Blyholder model[44, 43] provides the basis for
understanding the metal-carbonyl interaction in extended systems. This model is similar
to the DCD model in content, explaining the M−CO bond in terms of charge transfer,
although only π-donation was considered in its original formulations. Subsequent studies
have expanded upon and refined the Blyholder model, indicating that orbital polarization,
σ-donation, and π-donation all seem to play important roles in the formation of M−CO
bonds and shifts in υCO.[294, 314, 129] Suffice it to say, similar interactions promote the
formation of M−CO bonds whether the metal in question is a single atom or an extended
surface; in both system classes, the relative importance of these interactions is contested.

Taken together, the extant computational literature indicates that electrostatics, orbital
polarization, σ-donation, and π-donation can all contribute significantly to binding in metal
carbonyls, although the interplay between these features is subtle, depending on the sys-
tem of interest and the computational methods employed. Most of this literature focuses
on understanding contributions to electronic binding energies of these complexes. Still, the
properties of the C−O bond are frequently discussed as well, and these are typically inferred
on the basis of the ∆Ebind decomposition. If a given component of the physics is the ma-
jor contribution to ∆Ebind, it is assumed to also drive shifts in υCO. Such an analysis is
problematic because C−O bond properties do not correlate well with ∆Ebind. In particular
the magnitude of υCO has been shown to vary independently of that of ∆Ebind.[119, 386,
403] Only a few direct investigations into the sources of C−O properties in metal carbonyls
have been completed.[141, 260, 21] The largest two of these focused on cationic systems,
indicating that electrostatic and polarization effects, rather than σ-donation as suggested
by the DCD model, drive blue shifts in υCO.[141, 260] Beyond these, a comprehensive and
direct investigation into the properties of the C−O bond in metal carbonyls is absent from
the literature.

3.0.3 Scope of the Current Study

Our primary purpose is to provide a coherent model of υCO shifts in molecular metal car-
bonyls. This is a vast topic, and we choose to limit the scope of our investigation to metal
monocarbonyls (MCOs). Relative to polycarbonyls, which have also been the subject of
much research, MCOs carry two major advantages for our purposes: (1) these systems bet-
ter approximate the metal surface–CO interaction relevant to heterogeneous catalysis[44, 18,
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33, 144] and (2) the smaller size of MCOs admits the use of more sophisticated electronic
structure methods.

Still, even limited to three-atom MCO systems, computational modeling of transition
metal chemistry proves formidable with density functional theory (DFT).[85] It was therefore
important to select MCO systems expected to possess relatively straightforward electronic
structure. Furthermore, because the effects of overall charge bear significantly on vibrational
frequency shifts in these systems,[441] we consider isoelectronic series of anionic, neutral, and
cationic complexes. With these two concerns in mind we have modeled the MCO complexes
of all first-row atoms and ions that are expected to have a low-lying configuration with either
a half- or completely-filled 3d-shell. This includes the neutral complexes of V, Cr, Mn, Ni,
Cu, and Zn, as well as the singly ionized systems that are isoelectronic to them. We did
not consider GaCO+ even though it is isoelectronic with CuCO– and ZnCO, as Ga is not a
transition metal.

We analyze the properties of the C−O bond in these systems using the adiabatic EDA
approach of Head-Gordon and coworkers,[266, 267] discussed in more detail in Section 3.1.2
below. This EDA scheme differs from the Morokuma[285, 286] methods discussed above in
that it is fully variational, allowing for geometry optimizations and harmonic vibrational
frequency computations at each stage in the decomposition. The CSOV method,[18] allows
for variational decomposition of fragment polarization and charge transfer, but can exhibit
non-additivity and can require multiple iterations to approach a self-consistent result.[33] As
demonstrated by Bagus and Pacchioni for CO adsorbed to Au clusters, the CSOV method
can be used to decompose ∆υCO directly,[21] though most previous uses of EDA schemes,
including CSOV, did not analyze the properties of CO in these complexes.[33, 45, 100, 19,
18, 31, 229, 30] In the case of Ref. 21, υCO was analyzed by fixing the M−CO distance before
constructing potential energy curves as a function of rCO that could be used to approximate
υCO, leading to discrepancies between their decomposition analysis and the frequency shift
they determined through unconstrained computations. In contrast to these methods, we
are able to determine normal modes for MCOs through diagonalization of the full Hessian
matrix at each stage in our decomposition. This leads to a more physically meaningful and
direct analysis of ∆υCO in the systems of interest.

The remainder of this manuscript is organized as follows. In Section 3.1 we describe in
more detail our computational procedures and EDA scheme. We then provide validation
for our DFT treatment of the systems of interest through comparison to coupled-cluster
computations and experimental results (Section 3.2). Having demonstrated the fidelity of
our DFT results for these systems, we report EDA results that provide a general model for
the physical content of binding energies and frequency shifts in MCO cations, anions, and
neutrals in Sections 3.3.2-3.3.4. Finally, we consider some anomalous results (Section 3.4)
and conclude with a presentation of a general model for carbonyl binding that includes these
outlying systems.
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3.1 Computational methods

The metal carbonyl (MCO) species of interest were computationally studied using both
correlated wave function and density functional theory (DFT) approaches. Geometric pa-
rameters and harmonic vibrational frequencies were evaluated using the def2-TZVPD basis
set,[417, 336] while the larger def2-QZVPD basis[420, 336] was employed for single-point en-
ergy (SPE) computations at the def2-TZVPD geometries. Harmonic vibrational frequencies
were determined through diagonalization of the full Hessian matrix, and optimized structures
were confirmed to be local minima by the absence of imaginary frequencies. Self-consistent
field (SCF) iterations were converged to a DIIS error of at most 10−8 Hartree, with tighter
convergences of 10−10 Hartree being achieved in most cases. Solutions to the Hartree–Fock
and Kohn–Sham equations were confirmed to be stable with respect to occupied–virtual
mixing. All computations were performed using Q-Chem 5.0.[361]

Electron correlation was incorporated into our computational treatments using both wave
function and DFT approaches. In the former case, unrestricted Hartree-Fock reference wave
functions were correlated using coupled-cluster theory with single, double, and perturbative
triple excitations [CCSD(T)].[333] Coupled-cluster iterations were taken to be converged
when the changes in energy passed below 10−8 Hartree and those in the magnitude of the T-
amplitudes below 10−6. Unrestricted DFT computations were completed using the ωB97X-V
exchange-correlation functional, a combinatorially optimized, range-separated hybrid gener-
alized gradient approximation (GGA) developed by Mardirossian and Head-Gordon.[270]
This functional is particularly suitable for the present study because it has been shown to
outperform other hybrid GGAs in modeling both transition metal and main-group chem-
istry[377, 140, 101, 68, 147]. A large (99, 590) integration grid was used in the quadrature
for the exchange-correlation potential to ensure the quality of the results.

3.1.1 Dipole moments

The dipole moment (µ⃗) of isolated CO was determined as a function of its bond length to
assist in the interpretation of the EDA results. The ωB97X-V/def2-TZVPD dipole moments
were evaluated using linear response theory as implemented in the Q-Chem package.[361]
This particular density functional was previously shown to predict dipole moments with high
fidelity across a wide range of main group chemical systems.[148] In the present work we
further validate the CO dipole moment from ωB97X-V against that obtained using CCSD(T).
Because analytic gradients of the energy with respect to orbital rotations were not available
for this theory, CCSD(T) dipole moments were obtained using a two-point central finite
differences approach to approximate

µ⃗ =
dE

dF⃗
, (3.1)

where E is the CCSD(T) internal energy, and F⃗ is an external electric field. Field strengths

of F⃗ = ±1× 10−4 a.u. were used in this analysis, following previous work.[148]
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3.1.2 Energy decomposition analysis

The adiabatic absolutely localized molecular orbital energy decomposition analysis (ALMO-
EDA) of Mao, Horn, and Head-Gordon[266, 267] was used to parse bond lengths, binding
energies, and harmonic vibrational frequencies of MCO complexes into contributions from
permanent electrostatics, orbital polarization, and charge transfer. While those interested
in the details of these terms and their computational implementation should consult the
relevant references, a brief overview of the physical content of these terms is helpful at
present.

The influence of frozen orbital interactions (permanent electrostatics, Pauli repulsion, and
dispersion) on the binding of two molecular or atomic fragments is determined by performing
a geometry optimization of the overall complex subject to the constraint that the individual
fragment orbitals are determined in isolation and not allowed to relax. The potential energy
surface (PES) defined by these constraints is referred to as the frozen (FRZ) surface, and
the FRZ contribution to the binding energy (∆EFRZ) is obtained as the difference between
the optimal energy on FRZ surface (EFRZ) and the energy of the isolated fragments, viz.

∆EFRZ = EFRZ −
∑
A

EA, (3.2)

where EA is the isolated energy of fragment A. Note that this definition means stable com-
plexes will have negative binding energies. FRZ contributions to single-fragment observables
like bond lengths and harmonic frequencies are evaluated similarly:

∆ΩFRZ = ΩFRZ − Ω0. (3.3)

Here, ΩFRZ and Ω0 are the values of the observable on the FRZ and isolated surfaces, and
∆ΩFRZ is the FRZ contribution to the value of the observable.

The effects of polarization (POL) are incorporated by allowing each individual fragment’s
orbitals to relax in the presence of the other fragment, although mixing between two orbitals
on different fragments is forbidden. This amounts to optimizing the supersystem energy by
varying the coefficients of the AO-to-MO matrix subject to the constraint that this matrix is
fragment-block-diagonal. The POL contribution to an observable (∆ΩPOL) is then obtained
as

∆ΩPOL = ΩPOL − ΩFRZ, (3.4)

where ΩPOL is the value of the observable on the POL surface.
Finally, the effects of charge transfer (CT) are obtained as the difference between the

structure and properties obtained on the unconstrained PES and those of the POL surface.
The CT contribution to an observable of interest (∆ΩCT) is obtained from ΩPOL and the value
of the observable for the minimum energy structure on the unconstrained surface (ΩFULL)
using

∆ΩCT = ΩFULL − ΩPOL. (3.5)



CHAPTER 3. ENERGY DECOMPOSITION ANALYSIS OF MCOS 58

In the complete basis set limit, the distinction between POL and CT becomes blurred, so
it is important to consider the effects of basis set superposition error (BSSE) between the
fragments. Previous studies using ALMO-EDA have indicated that this effect is minimal
up through augmented triple-ζ bases.[173, 267] All EDA computations in the present work
employ the def2-TZVPD basis, so we assume the BSSE will not be significant on the basis
of these previous results.

As defined in the adiabatic EDA scheme, CT is not divided into independent contribu-
tions from forward- and back-donation, unlike other EDA schemes. Due to the controversy
surrounding the relative importance of these contributions in MCOs, we further analyzed
our results by obtaining complementary occupied-virtual pairs (COVPs) of fragment or-
bitals, following the work of Khaliullin et al.[205, 206] These computations used the (verti-
cal) ALMO-EDA scheme of Head-Gordon and coworkers,[207, 205, 206, 174] which is similar
to the adiabatic scheme outlined above, except that the FRZ and POL results are obtained
through single point computations using the geometry as optimized on the unconstrained
surface. These COVPs represent the most energetically significant CT interactions in the
complex. As indicated above, analysis of molecular properties on the basis of the decompo-
sition of energies, as occurs in COVP, is inherently indirect and our analysis of the specific
influences of forward- and backward-donation on the basis of COVP results should therefore
be treated with caution relative to the adiabatic EDA results that probe geometries and
frequencies directly.

In our application of the adiabatic EDA framework, we define the MCO complexes as a
supersystem of a metal atom/ion and a neutral, singlet CO molecule. A number of relatively
low-energy spin states can be realized for many of the metals of present interest. In this
study, spin states were determined on the basis of their computed harmonic CO vibrational
frequency (ωCO) and its agreement with experimental values. In most cases this also corre-
sponded to the energetic minimum among the set of possible spin states for a given MCO
complex. The few exceptions are noted as they are discussed at length below.

3.2 Validation of density functional theory

In this work we use energy decomposition analysis (EDA) to provide quantitative and quali-
tative insights into the physical content of vibrational Stark effects in MCO complexes. The
FRZ, POL, and CT contributions (defined above) to bonding in these systems are not phys-
ically observable, and so they cannot be compared to experimental results. Furthermore,
while a variety of EDA schemes have been developed for DFT and partially correlated wave
function theories,[396] EDA for highly correlated, more trustworthy wave function meth-
ods like coupled-cluster theory has yet to be realized. Hence, the ωB97X-V structures and
properties obtained on the FRZ and POL surfaces cannot be directly validated either by
comparison to experiment or to higher-level, systematic theories. Instead, we evaluate the
performance of the ωB97X-V functional through its treatment of MCO complexes on uncon-
strained PESs, as this is a necessary condition for the validity of the remaining results from
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the EDA. Specifically, we compare ωB97X-V binding energies, bond lengths, and harmonic
frequency shifts against those obtained using CCSD(T). We further confirm the quality of
our DFT treatment through comparison to experimental frequency shifts. Data used in these
comparisons can be found in Table 3.1.

The ωB97X-V predictions for compound geometries exhibit high fidelity to CCSD(T)
results we have obtained. For isolated CO, the ωB97X-V/def2-TZVPD equilibrium bond
length is 1.126 Å, in good agreement with both our CCSD(T) result (1.133 Å) and the
experimental value of 1.128 Å.[132] For MCO complexes, better agreement is obtained in
predictions for the C−O bond lengths (rC−O) than those for the M−C bonds (rM−C) in
both absolute and relative terms, though the agreement for both parameters is excellent.
The mean absolute errors for the ωB97X-V rM−C and rC−O values, relative to those for
CCSD(T), are 0.020(18) Å and 0.006(5) Å, respectively, where uncertainties are standard
deviations. These correspond to relative errors of 1 % for M−C bonds and 0.5 % for C−O
bonds. Both theories yield linear geometries for most complexes in this study, though CrCO,
CrCO– , and CuCO are all predicted to be bent. We discuss MCO bending at length in Sec-
tion 3.4.0.3 below; here we simply note that ωB97X-V overbends complexes by 2.6–6.2◦

relative to CCSD(T) for the few bent complexes in this study.
Comparisons between the ωB97X-V and CCSD(T) binding energies found in Table 3.1

were obtained through single-point computations using the def2-QZVPD basis set and in-
clude corrections to account for vibrational zero-point energies (VZPE), unless otherwise
indicated; additional binding energies with the def2-TZVPD basis and without the VZPE
correction can be found in Table 3.2. For about half of the compounds studied herein, chemi-
cal accuracy (agreement within 1 kcal mol−1) between CCSD(T) and ωB97X-V was achieved,
while for CrCO– , FeCO+, CuCO– , and ZnCO discrepancies of about 1–4 kcal mol−1 were ob-
tained. In certain cases the disagreement is egregious: the isoelectronic CrCO+ and TiCO–

systems exhibit errors of 40 and 50 kcal mol−1, respectively, with ωB97X-V underbinding the
complexes relative to CCSD(T). Absent experimental values for these binding energies, we
cannot say with certainty which (if either) value is likely to be correct, although the ωB97X-
V energies are closer to the absolute values obtained for the isoelectronic VCO complex, as
well as most other MCOs in this study. The errors for the remaining compounds—MnCO,
CoCO– , NiCO, and NiCO–—range from 9–12 kcal mol−1. Where they exist, discrepancies
between energies obtained with these two theories are not systematic: depending on the
identity of the metal atom, ωB97X-V may either overbind or underbind the MCO complex
relative to CCSD(T).

Shifts in the ωCO upon complex formation (∆ωCO), evaluated using ωB97X-V and CCSD(T),
are also compared to experimental CO frequency shifts in Table 3.1. Our frequency anaylsis
yields normal modes that, in general, depend on the coordinates of all three atoms in the
MCO complex. By ωCO, then, we mean the frequency of the high-energy vibrational mode,
which consists almost entirely of a stretching of the C−O bond, even if M moves slightly as
well; we will not worry about this distinction in the remainder of the manuscript. Computed
vibrational frequencies were not corrected for anharmonicity in the CO bond, rendering
comparison of absolute frequencies to experimental results inappropriate. Instead, we com-
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(Å

)
B
in
d
in
g
E
n
er
gy

(k
ca
lm

ol
−
1
)

C
O

F
re
q
u
en

cy
S
h
if
t
(c
m

−
1
)

C
C
S
D
(T

)
ω
B
9
7X

-V
C
C
S
D
(T

)
ω
B
97

X
-V

C
C
S
D
(T

)
ω
B
97

X
-V

C
C
S
D
(T

)
ω
B
9
7X

-V
E
x
p
t

T
iC

O
–

4
2
.0
20

1.
99

7
1.
17

5
1.
17

5
-8
0.
51

-2
9.
20

-3
19

.2
-3
88

.4
-3
5
0.
9

V
C
O

6
1.
99

2
1.
99

6
1.
15

0
1.
14

4
-1
7.
18

-1
7.
58

-1
69

.6
-1
97

.6
-2
1
0.
2

C
rC

O
+

6
2
.1
69

2.
16

5
1.
12

3
1.
11

7
-6
0.
68

-2
1.
51

77
.7

7
7.
0

6
0.
0

V
C
O

–
5

1.
95

5
1.
94

4
1.
17

2
1.
17

2
-1
9.
20

-1
9.
22

-3
04

.3
-3
76

.7
-3
3
4.
1

C
rC

O
7

2
.1
7
9

2
.1
89

1.
13

7
1.
13

4
-2
.3
1

-2
.4
9

-8
7
.6

-1
19

.4
-1
2
2.
4

M
n
C
O

+
7

2
.5
75

2.
55

6
1.
12

3
1.
11

5
-9
.7
8a

-9
.6
8a

8
0.
5

97
.5

7.
2b

C
rC

O
–

6
2
.1
55

2.
16

8
1.
16

5
1.
17

1
0.
93

-1
.7
0

-4
61

.3
-4
47

.7
-4
62

.8
M
n
C
O

6
2.
00

4
2.
00

8
1.
16

3
1.
15

1
23

.8
7
a

12
.5
9a

-2
11

.1
-1
95

.1
-1
8
5.
8

F
eC

O
+

4
1.
87

6
1.
93

4
1.
13

0
1.
12

0
-3
6.
08

-3
3.
58

-0
.6

45
.0

-1
7.
8

C
o
C
O

–
3

1
.7
09

1.
70

7
1.
19

5
1.
17

4
-5
.4
9

-1
7.
29

-3
25

.8
-3
36

.0
-3
2
0.
6

N
iC

O
1

1
.6
49

1.
68

0
1.
15

7
1.
14

6
-3
9.
52

-3
0.
58

-1
38

.6
-1
15

.3
-1
3
4.
2

C
u
C
O

+
1

1
.9
28

1.
92

3
1.
12

1
1.
11

4
-3
3.
16

-3
3.
17

10
2.
8

1
14

.3
93

.6

N
iC

O
–

2
1
.7
18

1.
67

0
1.
17

0
1.
16

9
-2
7.
20

-1
9.
61

-3
66

.5
-2
60

.0
-2
8
0.
2

C
u
C
O

2
1
.9
10

1.
96

3
1.
13

8
1.
13

4
-6
.2
7

-5
.4
4

-8
6.
9

-1
2
4.
2

-1
11

.1
Z
n
C
O

+
2

2
.3
16

2.
33

0
1.
12

1
1.
11

4
-1
5.
50

-1
4.
90

96
.7

1
13

.4
–

C
u
C
O

–
3

1.
83

7
1.
86

5
1.
18

1
1.
18

2
11

.7
6

8.
71

-3
77

.4
-3
9
9.
1

-3
94

.6
Z
n
C
O

3
1
.9
55

1.
94

7
1.
16

5
1.
16

2
56

.3
4

54
.4
9

-2
5
3.
8

-2
6
1.
5

-2
88

.6
c

a
B
in
d
in
g
en

er
g
y
si
n
gl
e
p
oi
n
ts

co
m
p
u
te
d
u
si
n
g
th
e
d
ef
2–

T
Z
V
P
D

b
as
is

se
t

b
F
re
q
u
en

cy
o
b
ta
in
ed

fr
om

A
r 3
M
n
C
O
.
M
at
ri
x
-p
er
tu
rb
at
io
n
w
as

es
ti
m
at
ed

to
d
ep

re
ss

th
is

va
lu
e
b
y
68

.6
cm

−
1
,
su
g
ge
st
in
g
a

ga
s-
p
h
a
se

va
lu
e
of

7
.2
cm

−
1
.
S
ee

R
ef
.
3
41

an
d
d
is
cu

ss
io
n
in

te
x
t.

c
R
ef
.
1
8
7



CHAPTER 3. ENERGY DECOMPOSITION ANALYSIS OF MCOS 61

Table 3.2: Electronic, vibrational zero point, and binding energies for first-row transition
metal monocarbonyls. Geometries and vibrational frequencies were determined using the
def2-TZVPD basis set, and complex single-point energies using bases indicated in the table.
Energies in kcal/mol.

pare shifts in the CO frequency upon binding to metal atoms under the assumption that
anharmonic effects in free and bound CO are similar. Experimental shifts were determined
as

∆υCO = υboundCO − υfreeCO (3.6)

using a value of υfreeCO = 2140.8 cm−1 obtained in a Ne matrix by Liang and Andrews.[251]
Unless noted otherwise in Table 3.1, values of υboundCO for MCO complexes were obtained
from experiments performed in Ne matrices. Experimentally, these matrices depress υCO

in metal carbonyls by 5–15 cm−1.[441] This perturbation is relatively small, and we expect
these absolute matrix effects to approximately cancel in determining ∆υCO through Eq. 3.6.
Small errors in this approximation should not affect our results significantly, since we are
concerned with overarching trends in MCOs.

Without including corrections for anharmonicity or matrix effects, ωB97X-V values of
ωCO have a mean absolute error of 21.4(147) cm−1 with respect to experimental shifts,
marginally better than the 24.0(201) cm−1 discrepancy between CCSD(T) and experiment.
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Figure 3.2: Comparison of experimental and computational CO frequency shifts in MCO
complexes of different charge. ωB97X-V (solid circles) performs well against CCSD(T) (open
squares) and experimental frequency shifts (solid line) for species of different charge. Com-
putations performed using the def2-TZVPD basis set. The experimental value for MnCO+

has been corrected for matrix effects following Ref. 341.

The CCSD(T) and ωB97X-V frequency shifts agree with each other within 31.2(271) cm−1.
These results are visualized in Figure 3.2. There is a slight tendency for our computed
frequencies to blue-shift relative to experiment, exhibited by mean signed errors of 6.1 and
8.9 cm−1 in the ωB97X-V and CCSD(T) frequency shifts, respectively. Prima facie, the most
egregious errors between our computations and experiment are for MnCO+ and FeCO+, and
these are discussed at length in Section 3.4 below.

While CCSD(T) is the bona fide gold standard for modeling the electronic structure
of single reference systems, it is known to break down in systems that exhibit significant
multireference character and/or strong correlation.[344, 189, 56] Results from at least one
study suggest that transition metal carbonyls are well-treated with single reference meth-
ods,[189] lending credence to our computational methodologies. Still, the potential for these
difficulties means that we are not completely guaranteed of the trustworthiness of our DFT
results, even in the systems where excellent agreement with CCSD(T) was obtained. For the
same reason, however, discrepancies between ωB97X-V and CCSD(T) need not necessarily
be taken as a failure of the density functional. Indeed, due to the well-known difficulties
in determining the electronic structure of transition metals, any individual computation on
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these systems should be treated with caution, even when state-of-the-art methods are used.
The bulk of our analysis of MCO compounds does not pivot on any single result but is
derived from a number of results for similar species. We submit, therefore, that the overall
agreement between our computational methods and available experimental results lends cre-
dence to our DFT treatment on the whole, even if any individual result may be erroneous.
Hence, we proceed with optimistic caution in analyzing the bonding in MCO systems using
EDA results from the ωB97X-V density functional.

3.3 Bonding in MCO complexes

After briefly analyzing the computed dipolar properties of free CO, we establish a general
model for MCO binding by first considering the most straightforward cationic, anionic, and
neutral systems, treating more complicated systems later. Specifically, the “normal” systems
are taken to be those where a metal binds CO in a linear fashion on a PES containing the
asymptote of its electronic ground state. The remaining systems, which either exhibit a non-
linear geometry or bind CO through an excited electronic state on the metal, are incorporated
into our general model of MCO binding in Section 3.4 below.

3.3.1 Isolated carbon monoxide

Modeling isolated CO is a straightforward but necessary precursor to analyzing physical and
chemical features of MCO binding. The equilibrium electric dipole moment (µ⃗e) of CO is
particularly important for analyzing the interactions between the M and CO fragments on the
FRZ and POL surfaces. At equilibrium, ωB97X-V predicts a CO dipole moment of 0.0884 D
oriented toward the O atom (with negative charge on C), in qualitative agreement with
the experimental value of µ⃗e = 0.1222 D.[288]. Our CCSD(T)/def2-TZVPD prediction of
0.1288 D enjoys even closer agreement with experiment. The discrepancy between CCSD(T)
and ωB97X-V predictions of µe is not surprising as theoretical treatments of the CO dipole
moment are known to depend sensitively on the amount of electron correlation and the size
of the basis set that is employed in the computation.[358]

The dipolar properties of CO near its equilibrium bond length are particularly inter-
esting. On the ωB97X-V PES, the CO dipole moment decreases as the bond is stretched,
and a dipole-free structure is obtained with rC−O = 1.149 Å (Figure 3.3). This dipole-free
structure is destabilized by less than 1 kcal/mol relative to the energetic minimum. As the
CO bond continues to stretch beyond 1.149 Å, the dipole moment increases in magnitude,
but with a sign opposite that at equilibrium. Similarly, low-energy compressions of CO
from its equilibrium structure increase µe. While CCSD(T) predictions of near-equilibrium
dipole moments, also shown in Figure 3.3, give a zero-dipole structure with a slightly higher
relative energy of 2 kcal/mol, and a markedly higher zero-dipole bond length of 1.173 Å, the
qualitative features of stretching and compression are the same. These trends confirm earlier
studies of the CO electric dipole moment function determined from experimental vibrational
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Figure 3.3: Binding energy of isolated CO relative to that at the equilibrium bond length,
plotted with the absolute dipole moment of CO, both as a function of distance. Results
using ωB97X-V/def2-TZVPD (solid) and CCSD(T)/def2-TZVPD (dashed) are compared.
The dipole moment vector is oriented from O to C, such that a positive dipole moment
corresponds to the localization of negative charge on the carbon atom. Vertical black lines
indicate bond lengths where CO exhibits no permanent electric dipole. Energies, dipole
moments, and bond lengths are in units of kcal/mol, debye, and angstom, respectively.

frequencies,[65] and are consistent with the moderately large electric polarizability that has
been computed for CO.[76]

Thus, computation and experiment provide a similar picture of CO: stretching and
compressing the C−O bond on small length scales causes only minor increases in the elec-
tronic energy of the system, accompanied by noticeable changes in µe. Intriguingly, small,
low-energy perturbations to the C−O bond length can change the magnitude—indeed, the
sign—of the molecular dipole moment. These features of the electronic structure of CO
provide critical insight into the bonding of MCO systems.

3.3.2 Anionic complexes (M = Ti– , V– , Cr– , Co– , Ni– , Cu–)

Relative to neutral and cationic species, theoretical treatments of MCO anions are relatively
sparse in the literature. In decompositions of both ∆Ebind and ∆ωCO, binding in various



CHAPTER 3. ENERGY DECOMPOSITION ANALYSIS OF MCOS 65

Figure 3.4: Frozen, polarized, and unconstrained potential energy surfaces for MCO anions
considered in this study. The energetic zero is defined as the energy of infinitely separated
M– and CO fragments. Missing data for the POL surfaces of TiCO– and NiCO– are due to
SCF convergence errors.
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Table 3.3: Geometric parameters for selected transition metal monocarbonyls of multiplicity
M on different adiabatic EDA surfaces. Values obtained using the ωB97X-V density func-
tional with the def2–TZVPD basis set; this theory predicts the bond length of isolated CO
to be 1.126 Å. Missing entries indicate a lack of a bound structure on a given surface.

Species M
M−C Length (Å) C−O Length (Å) MCO Angle (Degree)

FRZ POL FULL FRZ POL FULL FRZ POL FULL

TiCO– 4 – – 1.997 – – 1.175 – – 180.0
VCO 6 5.582 2.698 1.996 1.126 1.122 1.144 168.2 179.9 179.9

CrCO+ 6 2.751 2.362 2.165 1.117 1.114 1.117 180.0 180.0 180.0
VCO– 5 – – 1.944 – – 1.144 – – 180.0
CrCO 7 5.807 5.373 2.189 1.126 1.126 1.134 180.0 152.0 152.7

MnCO+ 7 3.594 2.704 2.556 1.120 1.116 1.115 179.4 180.0 180.0
CrCO– 6 – 4.959 2.168 – 1.126 1.171 – 85.2 134.1
MnCO 6 – – 2.008 – – 1.151 – – 180.0
FeCO+ 4 2.774 2.214 1.934 1.117 1.113 1.120 180.0 179.9 179.8
CoCO– 3 – – 1.707 – – 1.174 – – 179.9
NiCO 1 2.332 1.937 1.680 1.123 1.118 1.146 180.0 179.7 179.9

CuCO+ 1 2.390 2.052 1.923 1.114 1.112 1.114 180.0 180.0 180.0
NiCO– 2 – – 1.670 – – 1.169 – – 179.9
CuCO 2 4.535 4.427 1.963 1.26 1.126 1.134 144.7 130.5 145.7
ZnCO+ 2 3.297 2.398 2.330 1.119 1.114 1.114 180.0 180.0 180.0
CuCO– 3 – 4.562 1.865 – 1.127 1.182 – 99.6 180.0
ZnCO 3 3.287 2.456 1.946 1.124 1.120 1.162 180.0 180.0 180.0

MCO– systems is along the lines of the DCD model, and so this subset of systems forms a
natural starting point for our discussion of metal–carbonyl bonding.

Our computational results indicate that the physical components of the FRZ term (elec-
trostatics, Pauli repulsion, and dispersion) are insufficient to bind anionic MCOs, indicated
by the lack of stable bound structures on the FRZ surface. In order to confirm the repulsion
between the M– and CO fragments, we computed rigid-CO dissociation curves for these sys-
tems. We present the FRZ surface for each of these, displayed as the red curves in Figure 3.4,
as an example of this. These results indicate that the (M– )−CO interaction is everywhere
repulsive on the FRZ surface. Pauli forces are exclusively destabilizing, and dispersion and
electrostatics are insufficient to bind anionic MCOs.

Given the previous result that C−O stretching eventually reverses the sign of its dipole
moment (Figure 3.3), it is interesting to consider whether MCO anions with sufficiently long
C−O bonds are bound on their FRZ surfaces. While results for all MCO anions mentioned
above are not included, this possibility is explored for VCO– . As seen in Figure 3.5, C−O
stretching does result in marginal decreases in fragment repulsion, as expected, but this is
insufficient for a bound structure on the FRZ surface to be realized, even when perturbations
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Figure 3.5: Potential energy surfaces for VCO– dissociation at different values of rC−O. All
dissociations are rigid in the C−O bond length. The energetic zero for solid lines is defined
as infinitely separated V– and Co fragments, where the isolated fragment value for rC−O

is given by the colors in the legend. Dashed lines are rescaled such that the energetic zero
corresponds to infinitely separated V– and CO with rC−O = 1.126 Å.

to the C−O bond were significant (∆r ≈ 0.08 Å, which corresponds to ∆E ≈ 10 kcal mol−1

for isolated CO). We rationalize this lack of binding on the basis of both Pauli repulsion
between the fragments and the distortion energy that accompanies CO stretching. The 3d-
and (if occupied) 4s-orbitals of metal anions are relatively diffuse and therefore hinder a
close approach be- tween the two fragments, overpowering the small but stabilizing charge-
dipole interaction between the metal anion and stretched CO. Continued stretching of CO
is not expected to overme this Pauli repulsion, as linear increases in the CO dipole moment
correspond to quadratic increases in the CO fragment energy, rendering the energetic costs of
increasing the dipole insurmountable. Hence, metal anions are unable to bind CO through
the physical interactions included in the FRZ term of our EDA, in spite of the dipolar
properties of CO described in the main text.

When we include POL effects, the picture of MCO– binding is largely the same. Most
of the POL surfaces do not possess local minima, the exceptions being CrCO– and CuCO– ,
which form weakly bound van der Waals (vdW) complexes. As both of these systems exhibit
exceptional behavior in other respects as well, a full discussion of their binding is deferred
to Section 3.4 below. Despite the formation of vdW complexes in two of the six systems,
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short range interactions between metal anions and CO are energetically unfavorable on POL
surfaces, exemplified by that for CoCO– in Figure 3.4 and the remaining systems in Figure
S1.† Rationalization of this behavior follows that provided in the preceding paragraph: the
effects of intramolecular orbital relaxation are unable to overcome the energetic penalties of
Pauli repulsion.

This leaves on explanation for the formation of anionic MCO complexes: charge transfer.
As illustrated for CoCO– in Figure 3.4 and the remaining anionic systems through the data in
Tables 3.3 and 3.4, short-range, bound complexes are observed on the unconstrained PESs for
all of the MCO– species considered herein. In the “normal” cases of TiCO– , VCO– , CoCO– ,
and NiCO– , we compute sizable binding energies of −22–32 kcal mol−1. The computed
binding energies of CrCO– and CuCO– are small by comparison; indeed, CuCO– is predicted
to be metastable with respect to infinitely separated, ground state Cu– and CO fragments.
Again, discussion of these anomalies is found in Section 3.4 below. The importance of CT in
MCO anions is further highlighted by the shape of the unconstrained PES in Figure 3.4. As
the Co– and CO fragments approach each other from infinite separation, the interaction is
repulsive until rCo−CO ≲ 2.3 Å. This initial repulsion is a feature of most of the other anions
in this study as well (see discussion in the ESI†). Despite differences in binding energies
and PES morphologies, the six anionic MCO complexes of this study are unified by large
red shifts in ωCO upon binding. We compute these to be on the order of 300–500 cm−1, in
agreement with experimental results (Table 3.4) as discussed above.

The coupled occupied-valence pair (COVP) analysis[207, 205] provides a first-order esti-
mate to the contributions of forward- and back-donation to the overall energy stabilization
due to charge transfer. COVP analysis may also provide insight into the sources of shifts
in ωCO, but we advise caution here for the reasons described above. Results from this pro-
cedure, presented in Figure 3.6, indicate that the back-donation from the metal anions into
unoccupied CO orbitals is the predominant mode of charge transfer for the MCO– systems
we considered, as many have argued previously.[441] Chemical interpretation of this result
is routine: negative charge renders the metal anion reluctant to accept additional electron
density from CO while enhancing the extent of back donation. Stated differently, the M−CO
bond in these systems can be considered a dative covalent bond.

While our results show CT is necessary to bind the MCO anions, the physical interac-
tions included in the FRZ and POL terms are obviously present in the physical systems. In
particular, we expect electrostatic and polarization effects to help stabilize the final com-
plexes, as previous EDA results have indicated.[100] But the lack of binding on the FRZ
and POL surfaces indicates that electrostatics, dispersion, and polarization do not play a
fundamental role in anionic MCO complexes. As such, these systems serve as paradigmatic
examples of the DCD model of metal-ligand binding, where electron donation between the
ligands dominates both ∆Ebind and ∆υCO.



CHAPTER 3. ENERGY DECOMPOSITION ANALYSIS OF MCOS 69

Figure 3.6: Coupled occupied-valence pair (COVP) analysis for selected transition metal
monocarbonyls. Energy stabilization due to charge transfer is separated into contributions
from forward- (CO → M) and back-donation (M → CO).

3.3.3 Cationic complexes (M = Cr+, Mn+, Fe+, Cu+, Zn+)

In contrast to the anionic MCO complexes, where charge transfer effects are responsible for
binding, electrostatics and polarization play more important roles for MCO cations. Indeed,
among the salient features of the data in Table 3.3 is the formation of closely bound complexes
on the FRZ surfaces of all of the MCO+ species in the scope of this study. This is unsurprising
given the electrostatic properties of isolated CO (vide supra): a permanent charge–dipole
interaction stabilizes the cationic complex relative to the isolated fragments. Furthermore,
the effects of Pauli repulsion are expected to be diminished in the cationic systems, where
metal 3d- and/or 4s-orbitals are more compact relative to those in the corresponding anions.

Altogether, the physics included on the FRZ surface results in binding energies of −2–
8 kcal mol−1, up to nearly a quarter of the total binding energies for these species. The
binding of MCO cations on the FRZ surface is accompanied by moderate compressions in
rC−O of 0.006–0.012 Å (Table 3.3) and blue shifts in ωCO of 55–115 cm−1 (Table 3.5). These
results can be rationalized using Figure 3.3, which demonstrates that compression of CO
increases the magnitude of its dipole moment, leading to a stronger electrostatic interaction
with the metal cation. This CO compression may also be interpreted as a strengthening
of the CO bond with an accompanying increase in ωCO, ranging from 50–115 cm−1 in the
present systems.

Inclusion of the effects of intraatomic orbital relaxation on the POL surface leads to
further compression of the C−O bond and additional blue shifts in ωCO. The effects of POL
on the C−O bond are less marked than the effects of FRZ interactions, with additional bond
compressions and harmonic frequency shifts of 0.002–0.005 Å and 25–50 cm−1, respectively.
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Table 3.4: Adiabatic energy decomposition analysis of binding energies (kcal mol−1) for
metal monocarbonyls of a specified spin multiplicity (M). FRZ, POL, and CT values are
incremental, as defined in Section 3.1.2 of the text, and computations were performed using
the ωB97X-V density functional with the def2–TZVPD basis set. Positive binding energies
indicate that a complex is metastable with respect to ground state fragments, and missing
entries a lack of a bound structure at a given level of theory

Species M δ(FRZ) δ(POL) δ(CT) δ(Total)

TiCO– 4 – – -32.05 -32.05
VCO 6 -0.03 -0.36 -18.88 -19.27

CrCO+ 6 -5.27 -11.76 -6.24 -23.27
VCO– 5 – – -22.51 -22.51
CrCO 7 -0.04 -0.01 -3.15 -3.20

MnCO+ 7 -2.24 -6.19 -2.84 -11.27
CrCO– 6 – -0.91 -1.85 -2.76
MnCO 6 – – – 10.8
FeCO+ 4 -4.88 -17.57 -13.49 -35.94
CoCO– 3 – – -22.20 -22.20
NiCO 1 33.96 -30.41 -37.09 -33.54

CuCO+ 1 -8.27 -20.01 -6.97 -35.25
NiCO– 2 – – -25.02 -25.02
CuCO 2 -0.07 -0.02 -6.19 -6.28
ZnCO+ 2 -2.95 -9.77 -4.18 -16.90
CuCO– 3 – 40.39 -34.14 6.25
ZnCO 3 87.44 -3.07 -31.44 52.93

These effects can be understood as a continuation of the FRZ surface effects just described,
where removing the constraint on orbital relaxation allows for additional flexibility in the
geometry of CO. Others have also noted that polarization can effect C−O bond contractions
in MCO cations.[386] While the impact of POL on the properties of CO is relatively small, it
drives significant changes to the binding energies in MCO+: indeed, POL makes the dominant
contribution to binding in these systems, providing 6–20 kcal mol−1 of stabilization, about
half of the overall binding energies (Table 3.4). Relaxation of the frozen-orbital constraint
also impacts the complex geometries significantly, giving rise to 0.3–0.9 Å decreases in M−C
bond lengths (Table 3.3). Taken together, the significant POL effects in the overall MCO+

complex and the minimal effects on the properties of CO suggest that the bulk of the fragment
polarization occurs on the metal cations, which redistribute their 3d-/4s-orbitals to allow for
a closer approach between the fragments, resulting in greater energetic stabilization.

Charge transfer effects provide an additional 3–7 kcal mol−1 stabilization to the M−CO
bond, a contribution of similar magnitude to that from FRZ interactions in most cases. CT
also decreases rM−C in cations by a few tenths of an angstrom. In two of the five systems (M
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Table 3.5: Adiabatic energy decomposition analysis of harmonic vibrational frequencies
(cm−1) for metal monocarbonyls of a specified spin multiplicity (M). FRZ, POL, and CT val-
ues are incremental, as defined in Section 3.1.2 of the text, and computations were performed
using the ωB97X-V density functional with the def2–TZVPD basis set. Missing entries a
lack of a bound structure at a given level of theory

Species M δ(FRZ) δ(POL) δ(CT) δ(Total) Expt.

TiCO– 4 – – -388.4 -388.4 -350.9
VCO 6 -0.8 40.3 -237.0 -197.5 -210.2

CrCO+ 6 86.9 25.0 -34.9 77.0 60.0
VCO– 5 – – -376.7 -376.7 -334.1
CrCO 7 -0.2 0.0 -119.2 -119.4 -122.4

MnCO+ 7 56.0 33.3 8.6 97.9 7.2
CrCO– 6 – -0.2 -447.6 -447.8 -462.8
MnCO 6 – – – -195.2 -185.8
FeCO+ 4 84.5 42.0 -81.5 45.0 -17.8
CoCO– 3 – – -336.0 -336.0 -320.6
NiCO 1 31.1 69.6 -216.0 -115.3 -134.2

CuCO+ 1 114.6 32.3 -32.6 114.3 93.6
NiCO– 2 – – -260.0 -260.0 -280.2
CuCO 2 0.2 -0.3 -124.1 -124.2 -111.1
ZnCO+ 2 60.0 50.3 3.0 113.3 –
CuCO– 3 – -5.6 -393.4 -399.1 -394.6
ZnCO 3 15.6 40.9 -318.0 -261.5 -288.6

= Mn+ and Zn+), CT gives rise to incremental blue shifts in ωCO. However, in the remaining
three cations (M = Cr+, Fe+, and Cu+), we compute that CT actually leads to 30–80 cm−1

incremental red shifts in ωCO. While they do not report directly on ∆ωCO, the COVP results
for cations in Figure 3.6 indicate that these three systems exhibit greater back-donation than
both MnCO+ and ZnCO+, where the CT effect on ωCO is negligible.

Our results for the decomposition of ∆ωCO in cationic MCOs provide direct contradiction
to the standard application of the DCD model for these systems. As noted above, this
framework attributes MCO blue shifts to CT, specifically a decreased occupation of the 5σ-
orbital on CO. Previous results have already indicated that these blue shifts were not due
to CT as argued in the DCD model.[141, 260] Our data not only confirm that blue-shifts are
due to permanent electrostatics and orbital polarization, but go on to demonstrate that CT
effects, where appreciably present, actually diminish the amount of blue-shifting observed
in non-classical metal carbonyls. While values of ∆ωCT

CO = 8.6 and 3.0 cm−1 for MnCO+ and
ZnCO+ suggest that some minimal amount of ωCO blue-shifting due to CT may be possible,
the magnitude of these shifts is too small to be decisive. Hence, the DCD explanation for
ωCO blue shifts is not only incorrect, but qualitatively wrong for most if not all of the relevant
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cationic MCO systems.
The careful reader will remember that our results for MCO cations exhibited the worst

agreement with experiment among our dataset, due to particularly egregious results for
MnCO+ and FeCO+. It is therefore sensible to ask again whether we can trust the qualitative
trends indicated by our results. It seems that matrix effects account for the discrepancy in
MnCO+, though disagreement for FeCO+ persists (see Section 3.4.0.2 for details). In any
case, the results for FeCO+, suggest we underestimate the CT red-shifting. For now it is
therefore sufficient to note that these results, along with the close agreement for the other
cations (Table 3.1) make it clear that CT does actually promote red-shifting in non-classical
metal carbonyls, in contrast to the paradigm of the DCD model.

In summary, a number of overall trends for MCO cations stand out from our dataset.
The most notable of these is the significance of FRZ and POL effects in determining ∆ωCO

and ∆Ebind, especially in light of the fact that these are effectively absent in the description
of the anionic systems provided above. Polarization plays the dominant role in energetic
stabilization of MCO cations. While CT contributions to both the relative and absolute
values of ∆Ebind and ∆ωCO are diminished in cations relative to MCO anions, CT is still an
important feature of MCO cations despite previous indications otherwise.[276] A competition
between blue-shifts due to FRZ and POL interactions and red-shifts due to CT results in the
overall frequencies that are observed experimentally. This is similar to the case of certain
hydrogen-bonding systems, where FRZ interactions promote blue-shifting in the C−H bond
that is mitigated by the effects of POL and CT.[265]

Our model of cation binding indicates that FRZ and POL interactions drive moderate to
large values of ∆Ebind and significant blue shifts in ωCO. CT provides additional stabilization
to these complexes and also attenuates the blue-shifting tendencies of interaction with the
cation. Additional subtleties in the trends in ∆Ebind, rM−C, and ωCO for MCO cations can be
understood in terms of the orbital occupation of the isolated metal fragment. As suggested
by the CT results, discussed in the main text, two classes of MCO cations are apparent in
our data set. These are MnCO+ and ZnCO+ on the one hand and CrCO+, FeCO+, and
CuCO+ on the other. In the former case the coupled occupied-valence pair (COVP) analysis
indicates that back-donation is all but absent, whereas it contributes to the stability and
ωCO red-shifting in the latter. The extent of back-donation is correlated with rM−C (see
Table 3.3): longer M−C bonds diminish spatial overlap between the orbitals involved in
back-donation.

It seems plausible that electron configuration of the isolated metal cation, particularly the
occupancy of the diffuse 4s-orbital, governs the closeness of CO approach in the complex. In
ground state 6Cr+, 4Fe+, and 1Cu+, the 4s-orbital is unoccupied, allowing for relatively short
M−C bonds. Similarly short M−C bonds are prevented by the occupation of the 4s-orbital
in the ground state configurations of 7Mn+ and 2Zn+. Within each of these two classes of
metal cations, the ordering of the M−C bond lengths follows the general trend of decreasing
atomic radius across the periodic table due to increasing nuclear charge. In essence, metal
electron configurations determine the closeness of M−CO approach and thereby the extent
of spatial orbital overlap, which controls the amount of back-donation in the complex. This
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analysis cannot account for the cation frequency shifts in their entirety. For instance the red
shift in FeCO+ due to charge transfer is significantly larger than that for CuCO+, despite
similar M−C bond lengths. Still, metal cation electron configurations and their influence
on rM−C can serve as a touchstone for understanding the nature of charge transfer in their
carbonyl complexes.

3.3.4 Neutral complexes (M = V, Cr, Mn, Ni, Cu, Zn)

The binding motifs of neutral MCO complexes mediate between those of their cationic and
anionic counterparts, exhibiting moderate ∆υCO red-shifts on the order of 100–300 cm−1. In
some ways this reflects the fact that the physical underpinnings of MCO bonds share motifs
with both MCO– and MCO+ systems. Despite similarities to both of the cases considered
previously, the neutral systems present interesting physical phenomena not present in either
set of charged systems.

Similar to the cationic systems, bound structures exist on the FRZ surfaces for all of the
neutral complexes considered in this study. But where FRZ cations were more tightly bound
with binding energies on the order of −2–10 kcal mol−1, there is a tendency for neutral
metals to form vdW complexes on their FRZ surfaces, indicated by rM−C values of 4.5–
5.8 Å and binding energies on the order of hundredths of kcal mol−1 (Tables 3.3 and 3.4,
respectively). Absent the permanent electrostatic interactions that govern the FRZ surfaces
of charged complexes, neutral MCO complexes are loosely bound by dispersion interactions
in their FRZ structures. NiCO and ZnCO are somewhat exceptional, having shorter M−C
bonds, though they must still be dispersion-bound as there is no permanent electrostatic
contribution and the Pauli term is always repulsive.[174] These two compounds, as well as
MnCO, are further interesting in that their metal atoms bind CO through an electronically
excited state; this behavior is discussed in Section 3.4.0.1 below. In the species that form
vdW complexes (M = V, Cr, Mn, and Cu), ∆ωCO values for FRZ structures are negligible
(Table 3.5). Small blue shifts (15–30 cm−1) are found in NiCO and ZnCO, indicating that
the shortening (and strengthening) of the C−O bond increases the strength of dispersion
interactions with the metal atom, possibly through charge reorganization in CO.

Polarization effects vary significantly across the neutral species in this study: in some
cases, the effects are negligible, while in others they are substantial. The structures, binding
energies, and frequency shifts in CrCO, MnCO, and CuCO are largely unperturbed by
intramolecular orbital relaxation. In the other three systems (VCO, NiCO, and ZnCO),
POL decreases the length of the M−C bond, stabilizes the complexes slightly, and leads
to blue shifts in ωCO. The effect on the complex geometry is startlingly large for VCO,
where rFRZ

V−C = 5.582 Å and rPOL
V−C = 2.698 Å—POL leads to a nearly 3 Å contraction in rM−C!

Polarization-derived decreases in rM−C for VCO and NiCO are likely due to the unoccupied
metal 4s-orbital in these systems, which allows a closer approach between the fragments. In
the other species, Pauli repulsion between the CO orbitals and the diffuse 4s-shell prevents
a close approach between the two fragments absent the effects of CT. ZnCO is an exception
to this rule because its binding occurs through an excited Zn atom electron configuration
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(Section 3.4.0.1). In accordance with the trends seen on the FRZ surfaces, close binding on
POL surfaces is accompanied by blue shifts in ωCO. Blue shifts of 40.3, 69.6, and 40.9 cm−1

are seen for VCO, NiCO, and ZnCO, respectively.
Neutral MCOs are generally more complicated than their ionic counterparts, such that

producing a coherent model of their binding is more difficult. Still, as in the cationic species,
the magnitude of both ∆Ebind and ∆ωCO generally correlates with the occupancy of the
4s-orbital. VCO and NiCO, which do not have 4s-electrons, exhibit the most significant CT
contributions to their binding. Charge transfer in these two complexes leads to more than
200 cm−1 red shifts in ωCO (Table 3.5) and large decreases in ∆Ebind (Table 3.4). The con-
tribution to ∆Ebind is particularly large for NiCO, where an exceptionally short (1.680 Å)
M−C bond creates significant overlap between the fragment orbitals, resulting in nearly
40 kcal mol−1 of additional complex stabilization. Single occupation of the 4s-orbitals in
CrCO and CuCO directly limits forward donation and, more importantly, indirectly limits
back donation by diminishing the overlap between the relevant orbitals. Hence, less signifi-
cant stabilization energies (3–6 kcal mol−1) and frequency shifts (120–125 cm−1) are seen in
most neutral as compared to ionic MCOs.

Overall, CT strengthens the binding in neutral MCO complexes significantly, relative
to the FRZ and POL effects. As a result, all of the neutral metals we studied bind CO
covalently in unconstrained computations. Figure 3.6 indicates that these charge transfer
effects are dominated by back-donation, similar to the anionic MCO systems. The charge
transfer stabilization in these systems ranges from 3–37 kcal mol−1 (Table 3.4) and is roughly
correlated with the M−C bond length (Table 3.3) in the complex. Again ZnCO provides a
clear exception to this trend, and this is because Zn binds CO from an electronically excited
triplet state, discussed in the following section.

3.4 Anomalous behavior in MCO compounds

The preceding results and discussion indicate that the binding motifs in MCO compounds,
including the resulting shift in ωCO depends largely on the overall charge, electron config-
uration, and atomic number of the metal atom. Trends based on these features provide a
coherent description of the majority of the compounds in our dataset. Still, a few of the
systems under consideration exhibit unique binding modes that warrant further analysis and
discussion.

3.4.0.1 Electronically excited metal atoms: MnCO, NiCO, CuCO– , and ZnCO

The electronic structure in the majority of the MCO complexes of this study can be un-
derstood as a perturbation to that of the ground electronic states of the isolated M and
CO fragments. In MnCO, NiCO, CuCO– , and ZnCO, however, this is not the case; in
these systems the orbitals in the MCO complex are derived from the interaction between
CO and an electronically excited metal atom. The concept of bond preparation, commonly
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Table 3.6: Binding energies and frequency shifts for MCO complexes that form from bond
prepared metal atoms, computed at the ωB97X-V/def2-TZVPD level of theory. Electronic
binding energies (De) with respect to both ground (∆Egrd

bind) and bond-prepared (∆Ebp
bind)

fragments are reported. Experimental CO vibrational frequency shifts (∆νexptCO ), reproduced
from Table 3.1, allow unambiguous identification of experimental species. Energies and
frequency shifts are in units of kcal/mol and cm−1, respectively.

Species ∆Egrd
bind ∆Ebp

bind ∆ωCO ∆νexptCO

6MnCO 10.8 -25.3 -195.1 -188.8
3NiCO -10.9 – -58.0 –
1NiCO -33.5 -71.5 -115.3 -134.2

1CuCO– -1.7 – -35.2 –
3CuCO– 6.2 -34.8 -399.1 -394.6
1ZnCO -0.20 – 0.4 –
3ZnCO 52.9 -35.9 -261.5 -288.6

employed in cluster models,[301, 369, 368, 404] is helpful in the analysis of these systems and
is invoked repeatedly below. Simply put, we must first prepare the metal atom/ion for bind-
ing through electronic excitation to a state that can interact with the adsorbate, CO in this
case, appropriately. For three of these systems, this results in MCO compounds that are only
metastable relative to the isolated ground state fragments. In the remaining system, NiCO,
the final complex is bound with respect to the ground state fragments, though the electronic
structure is particularly complicated due to multiple low-lying electronic configurations.

The isoelectronic Cu– and Zn atoms bind CO similarly, although differences due to the
charge in the resulting complex like those seen above (Section 3.3) persist. Both metals have
ground state [Ar]4s23d10 electronic configurations that form dispersion-bound vdW MCO
complexes with negligible ∆ωCO values according to our ωB97X-V computations (Table 3.6).
These results comport with chemical intuition—stable, fully occupied 4s and 3d subshells
render the metal atoms unlikely to interact with the CO orbitals—but fail to account for
the large υCO red shifts of 394.6 and 288.6 cm−1 that have been experimentally observed
for CuCO– [439] and ZnCO,[187] respectively. Interestingly, the study that reported the
CO stretching frequency for CuCO– included mixed-basis B3LYP computational results for
1CuCO– that gave a frequency shift of −331.2 cm−1 in qualitative agreement with their
experimental result. Subsequent DFT studies[423, 144] also determined a singlet ground
state for CuCO– . We obtain a similar result of −350.1 cm−1 using the B3LYP functional
and the def2-TZVPD basis. Yet the inability of both CCSD(T) and ωB97X-V to predict
this value for CuCO– calls the B3LYP results into question.

To investigate alternative binding modes, we obtained CCSD(T) and ωB97X-V results
for 3CuCO– and 3ZnCO. Results from these computations exhibit excellent agreement with
the experimental ∆υCO results for CuCO– and ZnCO, suggesting it may be these high-
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Figure 3.7: COVP orbitals for π∗ ← 4p back-donation from M to CO for (a) CuCO– and
(b) ZnCO. This is the dominant CT interaction in these systems.

spin species that have been observed experimentally. Indeed, the experimental work that
first identified ZnCO assigned the absorption at 1852.2 cm−1 to 3ZnCO on the basis of BP86
calculations.[187] However, as indicated in Table 3.6, these triplet complexes are destabilized
with respect to the ground state fragments by 6.3 and 52.9 kcal mol−1, respectively. The
metastability of these complexes also explains other aspects of the experimental results.
Specifically, the magnitude of the CuCO– peak was found to decrease relative to those of
other species upon matrix annealing,[439] and both CuCO– and ZnCO peaks disappeared
entirely after a period of broadband radiation.[439, 187] To the best of our knowledge, the
present study provides the first indication that the observed signals for CuCO– come from
the triplet complexes. Furthermore, where previous (singlet) computations led researchers
to conclude that CuCO– exhibited a bent structure,[439, 423] the present results predict a
linear geometry for this species, as well as ZnCO. Experimentally, our results suggest the Cu–

and Zn atoms undergo electronic excitation to metastable triplet states (bond preparation)
during metal vaporization and prior to reaction with CO. Something similar likely occurs in
the preparation of alkaline earth metal carbonyls, where excitations into the (n−1)d-orbitals
facilitate bonding.[424, 425]

Working from the conclusion that experimental results for CuCO– and ZnCO concern
triplet states obtained through a bond-prepared [Ar]4s14p13d10 configuration on the metal,
the decomposition of the binding properties for these species follows the general trends for an-
ionic and neutral species as described above. Unlike the other anions in this study, 3CuCO–

forms a vdW complex on its POL surface, although this result is not particularly significant.
More interestingly, the extent of CT is significantly enhanced in these two systems. lndeed,
CuCO– and ZnCO exhibit the the largest υCO red shifts in each of their charge categories
(Table 3.5). The highly diffuse 4p-orbital exhibits significantly greater spatial and energetic
overlap with the CO π∗-orbital than do the more contracted metal 3d-orbitals (Figure 3.7).
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Figure 3.8: Potential energy surfaces for the energy decomposition analysis of (a) NiCO
and (b) MnCO. In both cases the most tightly bound MCO complex is formed through
the interaction of an electronically excited metal atom and ground state CO. See text for
discussion of the discontinuity and asymptotes in 1Σ+ NiCO dissociation and the absence of
FRZ and POL surfaces for bound MnCO.

These features allow a much stronger mixing between the donor–acceptor orbitals in the
π∗ ← 4p interaction, and a significant CT effect ensues. CT energy stabilizations for uncon-
strained computations on CuCO– and ZnCO are also among the largest in anions and neu-
trals, respectively (Table 3.4), but even so are not significant enough to overcome the initial
promotion energy to obtain the triplet metal atoms from the ground state singlets. Previous
studies had debated the importance of 4p-orbitals in metal–carbonyl bonding, finding that
4p-repolarization can be an important mechanism for diminishing interfragment repulsion,
but that CT from 4p-orbitals was insignificant compared to other CT interactions.[375, 31,
100] For most cases in the present study, analysis of the COVP orbitals supports the con-
clusion that π∗ ← 4p back-donation is relatively unimportant. But our results for CuCO–

and ZnCO suggest that, at least in some cases, the 4p-orbitals actually play a defining role
in the M−CO bond.

The modes of complex formation for MnCO and NiCO are similar in some ways, though
additional complications arise. As in the two cases above, the experimentally observed
structures (as determined by the υCO shift upon complex formation) are formed through the
interaction of a ground state CO molecule and an electronically excited, bond-prepared metal
atom. For Ni, the ground state [Ar]4s13d9 configuration excites to [Ar]4s03d10 upon NiCO
formation, while for Mn, [Ar]4s23d5 excites to [Ar]4s13d6 (Figure 3.8). In both cases the 4s-
electron excites into the 3dz2 orbital, rendering the 4s-orbital singly occupied such that 4s←
5σ forward-donation becomes possible.[33, 30, 175] These bond-preparing excitations also
significantly diminish the Pauli repulsion in the complex, which is known to be a significant
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barrier to bond formation in metal carbonyls.[33, 120] Hence electronic excitations on Ni
and Mn facilitate binding, as in the cases of Cu– and Zn considered above.

For NiCO, both the ground (3Ni) and excited (1Ni) metal atoms can bind CO, although a
more favorable interaction occurs through the excited state. This is in qualitative agreement
with the coupled-cluster study of NiCO electronic states by Schaefer, et al..[175] There has
been disagreement as to the geometry of 3NiCO: this same coupled-cluster study predicted
a linear, 3∆ NiCO structure as the lowest lying NiCO excited state[175], while DFT studies
had predicted a bent structure.[119, 120, 321] Similar to other density functionals, ωB97X-
V functional predicts a bent 3A′ NiCO structure for triplet NiCO. However, the ωB97X-V
barrier to linearity is a mere 0.1 kcal mol−1, two orders of magnitude smaller than the binding
energy of 3NiCO, rendering this discrepancy largely inconsequential.

The PESs for these interactions [Figure 3.8(a)] suggest that two different modes of binding
occur for these structures. In 1Σ+NiCO, a vdW complex forms on the FRZ surface as seen for
other neutral systems, in contrast to an earlier CSOV result that indicated a repulsive FRZ
interaction for 1NiCO.[33] POL and CT further stabilize the M−CO interaction by 30 and
37 kcal mol−1 increments, respectively (Table 3.4). This leads to an overall complex binding
energy of −33.5 kcal mol−1 with respect to (ground state) 3Ni and CO (Table 3.6). 3A′ NiCO
by contrast, forms vdW complexes on the FRZ and POL surfaces, and a moderately bound
(∆Ebind = −10.8 kcal mol−1) complex on the FULL surface. We note again that the ωB97X-
V structure for 3A′ NiCO used in this EDA is bent, in contrast with the CCSD(T) result.
Regardless of this discrepancy, the difference in the phenomenology of 1NiCO and 3NiCO
binding as predicted by ωB97X-V is likely due to the occupation of the 4s-orbital in 3Ni,
which extends the range of Pauli repulsion, overpowering any dispersion-based attraction
between the fragments. Its absence in 1Ni allows the latter effect to dominate, and bound
FRZ and POL structures can be obtained.

The 1Σ+NiCO surfaces in Figure 3.8(a) are unusual and deserve further comments. In
particular, there is an 8 kcal mol−1 gap between the asymptotes of the full surface and the
FRZ/POL surfaces; this is clearly unphysical. Mulliken population analysis reveals charge
delocalization errors[81] on the full surfaces that can explain these artifacts. Partial anionic
character on Ni spuriously lifts too much degeneracy from the Ni 3d-orbitals, giving rise
to two distinct asymptotes for the triplet surfaces, as well as the discontinuity in the POL
surface, in Figure 3.8(a). Examination of molecular orbitals on this surface explains the
source of this discontinuity (Figure 3.9). In the limit of a large separation between the
fragments, the 3d-orbitals in 3Ni will be 10-fold degenerate. The degeneracy in these orbitals
is lifted upon approach of the CO adsorbate. The plots in Figure 3.9 indicate that this
degeneracy is first lifted as the 3dz2-orbital polarizes, likely due to the CO 5σ-electrons, and
then is further lifted as the 3dxz- and 3dyz-orbitals polarize to accommodate the π-electrons.
The discontinuity in the POL surface in Figure 3.8(a) is apparently due to the lifting of
this degeneracy as CO approaches 1Ni from rM−C = 2.8 Å. All FRZ computations yielded
binding energies on the “upper” surface, which corresponds to a 1Ni atom with 2- and 8-
fold degeneracy among the 3d-orbitals. The persistence of this degeneracy across the rM−C

values of interest is due to the mechanics of the FRZ computation, which completes the SCF
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Figure 3.9: Molecular orbital diagram for POL surface of 1NiCO (cf. Figure 3.8). The or-
bitals on the lower and upper surfaces were obtained with rM−C = 2.7 and 2.8 Å, respectively.

iterations for each fragment independently of the other (i.e. intramolecular relaxation due
to the presence of other fragments is prevented).

Notably, none of our computations recover the 10-fold degeneracy of the Ni d-orbitals
at large values of rM−C, and both asymptotes are therefore spurious. This feature of our
computational approach, due to charge delocalization errors, does not necessarily invalidate
the results obtained in the short M−C regime. As the energies of all optimized structures
were found to be stable with respect to rotations between the occupied and virtual orbital
subspaces, we take these results to be legitimate. Using these results, the binding energies
presented in Table 3.4 were obtained with respect to the isolated fragments, which lie slightly
above the energy of the upper asymptote in Figure 3.8(a).

Delocalization errors notwithstanding, the phenomenology of the 1Σ+Ni−CO bond is
distinct from that in the other neutral species. Specifically, we find that 1Ni is able to bind
CO closely and strongly on both the FRZ and POL surfaces, and furthermore that binding
impacts ωCO on these surfaces. This is in marked contrast to the previously discussed neutral
species, where FRZ and POL structures were identified as vdW complexes. The compact
d10- and empty 4s-shells on Ni likely serve to diminish Pauli repulsion and increase the ability
of the CO 5σ lone pair to penetrate into the Ni core, stabilizing the Ni−CO bond, as occurs
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in other systems.[95] Similar effects were seen for V (nominally a 4s03d5 configuration),
which binds CO on the POL but not the FRZ surface, but the more compact d10-core in Ni
facilitates an ever closer approach between the fragments (Table 3.3), and thereby a stronger
interaction at all stages of the EDA.

Likewise, an excited 6Mn electron configuration leads to the MnCO structure that has
been observed experimentally, though in this case both the ground and excited configurations
exhibit the same (hextet) spin multiplicity. Computationally, we consider the MnCO binding
event to consist first of a bond-preparing excitation from the ground state [Ar] 4s23d5 configu-
ration to an excited [Ar] 4s13d6 state through a 4s→ 3dz2 promotion (∆E = 36.1 kcal mol−1),
followed by interaction with an approaching CO molecule. The bond-prepared binding en-
ergy of the resulting complex is −25.3 kcal mol−1, leading to an overall destabilization of
10.8 kcal mol−1 with respect to isolated ground-state Mn and CO. Figure 3.8(b) presents
the ground and excited state potential energy surfaces for MnCO. Unlike in the case for
the ground state 3Ni atom, no tightly bound structure was obtained for ground state Mn,
although a very weakly bound (∆Ebind < 0.2 kcal mol−1) vdW complex was found to be
stable on all three surfaces. Analogous to the case for 1NiCO examined in detail above,
the electronic difference between these two structures was found to be a result of (lifted)
degeneracy among the Mn 3d-orbitals.

The excited FRZ and POL surfaces were found to be everywhere dissociative, so the
entirety of ∆Ebind, geometry changes, and ∆ωCO are attributed to CT in Tables 3.3, 3.4
and 3.5. In contrast to the results discussed for 1Σ+NiCO in the preceding paragraphs, the
nature of the Mn−CO bond is highly similar to that for the other neutral species of this
study: FRZ and POL interactions are insufficient to overcome Pauli repulsion, and a bound
structure can only be obtained once the effects of CT are included.

Despite subtle differences in the details of these four complexes, the binding motifs of
NiCO, MnCO, CuCO– , and ZnCO are unified by the necessity of bond preparation to achieve
the ground state complex. In some cases, this insight into the complex formation clears up
previous discrepancies between experimental and computational results. Once the metal
excitation has been accounted for, the EDA for these systems indicates that MCO binding
typically follows the trends determined for the systems of the same charge as presented in
Sections 3.3.2 and 3.3.4 above.

3.4.0.2 Discrepancies with cations: MnCO+ and FeCO+

The results for MnCO+ and FeCO+ stand out among those for the rest of the species in Table
3.1 for two reasons: (1) unlike the other cations, experimental results for these systems do
not exhibit significant blue shifts in υCO and (2) the prima facie disagreement between theory
and experiment is the greatest for these two complexes. This disagreement warrants a closer
examination of the experimental results for MnCO+ and FeCO+.

Reed and Duncan report experimental values for ∆υCO for Ar3(MnCO+) using mass-
selected infrared photodissociation spectroscopy.[341] The dissociation spectrum contains
two peaks at 2106 cm−1 and 2148 cm−1, which they attribute to Ar3(

5MnCO+) and
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Figure 3.10: COVP orbitals for the most significant back-donation interactions in (a) MnCO+

and (b) FeCO+. Metal–carbon bond lengths influence the strength of the interaction and
thereby the extent of CT effects on ∆Ebind (Table 3.4) and ∆ωCO (Table 3.5).

Ar3(
7MnCO+) on the basis of B3LYP/def2-TZVPP computations. They report additional

computational results (at the same level of theory) that indicate that the perturbation due
to two Ar atoms red-shifts the CO frequency by 68.6 cm−1. Hence, the experimental result
for the MnCO+ frequency shifts in Table 3.1 should be corrected by 68.6 cm−1 in order to
remove the effects of the Ar atoms and better facilitate comparison to the computational
results. This correction gives value of ∆υCO = 75.8 cm−1, in much better agreement with
the CCSD(T) and ωB97X-V ∆ωCO values of 80.5 and 97.9 cm−1, respectively, as well as
the general trend for cations. This also suggests that the anomalously small υCO blue-
shift reported for MnCO+ in Ref. 341 is due to the effects of the Ar atoms present in the
experiment, rather than the physics inherent to this MCO complex. Hence, MnCO+ is not
as exceptional as it first appears, and the general analysis of Section 3.3.3 carries over to
this case.

It is more difficult to reconcile the disagreement between our density functional treatment
and the experimental results for FeCO+. Comparison of experimental results for FeCO+ in
Ne[440] and Ar[442] matrices indicates that matrix effects are non-trivial for this system:
the value of υCO in solid Ar is red-shifted by 41.5 cm−1 relative to that in solid Ne. Hence,
we expect the Ne matrix value of 2123.0 cm−1 to be noticeably red-shifted from its value
in vacuum. This matrix effect may be significant enough to account for the 17.2 cm−1

difference between CCSD(T) and experiment, though gas phase determination of υCO would
be necessary to know for sure. It is, however, exceedingly unlikely that this effect can explain
the much larger 62.8 cm−1 discrepancy for ωB97X-V, the largest in our data set (Table 3.1).

Furthermore, ∆υCO for FeCO+ is lower than we would expect based on the analysis of
the other cationic complexes above. According to the results in Table 3.5, the contributions
of FRZ and POL interactions to ∆ωCO are similar to those in the other cationic systems
considered herein. Instead, FeCO+ stands out because of a relatively large 81.5 cm−1 red
shift due to charge transfer. We also note that rM−C = 1.934 Å in FeCO+ (Table 3.1), a
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much shorter bond length than most of the other cations, a result of the low-spin of the
complex. This close M−CO approach, and the resulting increase in the overlap of orbitals
between the two fragments, facilitates a greater amount of back-donation than in the other
cations.[120] Comparison of the COVP orbitals for MnCO+ (rM−C = 2.556 Å), where the CT
effect is small, and FeCO+ supports this line of reasoning (Figure 3.10). (Despite a similarly
small value for rM−C, a comparable amount of back-donation does not occur for CuCO+

because the additional nuclear charge on Cu+ diminishes both the spatial and energetic
overlap between the metal 3d- and CO 2π∗-orbitals.) Such an analysis is also supported
by the COVP results in Figure 3.6, which show significant energetic stabilization due to
back-donation for FeCO+.

Experimental red-shifting of υCO for FeCO+[440] obscures the reality that the underlying
physics for this system is along the lines of that for the other cations, which all exhibit υCO

blue-shifting. FRZ and POL interactions that increase υCO compete against the tendency of
CT to decrease υCO. In all cases, including FeCO+, the observed υCO reports on the overall
balance of these interactions.

3.4.0.3 Bending in MCO complexes

Finally, we consider metal atoms and ions that form non-linear MCO complexes on their un-
constrained PESs. While metal monocarbonyls tend to be linear (see Table 3.3), exceptions
to this rule have been known for some time. Indeed, a number of previous computational
studies have indicated that the equilibrium structures of CrCO[119, 120, 321, 220, 209, 210,
46] and CuCO[119, 120, 29, 439, 321, 423, 188] are non-linear, although at least one wave
function (MRCI) study found a linear ground state for CrCO.[186] Two DFT studies of
CrCO– reported predictions that CrCO– is linear.[9, 144] In agreement with the former
consensus and in contrast to the latter results, below we report bent ground-state structures
for CrCO, CrCO– , and CuCO on the basis of CCSD(T) and ωB97X-V computations (Table
3.7). (Electronically excited states of these and other MCO compounds have also been found
to adopt bent structures, [120, 321, 210, 46] but are not of present interest.) Historically,
this MCO bending has been rationalized on the basis that bent geometries diminish the
repulsion between the CO 5σ- and metal 3dz2- and 4s-orbitals.[119, 120] Our results expand
upon this understanding of non-linear MCO complexes.

The geometric data in Table 3.3 indicate that a variety of mechanisms can promote the
linearity of an MCO bond. A linear geometry is obtained for the majority of anionic systems,
which are bound almost entirely by CT (CrCO– is an exception and will be treated below).
This suggests that the most favorable orbital overlap is achieved in a linear arrangement,
and thus we expect CT to promote linearity in the majority of systems. For the cationic
systems, a linear complex is obtained on each of the EDA surfaces. At both the FRZ and
POL levels, metal cations bind CO through a favorable charge-dipole interaction (Section
3.3.3) that is maximized when the complex has a linear arrangement. Thus in cations both
electrostatic and CT effects promote linear complexes.
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Table 3.7: CCSD(T) and ωB97X-V bond angles (degree) for bent MCO complexes of mul-
tiplicity M

Species M CCSD(T) ωB97X-V

CrCO 6 157.9 152.7
CrCO– 7 136.7 134.1
CuCO 2 151.9 145.7

The picture is somewhat more complicated in neutral systems, where vdW complexes are
found to form on the FRZ and/or POL surfaces in some cases (Section 3.3.4). Most vdW
complexes on the FRZ/POL surfaces (taken as those with M−C bonds at least 4 Å) are bent.
As constraints are removed from the computations, some neutral complexes linearize, while
others (CrCO and CuCO) do not. As Fournier observed,[119, 120] there is a correlation be-
tween the 4s occupation of a metal and the linearity of its resulting MCO complex: neutral
complexes without a 4s-electron tend to be linear, while those with 4s-electrons bend, pre-
sumably to minimize Pauli repulsion between 4s- and 5σ-orbitals. Fournier used this trend
to argue that, to the right of V in the transition metal series, low-spin MCO complexes are
linear, while high-spin complexes are bent.[120] The linear structure we obtain for 1NiCO,
for instance, is an example of this trend. Unlike Fournier, however, we find a bound, linear,
and high-spin structure for MnCO, although this structure is only metastable with respect
to the ground state fragments (Figure 3.8). The high-spin 3ZnCO is also linear, presumably
to maximize the overlap between the Zn 4p- and CO 2π∗-orbitals that is critical to binding
in this case as shown in Section 3.4.0.1.

Among neutral complexes, this leaves CrCO and CuCO as our case studies in MCO
bending, for which we report ωB97X-V bond angles of 152.7◦ and 145.7◦, respectively (Table
3.7). Relative to the other complexes in our dataset, each of these compounds is weakly
bound (∆Ebind ≈ −3–6 kcal mol−1 [Table 3.4]). CT is necessary to allow close approach
between the two fragments, and even so these three systems have uncharacteristically large
M−C bond lengths, on account of repulsion from the 4s-electron(s) (Table 3.3). Analysis
of the COVP orbitals in these complexes, presented for CrCO in Figure 3.11, indicates
unique CT interactions for these bent systems. The major forward-donation in these systems
occurs through CT from the CO 5σ-orbital into the 3dz2- or 4s-orbitals for CrCO and
CuCO, respectively, similar to the previously considered cases [Figure 3.11(a)]. The primary
back-donation, however, is a 2π∗ ← 3dz2 interaction [Figure 3.11(b)], which is forbidden in
the linear complex on the grounds of orbital symmetry. This explains how ∆ωCO in these
two complexes is comparable to similar systems despite longer M−C lengths which would
otherwise diminish the extent of CT: three different metal orbitals are able to donate into
the CO 2π∗-orbital and weaken the bond, unlike in linear complexes.

We finally consider CrCO– , the only bent ion in our series, for which we report an
ωB97X-V bond angle of 134.1◦ (Table 3.7). At least one previous study reported a linear
structure for this system,[9] and to the best of our knowledge the present results are the
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Figure 3.11: Most significant COVP orbitals for CrCO: (a) forward-donation and (b)-(d)
back-donation. Repulsion between the CO 5σ- and Cr 4s-electrons alters the complex ge-
ometry and orbital interactions.

first indication of a bent structure for CrCO– . Unlike its neutral counterpart and similar
to the other anions, CrCO– does not form a bound structure on the FRZ surface, though
a vdW complex forms when POL effects are included. The COVP orbitals for this species
are very similar to those depicted for its neutral counterpart in Figure 3.11, indicating the
same, non-standard mode of CT discussed above. We therefore motivate the bent structure
of CrCO– as for the neutral species above: bending diminishes σ-repulsion and leads to
orbital repolarization to compensate for lost CT stabilization. The destabilizing effects of
σ-repulsion are further evident in the fact that ∆Ebind = −1.7 kcal mol−1 for this complex,
much smaller than that for other MCO anions.

It is interesting to compare the structure of CrCO– to the isoelectronic species MnCO and
to CuCO– , which also exhibits a doubly occupied 4s-orbital. Both of these complexes are
found to be linear in this study on the basis of CCSD(T) and ωB97X-V computations. All
previous literature reports of CuCO– reported a bent structure;[439, 423] some computations
on MnCO indicated this species was bent[120], and others that it was linear.[321] Bending
in MCO complexes occurs to diminish σ-repulsion between the fragments, but comes at the
energetic cost of diminishing the overlap of the standard 2π∗ ← 3dπ back-donation that
stabilizes these complexes. MCO bending is then the result of two competing interactions
between the fragment orbitals. In MnCO it seems sensible to us that linearity is achieved
through diminished σ-repulsion vis-à-vis the isoelectronic CrCO– . By contrast, the linearity
of CuCO– almost certainly results from the unique 2π∗ ← 4p donation that stabilizes this
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system. The energetic contribution of this interaction, maximized in the linear geometry,
prevents bending despite what we assume to be a significant amount of σ-repulsion on the
basis of the bent structure for CuCO that we already discussed above. Mutual comparison of
CrCO, MnCO, and CuCO– indicates that the interplay between the interactions that either
promote or prevent bending can be quite subtle.

Following Fournier,[120] we understand MCO bending to result from a complicated inter-
play between minimizing orbital repulsion and maximizing CT stabilization. For Cr and Cu,
the singly-occupied 4s-orbital and the half- and fully-occupied 3d-shells, respectively, repel
the CO 5σ-electrons sufficiently to promote bending. We also report the first bent structure
for CrCO– , predicted by both CCSD(T) and ωB97X-V, and rationalize this result along the
same lines as has been done for neutral systems that are bent. The juxtaposition of these
examples against the linear monocarbonyls of Mn and Cu– elucidates that changes in either
the extent of σ-repulsion or the nature of the CT interactions can dramatically alter MCO
complex geometries.

3.5 Conclusions

Despite the various exceptional cases considered above, a unified picture of MCO binding
on the basis of metal charge and orbital occupation emerges from our dataset. The most
significant barrier to M−CO bond formation comes from Pauli repulsion due to interac-
tions between the CO 5σ-electrons and metal valence electrons. Various mechanisms can be
employed to overcome this repulsion, and the nature of these interactions bears on various
experimental observables, like ∆Ebind and ∆υCO. System charge determines the interplay
between these interactions in predictable ways:

• In anions, permanent electrostatics and Pauli repulsion both inhibit binding, and the
latter effect is enhanced by diffuse valence orbitals on the metal. These interactions pre-
vent binding absent the inclusion of charge effects, specifically CO← M back-donation.
This leads to large values for ∆Ebind in most cases and red-shifted values for υCO in
all of them.

• In cations, permanent electrostatic interactions overcome the destabilizing effects of
Pauli repulsion, and orbital polarization facilitates the strengthening of the electrostatic
interactions and decreases Pauli repulsion. These effects coincide with C−O bond
compression and result in υCO blue-shifting, which is mitigated by the effects of charge
transfer. Polarization of metal valence orbitals contributes about half of ∆Ebind for
cations.

• Neutral systems exhibit more complicated binding motifs than either ionic system.
Charge transfer is the major driving force behind ∆Ebind, and compounds are only
weakly bound in its absence. Overall υCO red-shifting is due to charge transfer, though
these effects are attenuated by orbital polarization in select cases.
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While the significance of charge transfer varies across systems, its effects can hardly ever
be neglected in theoretical treatments of MCOs. As has been suggested elsewhere,[220] the
lion’s share of charge transfer effects on ∆Ebind in these systems seems to result from back-
donation. Still, we reiterate that caution should be exercised in using parsings of ∆Ebind as
a proxy for direct analysis of ∆ωCO. To a first approximation, this understanding of charge
transfer confirms the DCD model, which accounts for M−CO binding through synergistic
forward- and back-donation. However, charge transfer almost always promotes υCO red-
shifting, even in systems where overall blue-shifts are observed. This conclusion, informed
by previous results,[141, 260] directly contradicts the DCD model’s picture of υCO blue-shifts.
The DCD model is particularly inapplicable to MCO cations, where permanent electrostatics
and orbital polarization play dominant roles.

In select systems, fragment repulsion is overcome by more complicated binding motifs,
such as (1) electronic excitations on the metal atom (M = Mn, Ni, Cu– , Zn) and (2) complex
bending (M = Cr, Cr– , Cu). These features arise through a complicated interplay of orbital
interactions, rendering prediction of electronic excitations or complex geometries unlikely.

While we have focused our efforts on understanding the binding of molecular MCOs,
the interaction of CO with an extended metal surface is of considerable interest in the
broader scientific community. The triatomic MCO system is obviously a crude model for
the surface–CO interaction as it neglects the presence of the metal band structure, which
can perturb all of the interactions analyzed herein. We can begin to understand the exact
nature of this perturbation with reference to cluster models, which help bridge the gap
between MCOs and extended systems. These models suggest that σ-repulsion and metal-to-
CO π-donation play the dominant role in the surface–CO bond,[20, 165, 299, 22] although
σ-donation can also be important in some systems.[299] Additionally, as the size of the cluster
increases, CO polarization and CT effects vary little with cluster size, while changes to the
nature of electrostatic effects and metal orbital polarization can impact binding energies
significantly.[165, 299] In effect, the metal cluster is more polarizable than an individual
atom, enabling more efficient reduction of σ-repulsion.[299] These cluster results suggest
that POL may play a much more significant role in extended systems than it does in our
present analysis of MCOs, while the nature of CT may remain less changed.

Finally, we note the performance of the ωB97X-V density functional on systems contain-
ing first-row transition metals. Results from this functional compare favorably to CCSD(T)
predictions of MCO geometries and binding energies in most cases, as well as both experi-
mental and CCSD(T) CO frequency shifts. In cases like CuCO– and CrCO– , ωB97X-V and
CCSD(T) predict qualitatively different geometries and spin states than other DFT treat-
ments, indicating the importance of high-level computations. These results are promising
and broadly in line with benchmarks for this functional on other transition metal and main
group chemical systems.[140, 101, 68] Of course, caution should be exercised in using ωB97X-
V and other density functionals to study systems with transition metal atoms, particularly
when the case of interest is known or expected to exhibit multireference character. But the
present study indicates that state-of-the-art density functionals like ωB97X-V can provide
valuable insight into the binding of transition metal systems.
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Part II

Progress towards salmon-safe tires:
Identifying the mechanism of

ozonation for rubber and 6PPD
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Chapter 4

Mechanisms of ozonation for natural
rubber and PPDs

4.1 Introduction

Rubber tires are essential across various sectors, including transportation and agriculture.
Indeed, tire manufacturers produced 19 million tons of rubber in 2019, and continued global
industrialization is expected to increase tire demand, requiring nearly 23 million tons annu-
ally by 2024.[337] Maximization of the longevity of tires is a form of sustainability, reducing
the annual flow of tires to landfills and other waste streams. This and other pressures have
led the development of highly effective rubber additives that protect rubber from degrada-
tion during manufacture and use,[180] most notably p-phenylenediamines (PPDs).[84, 235]
Unfortunately, these additives aggravate various toxicity endpoints for both human and
environmental health.[79, 13, 14, 431, 39, 360] 6PPD (N -(1,3-dimethylbutyl)-N ′-phenyl-p-
phenylenediamine), the most ubiquitous of these compounds,[16] has recently gained noto-
riety due to the extreme aquatic toxicity of its quinone transformation product (6PPDQ) to
coho salmon[399, 41, 398] and other aquatic species.[166, 410, 54] As a result, replacement
of 6PPD tires has become an extremely pressing problem in green chemistry.

This poses a formidable challenge as rubber compounds are susceptible to attack from
numerous reactive species—peroxyl radicals, alkyl radicals, ozone—and 6PPD protects rub-
ber compounds from each of these degradation pathways.[170, 246, 130] Degradation due to
peroxyl and alkyl radicals (collectively, “oxidation processes”) is relatively well- character-
ized,[180] and research into alternative antioxidants was underway well before the discovery
of 6PPD quinone and its toxicity.[380, 105, 64, 4, 307, 351, 390, 429, 389, 106, 428] The
O3 chemistry of PPDs and the development of safer antiozonants are more elusive. Broadly
speaking, it is believed that 6PPD protects tires in two distinct but overlapping ways:[179]
(1) kinetic scavenging that consumes O3 before it is able to react with the tire[84, 112, 340]
and (2) subsequent formation of a protective film that prevents ozone permeation past the
surface of the tire.[112, 10, 11] Not observed in all PPDs,[340] these protective films are
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likely comprised of PPD reaction products,[10, 11, 234] although details are poorly under-
stood. Furthermore, an early and significant body of research into the ozone chemistry of
PPDs failed to identify quinone byproducts, indicating that this work is incorrect or (at
best) incomplete. Reinvestigation of the mechanism of 6PPD ozonation is imperative to
understanding the kinetics of its ability to scavenge ozone, the likely products that lead to
film formation, and the pathway to 6PPD quinone.

Herein, we report the first investigation into the mechanism of PPD ozonation since the
discovery of its toxic quinone byproduct.[399] Others have laid seeds for this work through
detection of potential intermediates[217, 359] and developing broad-strokes proposals of the
pathway.[399, 217, 359] We continue this work through high-level computational analysis of
the ozonation pathways of PPDs. Comparative analysis of the barrier heights for various
PPD ozonation pathways demonstrates that the route to the quinone is uniquely accessi-
ble, linking the toxicity of PPDs directly to their function as antiozonants. Throughout this
study, mechanistic proposals are derived from ozonation mechanisms in related systems (Sec-
tion 4.1.1), and our computational protocol follows best practices for O3 modeling (Section
4.1.2). We benchmark our methodology against existing methods (Section 4.3) before pre-
senting mechanistic results for ozonation of a rubber surrogate (4.5) and PPDs (Section 4.6).
We conclude (Section 4.7) by discussing the implications of this work for the development
of alternatives to 6PPD.

4.1.1 Ozonation mechanisms

While the O3 chemistry of PPDs is under-explored, the literature contains a vast body of
work on ozonation reactions in similar systems. Recent reviews and monographs provide a
through treatment of this chemistry in a wide array of systems.[374, 116] Here, we provide an
overview of critical aspects of ozonation chemistry in alkenes, amines, and aromatic systems,
which are all relevant to understanding the reactions of O3 with rubber systems and/or
PPDs.

Alkenes. Generally speaking, ozone reacts with unsaturated systems to produce scission
products of the parent substrate.[116] The overall reaction pathway is uncontroversial: ozone
adds to the olefins to form so-called primary ozonides, which may decompose or rearrange
to form (secondary) ozonides, ultimately resulting in scission of the original olefin to two
carbonyl products. This pathway explains the degradation of rubber upon exposure to
ozone.[340, 10, 438]

Despite this consensus, two distinct proposals for the mechanism of primary ozonide
formation have gained popularity: A concerted addition across the double bond (Criegee
mechanism)[90] and a stepwise addition, where ozone reacts with an olefin to form a biradi-
cal intermediate which may subsequently collapse to the ozonide (DeMore mechanism).[97]
Consensus increasingly indicates that the Criegee mechanism prevails in simple (i.e. less
substituted, electronically symmetric) systems,[133, 350, 224, 128] while both steric and elec-
tronic effects of olefin substituents increase the importance of DeMore channels.[107, 350,
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213] In extreme cases, steric hindrance prevents formation of the primary ozonide completely,
and the initial ozonation of alkenes results in epoxide formation.[107] Recent theoretical work
indicates that solvent effects can make stepwise mechanisms dominant in systems where they
otherwise would not be.[228]

Amines. The reactivity between amines and O3 is generally understood as a nucleophilic
attack of N toward O3,[23, 25, 365] and this pathway is particularly important in tertiary
amines.[24, 253] Depending on the substitution pattern of the parent amine, reaction prod-
ucts may include N -oxides, nitrones, hydroxylamines, nitroso-alkanes, and nitroalkanes, and
dealkylated amines.[178, 277, 253, 365] Amines may also react with ozone through insertion
into the N−H bond.[405] The N lone pair plays a critical role in amine reactivity towards
O3, such that more highly substituted aliphatic amines exhibit increased O3 reactivity.[365]
By the same token, these reactions are highly sensitive to pH, as amine protonation elimi-
nates the reaction channel.[82, 253] Even in the most favorable systems and conditions, high
barrier heights for N−O bond formations[405] can limit these reactions relative to other
available ozonation pathways.[25]

Aromatics. Reference to the O3 chemistry of aromatic systems like anilines and phenols
also enhances our understanding of its reactivity in PPDs. In both former types of systems,
ozonation reactions produce manifold products, and a broad array of mechanistic pathways
have been suggested.[291, 151, 320, 391, 394] Motifs common to the preceding functional
groups are present here as well: primary ozonide formation,[290, 394] nucleophilic attack
of ozone from heteroatoms like N[391] or the aromatic ring,[320, 392] and ring cleavage
reactions[151, 290, 394] have all been reported in aromatic systems. These initial ozonation
steps often produce intermediates that are themselves reactive towards O3.[178] Electron
donating groups activate reactions between aromatic carbons and O3, resulting in highly
oxidized aromatic products like quinones.[290, 335, 320, 394]

PPDs. Historically, work on PPD ozonation has emphasized formation of N−O oxides,
analogous to ozonation of amines, resulting in dinitrone products for PPD ozonation.[340,
234, 233, 63, 60] In the case of 6PPD, this assignment was recently repudiated on the
basis of two-dimensional nuclear magnetic resonance spectroscopy,[399] and quinones are now
understood to form instead,[359, 414] representing about 10 % of the product distribution
for 6PPD.[177] Beyond this, a great number of reaction products have been determined
experimentally,[340, 234, 233, 217, 359] though mechanistic details of these transformations
are not always clear. A few recent studies have emphasized the formation of quinone diimines
(QDIs) in the various ozonation pathways of PPDs, including the formation of 6PPDQ.[63,
217, 359] Even still, the stepwise mechanism of C−O bond formation in PPDs is completely
unexplored to the best of our knowledge, despite the ultimate necessity of this motif in the
production of 6PPDQ.
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Figure 4.1: Ozone charge transfer complexes for (a) natural rubber and (b) 6PPD have been
proposed by a number of authors (see text).

Charge transfer mechanisms. For each of the classes of reactions discussed above, a
number of authors argue that ozonation reactions are initiated by one-electron charge transfer
(CT) to form biradical, zwitterionic pre-reaction complexes (Figure 4.1). Examples for
alkenes,[435, 61, 62, 353] amines,[23, 25, 289, 253, 365] aromatics,[290, 391] and PPDs[330,
63, 338, 60] can be found at the indicated references. Such proposals are defended on the basis
of a strong correlation between substrate ionization potential and O3 reaction rates,[435, 60]
electron spin resonance (ESR) spectra that presence of radicals in the reaction mixture,[63] or
details of product distributions.[353, 253] Some have expressed skepticism about these CT
intermediates, which have not been isolated experimentally, though theoretical literature
analyzing this proposal is sparse.[235, 242, 365] Often, these proposals posit that electron
transfer is the rate determining step of ozonation, so the existence of these complexes for
olefins and PPDs is of present interest.

4.1.2 Modeling ozone chemistry

Accurate modeling of the electronic structure of ozone (O3) is a formidable challenge in
quantum chemistry, and many generally reliable methods have been shown to yield (some-
times catastrophically) bad predictions for O3 chemistry.[298] Beginning with some of the
earliest theoretical work, O3 was generally accepted to have a biradical ground state.[136,
159] Subsequent work has called this once-settled conclusion into question. At least one
multireference study indicated that the ground state of O3 is a “regular” (i.e. closed-shell)
singlet, with authors arguing that the electronic structure of O3 can be completely captured
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without reference to biradical character.[200] Ozone is a difficult modeling problem because
the truth lies somewhere between these two extremes, and a number of researchers have
quantified the degree of biradical character in O3, with values ranging from 16–49 %.[135,
280, 281, 109, 50] Regardless of the exact degree of biradical character, it is clear that O3 is
a genuinely multireference (MR) system. As a result, much of the highest quality theoretical
literature on O3 chemistry resorts to one of a number of MR schemes.[350, 308]

Nevertheless, many single-reference (SR) approaches to O3 modeling have been reported.
[12, 87, 89, 69, 70, 419, 224, 15, 287, 243, 405, 59] Errors in these predictions can be
substantial. As Wheeler et al. have noted, generally respectable SR methodologies predict
barrier heights with discrepancies in excess of 10 kcal mol−1 for small systems like C2H2 and
C2H4, and even the generally reliable CCSD(T) (coupled-cluster with single, double, and
perturbative triple excitations) method gives unsatisfactory results.[419] To take just one
relevant example, these high-level methods predict divergent results for the initial step of
O3 addition to olefins.[350, 224, 128] In order to systematically approach the fully correlated
limit, inclusion of explicit triple and perturbative quadruple excitations (the CCSDT(Q)
method) is necessary.[419, 437, 405] While Trogolo et al. report results of this quality for a
number of small systems, the O(N9) scaling of this method excludes its use for the present
systems.

Instead, systems of present interest require treatment with either less computationally de-
manding wave function approaches or density functional approximations (DFAs). A number
of DFA treatments of ozone chemistry have been reported.[69, 70, 405, 392, 365] Generally
speaking, however, out-of-the box DFA treatments are unable to predict ozone reaction en-
ergies with consistent fidelity,[405] while more success can be expected for barrier heights,
where correlation treatments converge more rapidly than reaction energies.[437] Hybrid den-
sity functionals generally exhibit the best performance for both overall thermodynamics and
transition energies.[405] Spin projection schemes[197] are known to improve DFA results
for related systems,[241] and this approach has been used to model O3 chemistry in se-
lect systems.[350, 365] On the other hand, novel low-scaling wave function approaches like
regularized orbital-optimized second-order Møller–Plesset perturbation theory (κ-OOMP2)
effectively treat radical species in other contexts,[240, 364, 342] though their use for O3

chemistry has not been previously explored.

4.2 Computational methods

Methods of electron correlation. In the present study, we consider the ωB97X-V[269]
and ωB97M-V[268] density functional approximations (DFAs), as well as regularized orbital-
optimized second-order Møller–Plesset perturbation theory (κ-OOMP2)[240] in our modeling
of O3 reactivity. These density functionals were chosen on the bases that hybrids outperform
other classes of DFAs for O3 chemistry[405] and that ωB97X-V and ωB97M-V, specifically,
have been shown to yield highly accurate predictions for thermochemistry and reaction bar-
rier heights.[272] On the other end of the spectrum, we also explore the use of κ-OOMP2[240]
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as a low-scaling wave function method for modeling O3 chemistry. Though unexplored in
this context, κ-OOMP2 is able to successfully treat strong correlation in other systems when
combined with spin projection,[241] as discussed further below.

Spin projection. Yamaguchi’s approximate spin projection (AP) method[197] was used
to address spin contamination in both DFA and κ-OOMP2 computations. Procedurally, the
degree of spin contamination in the singlet reference state is represented by the parameter

α =
1⟨Ŝ2⟩SC

3⟨Ŝ2⟩ − 1⟨Ŝ2⟩SC
, (4.1)

where 1⟨Ŝ2⟩SC and 3⟨Ŝ2⟩ are the expectation values of the total spin operator for the spin-
contaminated (SC) singlet reference state and a high-spin triplet state, respectively. This
parameter is then used to project energetic contributions from the high-spin state out of the
targeted singlet reference, affording the corrected energy

1EAP = 1ESC + α
(
1ESC − 3E

)
(4.2)

using the energies of the triplet and spin-contaminated singlet reference states, 3E and 1ESC.
Both SC and AP energies are reported for all reactive oxygen species, including ozone, singlet
oxygen, and various intermediates and transition states that were determined to resemble
these molecules on the basis of the values of ⟨Ŝ2⟩ for computed reference states.

Exploring potential energy surfaces. Single-point energies were evaluated using ei-
ther the def2-TZVPP[417] or def2-QZVPPD[420] basis set, as indicated in the text below.
Exchange–correlation integrals were evaluated using fine-mesh (99,590) Lebedev integration
grids.[237, 236] Self-consistent field (SCF) iterations were to at least 1×10−8 a.u. in all cases,
and a tighter threshold of 1×10−10 a.u. was achieved where possible. Unrestricted reference
states and stability analysis were used to confirm ground electronic state configurations were
obtained in all cases. Where included, molecular orbitals were obtained as intrinsic bonding
orbitals (IBOs),[218] using a recently reported implementation.[134]

All geometries utilized in this work were optimized using the ωB97X-V density functional
with the def2-TVZPP basis, and stationary points were obtained using gradient and energy
thresholds of 3× 10−4 and 1× 10−6 a.u., respectively. While algorithms for structural opti-
mization on spin projection surfaces have been reported,[214, 350] all geometric properties
and harmonic vibrational frequencies have been obtained on the (spin-contaminated) singlet
energy surfaces. Initial structures for transition state optimizations were obtained using
either the freezing string method[35, 362] or constrained optimizations near the expected
transition structure. Harmonic frequencies for each optimized structure were determined
through diagonalization of the full Hessian matrix, and stationary points were characterized
as local minima or transition states based on the presence or absence of a single imaginary
frequency in this analysis. These harmonic frequencies were also used to calculate vibra-
tional zero point energy (VZPE) corrections for all relevant species. All computations were
completed using the Q-Chem package.[361]
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Energy decomposition analysis. The adiabatic energy decomposition analysis (EDA)
of Head-Gordon and coworkers[266] was used to evaluate the formation of charge transfer
(CT) complexes. Interactions between fragments defined as substrate radical cations (X·+)
and ozone radical anion (O ·

3
−) were treated using a hierarchy of mathematical constraints

that model frozen electrostatics (FRZ), orbital polarization (POL), and CT contributions
to overall binding energies. A full description of this formalism and the components of the
different potential energy surfaces may be found elsewhere.[174, 266, 264] Incremental energy
contributions are defined as

∆EFRZ = EFRZ −
∑
α

Eα (4.3)

∆EPOL = EPOL − EFRZ (4.4)

∆ECT = EFULL − EPOL, (4.5)

where EFRZ, EPOL, and EFULL and the minimum energies on the frozen, polarization, and
unconstrained PESs, respectively, and the Eα are the energies of the radical ion fragments
in unconstrained computations.

For present purposes, it is critical to note that EPOL contains all terms of the standard
(e.g. Born–Oppenheimer, non-relativistic, etc.) physical model, but explicitly forbids CT
between fragments. By evaluating the energetics of radical ionic fragments on this surface
relative to an unconstrained computation, we can determine the feasibility of CT complex
formation.

Surrogate molecules. The structural optimization procedures outlined above are com-
putationally expensive, bordering on intractability for 6PPD and for large polymeric units
of natural rubber (cis-polyisoprene, NR). We have therefore used surrogate molecules for
each of these compounds in our exploration of the potential energy surfaces (PESs) of ozone
reaction and the characterization of stationary points. Specifically, we have used 2-methyl-
2-butene (2M2B, 1) and 4-aminodiphenylamine (4ADPA, 2) as stand-ins for natural rubber
and 6PPD, respectively (Figure 4.2). We have also modeled select key PPD reaction steps
using N -methyl-N ′-phenyl-p-phenylenediamine (MePPD, 3) to account for the known effects
of N -alkylation on PPD ozonation rates.[84, 235] While subtle energetic differences between
these surrogates and their parent molecules may exist, we anticipate critical features of the
PESs are preserved.

Conformer specifications Our computational work utilized a number of distinct isomers
and conformers for all derivatives of 4-aminodiphenylamine (4ADPA, 2) and N -methyl-N ′-
phenyl-p-phenylenediamine (MePPD, 3), and only results corresponding to the minimum-
energy conformers are reported in the main text. We include structural details for each
conformer in the molecular coordinate (.xyz) files accompanying the SI, and energies for
these in the corresponding spreadsheet. The labeling scheme for these conformers is defined
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Figure 4.2: Substrates used in modeling ozone reactivity. Primary exploration of potential
energy surfaces was completed using 1 and 2, as surrogates for NR and 4. Select modeling
was completed for compound 3 to better understand experimental results for ozonation
kinetics.

in Figures 4.3-4.6. Conformers for quinone diimine (QDI) structures follow the same ordering,
though they are not explicitly included in the figures below.

4.3 Benchmarking methods for modeling O3

chemistry

In their study of the convergence of the coupled-cluster hierarchy for ozone, Trogolo et al.
report a set of reaction energies that we use as a highly accurate benchmark for ozone
chemistry.[405] Their results consist of CCSDT(Q) energies extrapolated to the complete
basis set (CBS) limit for three cycloadditions (C2H4, C2H2, HCN), two insertion reactions
(HCl, NH3), two linear additions (N(CH3)3 and Br– ), and three ozone scission reactions (O3,
N(CH3)3O3, BrO –

3 ). Across these species, van der Waals (vdW) complexation energies,
transition state barrier heights, and overall reaction energies are included for all of the listed
reaction types except ozone scission, where only the overall reaction energy is reported.
Benchmark comparisons to these high-level CC reaction energies and barrier heights for the
ωB97X-V and ωB97M-V density functionals as well as the κ-OOMP2 approach are found in
Table 4.1, and comparisons for vdW complexes in Table S1.
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Figure 4.3: Definition of conformer labeling for PPD DeMore adducts. R = H (4ADPA),
Me (MePPD).
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Figure 4.4: Definition of conformer labeling for PPD-OH DeMore adducts. R = H (4ADPA),
Me (MePPD).
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Figure 4.5: Definition of conformer labeling for PPD primary ozonides. R = H (4ADPA),
Me (MePPD).

Figure 4.6: Definition of conformer labeling for hydroxylated PPDs. R = H (4ADPA), Me
(MePPD).
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Table 4.1: Errors in spin-contaminated (SC) and approximate projection (AP)
single-point energies for benchmark ozonation reactions. Reference values are
CCSDT(Q) results extrapolated to the CBS limit obtained from Ref. 405.

Error in ∆E (kcalmol−1) ∆Eref

def2-TZVPP def2-QZVPPD CBS
ωB97X-V ωB97M-V ωB97X-V ωB97M-V CCSDT(Q)

Substrate SC AP SC AP SC AP SC AP
Ozone Addition/Insertion Barrier Heights

C2H4 1.06 8.71 -0.80 5.69 1.38 9.12 -0.51 5.96 3.01
C2H2 -0.08 7.57 -2.02 4.47 0.21 7.95 -1.75 4.71 7.65
HCN 0.27 7.92 -1.31 5.18 0.69 8.43 -0.88 5.59 17.92
HCl -0.59 3.71 -1.86 1.92 0.16 4.57 -1.04 2.76 20.23
NH3 1.46 6.12 0.08 4.87 1.99 6.91 0.61 5.60 23.13
N(CH3)3 2.64 10.29 0.59 7.08 2.62 10.36 0.56 7.03 10.33
Br– 0.47 8.12 -2.14 4.35 0.19 7.93 -2.18 4.29 9.73
RMSD 1.25 7.73 1.46 5.01 1.38 8.07 1.23 5.29 –

Ozone Addition/Insertion Reaction Energies
C2H4 -9.28 -1.64 -8.93 2.24 -8.67 -0.93 -8.32 -1.86 -56.19
C2H2 -9.32 -1.67 -9.21 2.72 -8.79 -1.05 -8.69 -2.23 -63.01
HCN -9.55 -1.90 -9.26 2.77 -8.89 -1.15 -8.57 -2.11 -19.39
HCl -5.64 2.01 -8.42 1.93 -5.38 2.36 -8.09 -1.63 -4.99
NH3 -7.99 -0.35 -9.66 3.16 -7.14 0.60 -8.76 -2.30 -12.13
N(CH3)3 -18.50 -0.11 -16.17 2.52 -18.40 0.04 -16.03 2.58 -12.09a

Br– -7.60 5.13 -7.73 3.50 -7.73 5.24 -7.54 3.87 5.15
RMSD 10.42 2.38 10.25 2.76 10.07 2.29 9.81 2.46 –

1O2 Scission Reaction Energies
O3 -21.59 -2.99 -19.80 -0.89 -21.11 -2.58 -19.29 -0.47 49.83
N(CH3)3O3 -20.02 -1.46 -17.64 1.27 -20.40 -1.80 -18.02 0.80 -9.20a

BrO –
3 -17.62 0.94 -15.93 2.99 -20.09 -1.48 -18.31 0.50 15.72

a Computed indirectly via addition of partial reaction channels. See Ref. 405 for details.

4.3.1 Hybrid density functionals

As in previous work,[350] significant spin contamination was found on the singlet DFA po-
tential energy surfaces (PESs) for reactive oxygen species, which we addressed through Ya-
maguchi’s approximate projection scheme.[197] Comparison of the results from spin contam-
inated (SC) and approximate projection (AP) energies highlight the complexities of strong
correlation in ozone systems. Specifically, these data are conclusive that SC predictions of
barrier heights consistently outperform their AP counterparts, while AP schemes are neces-
sary in order to achieve accurate predictions of reaction energies for ozone reactions. While
necessary for all reaction energies, AP corrections are especially important when 1O2 is a
product, as SC errors can approach 20 kcal mol−1, even with the def2-QZVPPD set, which
closely approximates the CBS limit.[420] These errors are so egregious that SC predictions for
both ωB97X-V and ωB97M-V reactions energies are qualitatively incorrect in some cases,
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even predicting the wrong sign for the thermicity of Br– ozone addition and then BrO –
3

dissociation to BrO– and 1O2.
The discrepancy between performance for ∆Erxn and ∆ETS is troubling, and we discuss

the theoretical basis for this in Section S1.3. Here, we note simply that the best performance
on ∆ETS is achieved using spin-contaminated structures, where def2-QZVPPD RSMDs for
ωB97X-V and ωB97M-V are 1.38 and 1.23 kcal mol−1, respectively. Both DFAs even predict
energies within the bounds of chemical accuracy for select SC transition structures. AP
schemes are necessary to achieve tolerable predictions of ∆Erxn for these funtionals, resulting
in RMSDs of 2.29 and 2.46 kcal mol−1 for reactions that do not produce 1O2. AP-ωB97M-V
energies are particularly accurate for O3 scission reactions, and chemical accuracy is achieved
in all cases. For ωB97X-V, AP errors are 1.48–2.58 kcal mol−1 in magnitude.

The disparity in the accuracy of predictions for barrier heights and reaction energies, as
well as the poor performance of κ-OOMP2, stems from changes in the extent of multirefer-
ence character of various species across the ozonation PES. Stationary points corresponding
to reactant states exhibit strong correlation and spin symmetry breaking due to the birad-
icaloid nature of O3. In formation of a vdW complex, the electronic structure of O3 does not
change drastically, and both SC and AP schemes treat the complexation energy in a balanced
way. As a result, all methods achieve chemical accuracy, i.e. errors less than 1 kcal mol−1,
for predictions of ∆EvdW (Table 4.3). The situation is materially different for computations
of ∆Erxn, where the reaction products do not exhibit the same multireference character as
the reactants, evidenced by a lack of spin symmetry breaking on the unrestricted singlet sur-
face across methods. This imbalance results in SC predictions of ∆Erxn that are generally
7–9 kcal mol−1 too exothermic. The magnitude of these errors mirrors the size of AP correc-
tions for O3, which are −7.7 and −6.5 kcal mol−1 for ωB97X-V and ωB97M-V, respectively.
Hence, the use of AP corrections brings results for these DFAs in closer agreement with the
CCSDT(Q) results and explains why SC methods that are effective at predicting ∆EvdW fail
for ∆Erxn.

By contrast, the AP scheme overestimates the barrier heights of ozonation reactions by
a similar magnitude in the majority of cases, while the SC values generally hover around
1 kcal mol−1. Indeed, even sub-chemical accuracy is achieved with SC barrier heights in
about half of the included systems, suggesting a balance in the degree of correlation errors
in reactants and transition states is present on the SC but not the AP surfaces. It is difficult
to explain this solely on the basis of spin contamination, as the transition structures for
cycloaddition and linear addition are spin pure, and therefore unaffected by a spin correction.
Nevertheless, SC predictions of ∆ETS exhibit a similarly high degree of accuracy as they do
for the insertion reactions of HCl and NH3, where the transition structures are spin-polarized.
Indeed, AP corrections uniformly reduce the accuracy of computed ∆ETS, regardless of
the spin-polarization of a given transition structure. These results would be unintuitive if
one expected the extent of spin-polarization in DFA calculations to match those of exact
wavefunction theory. However, the exact Kohn-Sham DFT orbitals are expected to be
unrestricted in general,[325] and we remind the reader that the extent of spin-contamination
in DFT is measured for the fictitious reference system of non-interacting electrons, rather



CHAPTER 4. OZONATION OF RUBBER AND PPDS 101

Table 4.2: Effect of regularizer strength (κ) on performance of κ-OOMP2 for benchmark
ozonation reactions. Empty columns for approximate projection (AP) results indicate an
absence of spin polarization for all relevant species and the given method. CCSDT(Q)/CBS
results obtained from Ref. 405

Error in ∆E (kcal mol−1) ∆Eref

def2-TZVPP def2-QZVPPD CBS
κ 0.80 1.10 1.45 1.45 CCSDT(Q)
Substrate SC AP SC AP SC AP SC AP

Ozone Addition/Insertion Barrier Heights
C2H4 8.32 18.31 0.96 – -0.52 – -1.30 – 3.01
C2H2 8.81 18.79 1.40 – -0.10 – -0.86 – 7.65
HCN 10.51 20.50 2.59 – 0.58 – -0.04 – 17.92
HCl 13.54 23.52 6.11 – 4.16 – 3.32 – 20.23
NH3 11.43 21.42 5.52 – 4.60 – 4.15 – 23.13
N(CH3)3 6.78 16.76 1.57 – 1.17 – 0.08 – 10.33
Br– 7.19 17.17 2.48 – 2.63 – 0.51 – 9.73
RMSD 9.78 19.63 3.51 – 2.60 – 2.10 – –

Ozone Addition/Insertion Reaction Energies
C2H4 -17.31 -7.33 -13.98 – -5.40 – -5.11 – -56.19
C2H2 -14.46 -4.47 -10.98 – -2.36 – -2.66 – -63.01
HCN -9.85 0.14 -7.69 – -0.31 – -0.74 – -19.39
HCl -3.06 6.93 -1.92 – 4.12 – 2.86 – -4.99
NH3 -7.70 2.29 -5.13 – 2.34 – 2.55 – -12.13
N(CH3)3 0.10 10.08 1.56 – 7.95 – 7.24 – -12.09
Br– 7.33 17.31 3.28 – 4.39 – 1.52 – 5.15
RMSD 10.20 8.59 7.73 – 4.47 – 3.84 – –

1O2 Scission Reaction Energies
O3 -31.87 -7.62 -22.45 -8.99 -11.13 1.69 -6.96 5.53 49.83
N(CH3)3O3 -25.21 -0.96 -21.39 -7.93 -13.26 -0.45 -13.24 7.24 -9.20
BrO –

3 -17.76 6.49 -15.30 -1.84 -8.57 4.25 -11.72 1.52 15.72

than the physical system of interacting electrons.

4.3.2 Wave function approaches

Recent developments in electronic structure theory have led to orbital optimization tech-
niques that provide tractable alternatives to DFAs on the one hand and high-level CC or
multireference approaches on the other. Orbital-optimized MP2 (OOMP2) has proven par-
ticularly promising, and regularization schemes like κ-OOMP2 have been shown to perform
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well across a variety of radical and closed shell systems.[342, 364, 240] The strength of the reg-
ularizer (κ) has been shown to strongly influence the performance of the κ-OOMP2 method,
and different values of κ are appropriate for different applications.[240, 364, 342] In particu-
lar, like OOMP2 itself (κ→∞), overly weak regularizers (κ too large) have been shown to
result in artificial symmetry restoration in strongly correlated systems. Stronger regularizers
(lower κ values) are necessary to recover essential spin polarization that is associated with
systems exhibiting strong correlation. At the other extreme, excessively strong regulariza-
tion leads to artificial symmetry-breaking, as is well-known for mean-field Hartree-Fock (i.e.
κ = 0).[342].

Given previous indications that O3 possesses both static and dynamic correlation,[350,
419, 405] we present results for κ = 0.80, 1.10, and 1.45.[342] Benchmark predictions evalu-
ated at each of these values of are presented in Table 4.2. For the weaker two regularizers
(κ = 1.10, 1.45), the stable reference state of O3 was not spin-polarized and the AP scheme
was only used for reactions producing 1O2, which remained polarized. Both SC and AP
results are included for κ = 0.80, which preserved broken symmetry for O3. On the basis of
def2-TZVPP results, the best performance is obtained with κ = 1.45, and we only obtain
def2-QZVPPD results with this regularizer strength. In the larger basis, this method yields
RMSDs for ∆Erxn and ∆ETS of 5.12 and 2.10 kcal mol−1 relative to CCSDT(Q)/CBS re-
sults. In some cases, errors for individual entries are nearly exact, while disagreement in the
reaction energy for N(CH3)3 is in excess of 10 kcal mol−1. As for the DFAs, AP is necessary
to achieve reasonable agreement for O3 scission reactions, but even here it exhibits errors in
excess of 1 kcal mol−1.

Our observations for O3 and other similar molecules are that the generally recommended
[240] value of κ = 1.45 results in loss of spin-polarization in the reference determinant
for O3 and related species. This behavior persists with κ = 1.10 (which has been rec-
ommended to preserve essential symmetry breaking in transition metal systems.[342]), and
spin-polarization is finally obtained with κ = 0.8 (i.e. very strong regularization). Interest-
ingly this persistence of symmetry restoration indicates that electron correlation effects in
ozone (specifically at its most stable geometry) are not as strong as in strongly correlation
systems such as C36 where spin-polarization is recovered in κ-OOMP2 with far weaker regu-
larization,[239] or in transition-metal containing systems.[342] In other words, the k-OOMP2
results suggest that O3 at its equilibrium geometry is not actually strongly correlated because
it does not exhibit essential symmetry breaking for κ values in the recommended range.[342]

As a corollary, the use of too-strong regularizers overly dampens the effects of dynamic
correlation, and this effect is apparently significant for the O3 systems here, such that κ = 0.8
results in poor agreement with benchmark energies (Table 4.2). Instead, the best agreement
with CCSDT(Q) benchmarks[405] is achieved with κ = 1.45. Even still, the ωB97X-V and
ωB97M-V DFAs outperform κ-OOMP2. In particular, none of the tested parameterizations
of κ-OOMP2 achieve chemical accuracy for the thermodynamics of O3 splitting (O3 →
1O2 + O(3 p)), which has been put forth as a test system for ozone modeling.[405] As a
result, we do not use κ-OOMP2 for any of the main results of this paper, despite its success
for other strongly correlated systems.
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Table 4.3: Errors in spin-contaminated (SC) and approximate projection (AP) single-point
energies for benchmark van der Waals (vdW) complexation energies. For κ-OOMP2 (κ =
1.45) results, no spin polarization was observed for O3 or any vdW complex, so “SC” does
not apply and AP corrections are identically zero. Reference values are CCSDT(Q) results
extrapolated to the CBS limit obtained from Ref. 405. Highlighted boxes represent the best
performing methodology for a given parameter at a given basis set truncation.

Error in ∆E (kcalmol−1) ∆Eref

def2-TZVPP def2-QZVPPD CBS
ωB97X-V ωB97M-V κ-OOMP2 ωB97X-V ωB97M-V κ-OOMP2 CCSDT(Q)

Substrate SC AP SC AP – SC AP SC AP –
vdW Complexation Energies

C2H4 -0.05 -0.76 -0.10 0.40 -0.40 0.23 -0.38 0.20 -0.12 -0.71 -2.01
C2H2 -0.10 -0.70 -0.13 0.34 -0.38 0.15 -0.36 0.13 -0.11 -0.61 -1.83
HCN -0.12 -0.04 -0.09 0.09 -0.32 0.10 0.31 0.16 0.33 -0.57 -1.96
HCl -0.10 -0.06 -0.10 0.05 -0.37 0.28 0.45 0.33 0.50 -0.26 -2.23
NH3 -0.32 -0.12 -0.38 0.04 -0.40 0.20 0.52 0.19 0.53 -0.40 -2.75
N(CH3)3 -0.27 -0.91 -0.38 0.59 -1.01 0.31 -0.20 0.27 0.07 -1.16 -3.80
Br– -3.34 -1.33 -4.09 2.75 0.41 -1.80 0.45 -2.28 -0.80 0.07 -6.13
RMSD 1.27 0.72 0.96 1.56 0.52 0.71 0.39 0.89 0.43 0.63 –

While the energetics of many reactions are stable across a wide range of values of the
regularizer strength κ, other systems exhibit a strong κ-dependence. More specifically, the
tuning of the regularizer strength is important in systems with essential spin symmetry
breaking as weak regularizers can lead to spurious resymmetrization.[342] This occurs for
O3 with the recommended value of κ = 1.45,[240] and even at the stronger value of κ =
1.1, which has been recommended to preserve essential symmetry breaking in transition
metal systems.[342] Increasing the regularizer strength further to κ = 0.8 recovers a broken
symmetry solution, which is the physically correct single-reference picture for a biradicaloid
system like O3.[135, 280, 281, 109, 50] Nevertheless, as discussed in Section 4.3.2 above, this
results in poor performance. It seems, then, that for O3 chemistry you cannot have your cake
and eat it too. Strong κ-OOMP2 regularizers lead to HF-like results, and therefore capture
the static correlation intrinsic to O3 and its derivatives, but fail to account for the dynamic
correlation in this system, leading to poor results. On the other hand, weakly regularized
κ-OOMP2 eliminates the (physically correct) spin polarization in the reference determinant,
but can capture dynamic correlation, providing better results overall.

4.3.3 Benchmark values for vdW complexes

In contrast to transition structures and reaction energies, both spin contaminated and ap-
proximate projection (AP)[197] schemes yield adequate results for van der Waals (vdW) com-
plexation energies (∆EvdW) with O3 (Table 4.3). Reference values obtained from Ref. 405
were computed using CCSDT(Q) and extrapolated to the complete basis set limit. Results
using the ωB97X-V[269] and ωB97M-V[268] density functionals, as well as the κ-OOMP2
method (κ = 1.45),[240] are within chemical accuracy for almost all species. Furthermore,
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while not employed here for the sake of simplicity, we expect even better agreement could be
achieved with use of counterpoise corrections (CPCs) to correct for the basis set superposi-
tion error (BSSE) that arises in these computations.[49] When the def2-TZVPP basis set[417]
is used, the errors for the Br– complex are significantly larger than other species, reflecting
the necessity of diffuse orbitals in modeling anions. Significantly improved performance is
achieved with the def2-QZVPPD set.[420] While values of ∆EvdW do not play a role in the
main work of this study, these results provide additional insight into discrepancies in the
performance of spin-contaminated (SC) and approximately spin-projected (AP) methods in
modeling O3 chemistry.

4.3.4 Method selection.

Overall, the ωB97X-V and ωB97M-V DFAs perform surprisingly well for these systems,
exceeding even the good expectations for hybrid density functionals established in previous
work.[405] Each of these methods outperforms κ-OOMP2, where a regularizer balancing the
effects of static and dynamic correlation could not be achieved (Section S1.2). Based on
these results, DFAs are used for the analysis that follows. The discrepancy between ωB97X-
V and ωB97M-V performance is smaller than the overall errors of each of these methods
relative to CCSDT(Q), such that the choice between these two methods is unlikely to make
a material difference. On the basis of performance with the truncated def2-TZVPP basis set,
which we use for systems below, we focus on results from ωB97X-V. Though not the primary
purpose of this work, we emphasize here the importance of establishing an effective protocol
for DFT modeling of ozone transition states and reaction energies, which are notoriously
difficult problems in electronic structure theory.

4.4 EDA of radical ion complexes

As documented in Section 4.1.1, a number of authors argue that explicit X → O3 one-
electron transfer initiates ozonation chemistry for a wide variety of substrates X. We have
used adiabatic energy decomposition analysis (EDA) to analyze this reactivity for 2M2B
(1) and 4ADPA (2) as representative examples of alkenes/unsaturated polymers and PPDs,
respectively.

CT complexes between 1 and ozone on the series of ωB97X-V/ def2-TZVPP EDA sur-
faces indicate that these structures are highly unstable relative to neutral fragments (Figure
4.7). The initial promotion to ionized fragments in this system is energetically expensive,
with ∆EIP = 145.2 kcal mol−1. This result is physically reasonable on the basis of experimen-
tal results[252] for the first ionization energy of 1 and the electron affinity of ozone, 200.4
and 48.5 kcal mol−1, respectively, yielding ∆Eexpt

IF = 151.9 kcal mol−1. Interactions between
these ionized fragments on the FRZ and POL surfaces are unable to compensate for the high
promotion energy, yielding structures that are destabilized by 50.3 and 40.5 kcal mol−1, re-
spectively, relative to the neutral fragments. Upon relaxation of all constraints, spontaneous
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Figure 4.7: Energy decomposition analysis for CT complexes of 2M2B (1, top line) and
4ADPA (2, bottom line) with O3. Structural minima for biradical zwitterionic CT complexes
could not be found on unconstrained surfaces, where spontaneous charge transfer (indicated
by dashed lines) resulted in charge-neutral fragments and the structures shown in the inset.
The zero of energy corresponds to the optimal geometry of isolated neutral fragments.

charge transfer results in a neutral van der Waals (vdW) complex between 1 and O3 (Figure
4.7, inset). The inability of this approach to locate a structural minimum on the [1]·+[O3]

·−

surface indicates that this complex cannot form spontaneously, and the vdW complex will
preferentially form instead.

The situation is similar for 2, which we take to be representative for other PPDs where
these CT complexes have been repeatedly proposed.[63, 60] Ionization energies for PPDs are
generally lower than those for olefins,[63] and here we compute ∆Ecomp

IP = 98.5 kcal mol−1

for 2. This lower energetic penalty results in CT complexes that are less energetically
unfavorable than those for 1, with ∆EFRZ and ∆EPOL of 19.8 and 5.5 kcal mol−1, respectively
(Figure 4.7). They are nonetheless still above the zero of energy corresponding to neutral
fragments, and so here too relaxation of the CT constraint results in spontaneous electron
transfer to afford neutral fragments. Upon subsequent geometry optimization cycles, the
neutralized O3 molecule abstracts a proton from 2 as depicted in the inset of Figure 4.7.
While the energy cost to form [2]·+[O3]

·− on the POL surface is relatively small, it is still
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Figure 4.8: Mechanistic possibilities for the formation of the 2-methyl-2-butene (1) primary
ozonide (1c). In addition to the symmetric addition of O3 to 1 (∆HT = 0K

TS = 3.5 kcal mol−1)
and the true DeMore pathway through 1b (∆HT = 0K

TS = 4.0 kcal mol−1), two asymmetric
additions (∆E‡ = 1.8 and 2.1 kcal mol−1) without isolable DeMore intermediates were iden-
tified.

unbound. Spontaneous reversion to neutral fragments upon relaxation of the constraints
used to force formation of the CT complex indicates that such complexes do not form for
these systems.

Taken together, the results of Figure 4.7 indicate that CT complexes like those described
above do not form in the ozone reactions of 1 and 2. Inasmuch as these compounds are
representative of olefins and PPDs more broadly, this conclusion carries over, and one-
electron charge transfer should not be relied upon to explain the kinetics of ozone chemistry
for olefins and PPDs, as is common (cf. Section 4.1.1).

4.5 Mechanisms of natural rubber ozonation

Having eliminated the possibility of a CT mechanism for 1, two possibilities remain: con-
certed (Criegee) and stepwise (DeMore) addition of O3 across the 1 double bond. Concep-
tually, two distinct DeMore pathways exist for 1, corresponding to initial reactions forming
secondary (1a) and tertiary (1b) carbon radicals (Figure 4.8[a]). Each of these structures
may then collapse to the primary ozonide (1c). Therefore, we expect at least three distinct
transition structures on the 1–O3 PES.

The Criegee mechanism for addition of O3 to 1, where the symmetric formation of two
C−O bonds was unambiguously confirmed with vibrational analysis, possesses a barrier
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height of 3.5 kcal mol−1 on the ωB97X-V/def2-TZVPP surface. Analysis of the DeMore
structures 1a and 1b was more complicated. While a structure corresponding to 1a with a
single imaginary frequency corresponding to the formation of the C2−O3 bond was identified,
intrinsic reaction coordinate (IRC) analysis[127, 354] on this structure identified it as a saddle
point connecting the vdW complex and primary ozonide 1c. Hence, this structure actually
represents an asymmetric pseudo-Criegee structure, with a barrier of 1.8 kcal mol−1. An oth-
erwise similar structure that initially forms the C3−O3 bond with a barrier of 2.1 kcal mol−1

was also identified. These structures are DeMore-like in the asymmetric formation of C−O
bonds, but they do not result in true DeMore intermediates, i.e. local minima on the ωB97X-
V/def2-TZVPP surface. Nevertheless, asymmetric addition to the double bond in 1 is more
favorable than symmetric addition by approximately 1.7 kcal mol−1 at the ωB97X-V/def2-
TZVPP level.

In addition to these three transition structures, a true DeMore pathway exists for the
tertiary radical intermediate 1b, where IRC analysis does identify a local minimum for this
species. The ωB97X-V/def2-TZVPP barrier height for this 1→ 1b is 4.0 kcal mol−1, meaning
this will be a minor pathway relative to the Criegee and pseudo-Criegee structures reported
above. A second transition structure (∆E‡ = 1.3 kcal mol−1) was identified for the collapse
of 1b → 1c. Hence, a true DeMore pathway does exist for 1, but this is not expected to
be favorable under the conditions of this model. It is possible that solvation effects could
stabilize this pathway, as has been observed in other systems,[228] but we do not explore
this here.

Overall, the lowest energy pathway for 1 ozonation is an asymmetric Criegee addition,
which possesses a barrier height of a mere 1.8 kcal mol−1 at the ωB97X-V/def2-TZVPP level.
This and other small barrier heights for this system underscore one difficulty of developing
rubber antiozonants. Candidate molecules must possess even smaller transition structure en-
ergies in order to effectively scavenge O3. As seen below, PPDs are among the few molecules
that achieve this threshold of reactivity.

4.6 Mechanisms of PPD ozonation

PPDs are highly reactive substrates in oxygen and ozone chemistry, and a number of potential
pathways for the reaction of ozone with these compounds can be imagined.[217, 359] This
panoply of reaction intermediates is reminiscent of the ozone chemistry of aniline[391] and
phenolic systems,[291] complicating efforts to identify the mechanism of quinone formation.
While a few overarching frameworks have been suggested,[399, 217] no stepwise mechanisms
for 6PPD quinone formation have been proposed. We begin the analysis of PPD ozonation
with discussion of the kinetics and thermodynamics of ozonation steps for 4ADPA (2) in
Section 4.6.1, demonstrating that the particularly high activity of PPDs toward O3 stems
from direct interactions with the PPD ring system. We then consider the effects of N-
alkylation on the kinetics of key ozonation steps in Section 4.6.2. Finally, we discuss proposals
that PPD quinones form through quinone diimines (QDIs) in Section 4.6.3.
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Figure 4.9: Selected reaction pathways for PPDs and ozone. In general, each structure
represents a collection of regioisomers. Two sequential additions of ozone to the PPD ring
system can afford hydroquinone g (R2 = OH), which is readily oxidized to quinone q. R1 =
H, Me, and 1,3-dimethylbutyl correspond to 4-ADPA (2), N -Me-PPD (3), and 6PPD (4),
respectively.

4.6.1 Ozonation of 4ADPA

Charge transfer mechanisms aside (Section 4.4), we consider a number of initial steps for the
reactivity between 4-ADPA (2) and O3, including linear addition of O3 to N atoms, insertion
of O3 into N−H bonds, and both Criegee (concerted) and Demore (stepwise) addition to the
aromatic ring (Figure 4.9). In all cases, a number of regioisomers and conformers were
considered. While energetic data for each of these can be found in the SI, here we present
transformation energies for only the most stable conformers and select other structures of
interest.

Of considered steps, direct interaction between PPD amines and O3 corresponds to the
least favorable transition structures, contrary to historical and prevailing opinion (Figure
4.10).[340, 234, 233, 63, 60] Insertions into the N−H bond exhibited lower barrier heights
than N additions, but even these were 17.7 and 13.9 kcal mol−1 for terminal and central
amines 2a, respectively (Figures 4.9 and 4.10). Such high barriers are consistent with the
high value of the benchmark quality result for NH3 insertion (∆ETS = 23.1 kcal mol−1)
from Trogolo et al.[405] Experimental evidence also supports the conclusion that N−O bond
formation is not the major path of ozone consumption in PPDs. Reported ozonation rates
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Figure 4.10: Vibrationally corrected barrier heights for PPD ozonation pathways compared
to the minimum barrier pathway for 2M2B ozonation (1, solid black lines). Transition
structures are shown for 4-ADPA transformations. For N−H insertion reactions, solid and
dashed lines correspond to insertion at terminal and central N atoms, respectively. DeMore
(DM) additions of O3 to the rings of 4-ADPA (2), 4-ADPA-OH (2g), and MePPD (3) are
the only transformations that are kinetically competitive with 1 ozonation. DeMore TSs
with secondary H-abstraction interactions show additional stabilization.

for alkyl amines increase from 9.3 × 104 to 4.1 × 106 M−1 s−1 with alkyl substitution.[327,
289, 253] Assuming this is the primary mechanism in PPDs, we might generously expect
ozonation rates similar to secondary aliphatic amines, e.g. diethylamine where k = 3.9 ×
105 M−1 s−1.[253] By contrast, ozonation rates of PPDs are 1–2 orders of magnitude faster,
with 6PPD around 2 × 107 M−1 s−1.[60] More active channels are necessary to explain this
reactivity.

Direct interaction with the phenylene diamine ring results in more stable—thereby, more
accessible—transition structures. Among these interactions, concerted addition of ozone to
the ring system, which has been proposed for other electron-rich aromatics,[290, 394] to form
primary ozonide 2b is the least favorable interaction. While conducive of a faster reaction
than N−H insertion, the barrier for the minimum energy Criegee transition structure of
∆ETS = 13.3 kcal mol−1 is still insufficient to compete with the ozonation of 1. Asymmetric,
DeMore-like addition to the ring system[394] is significantly more accessible, with barrier
heights ranging from 1.5–7.0 kcal mol−1. Conformational details of these transition structures
explain the range of ∆ETS values in these systems and provide significant insight into the
reactivity of PPDs and likely fate of these structures.
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Each of the most stable DeMore transition structures in 2 is stabilized by a secondary
interaction with O3. The lowest energy structure (∆ETS = 1.5 kcal mol−1) is actively form-
ing a C−O bond with the 2-position in the phenylene diamine ring and is stabilized by a
secondary interaction that primes the intermediate to then form the 1,2-primary ozonide.
Additional low-lying DeMore transition structures are stabilized through a secondary in-
teraction between ozone and an amine hydrogen. Vibrational analysis indicates that these
structures correspond to a normal coordinate forming C−O bonds at the 2- and 3-positions
in the ring, but the resulting intermediates are primed for amine H abstraction, ultimately
affording the hydroperoxy imine, 2d. In both types of DeMore transition structures—those
set up for primary ozonide formation and for H abstraction—2 ozonation pathways initiated
through interaction with the C atoms of the phenylene diamine ring are significantly more
accessible than interactions with PPD amine groups.

These transition structures indicate that transformations from various isomers of DeMore
adduct 2c to primary ozonide 2b and hydroperoxy-imine 2d represent the most significant
early stage intermediates of 2 ozonation. As a result, the reactivity of these compounds
determines the distribution of the products for the overall reaction between 2 and ozone.
1,2-Primary ozonide 2b is expected to decompose into open-chain scission products[291, 290,
391] similar to the wide variety of experimentally determined PPD ozonation products.[359]
While not the focus of the present study, the wax-like structure of these products (especially
in the 6PPD system, which has a longer alkyl tail) makes them potential candidates for the
film formation mechanism of PPDs in tires.[340] For our present purposes, the opening of
the PPD ring is the most salient feature of these products, making them poor candidates for
the formation of 2 quinone, and we do not consider them further.

Formation of 2d, on the other hand, is a promising step towards the quinone, forming a
necessary C−O bond and preserving the ring structure. This species is primed for the loss of
hydroperoxy radical (HOO·) to form alkoxy radical 2e,[290, 391, 392] which may abstract H·

from HOO· producing 1O2. This reaction affords hydroxyl imine 2f, which may rearomatize
to form hydroxyl-4ADPA (2g) with catalytic amounts of H+.[391] It is also possible that
alkoxy radical 2e immediately recombines with HOO· and loses H2O to promptly form the
quinone 2q, as has been suggested in other systems.[335] Due to the difficulty of identify-
ing transition structures, we do not report barrier heights for these transformations. Still,
overall reaction energies (Table 4.4 and Figure 4.11) indicate that each individual step is
thermodynamically feasible. The citations for each step also provide literature precedent for
each of these transformations in similar systems, though other pathways from 2d to 2g can
also be imagined.[290, 320, 394]

Regardless of the particular steps, production of hydroxyl-4ADPA 2g through direct 2–
O3 interaction is the salient feature of this mechanistic proposal. This motif is analogous to
ozonation of anilines[391], catechols,[320] and pyrazoles,[392] where hydroxylated aromatics
are significant products. Furthermore, recent experimental work identified the presence of
2g in snow samples collected along major roadways.[359] These hydroxyl inetermediates aid
the function of PPDs in tires, as these derivatives possess similar reactivity towards O3 as
their parent compounds.[178] Indeed, addition of ozone to 2g to form hydroxylated DeMore



CHAPTER 4. OZONATION OF RUBBER AND PPDS 111

Table 4.4: Vibrationally corrected barrier heights and reaction energies for PPD ozonation
on both SC- and AP-ωB97X-V/def2-TZVPP surfaces. SC energies are more accurate for
∆ETS, while AP energies are more accurate for ∆Erxn (Section 4.3). Results for the lowest
energy 2M2B (1) ozonation pathway are included for reference. All values are at 0 K. [Units:
kcal mol−1]

SC AP
Reaction ∆HTS ∆Hrxn ∆HTS ∆Hrxn

1 → 1c 1.8 -64.9 4.0 -56.2
2 → 2a 13.9 -20.4 21.8 -11.7
2 → 2b 13.3 -30.1 22.0 -21.4
2 → 2c 1.5 -2.8 6.8 5.8
2c → 2d – -20.3 – -20.4
2d → 2f – -16.5 – -5.6
2f → 2g – -28.1 – N/A
2g → 2c′ -0.9 -1.3 3.9 5.9
3 → 3a 11.9 -22.7 22.2 -14.0
3 → 3c 1.1 -3.6 6.3 3.8
2h → 2i 7.3 -8.3 16.0 0.8
2h → 2j 6.6 -49.2 8.4 -40.6

intermediate 2c′ proceeds with a minimum barrier height of −0.9 kcal mol−1, significantly
lower than the minimum barrier for 2. Because 2g is even more reactive toward O3 than 2,
an initial ozonation of 2 to form 2g “commits” the substrate to a second ozonation. Each of
the reaction pathways available to 2c presumably exists for 2c′, which may decompose into
scission products through primary ozonide 2b′ or form hydroquinone 2g′ through 2d′ (Figure
4.9). This hydroquinone can slowly oxidize to 4ADPA quinone 2q at ambient conditions[297]
or more rapidly through further reaction with O3.[335, 394] Though not shown in Figure 4.9,
adduct 2c′ may alternatively abstract the ipso H from the ring to form the quinone, similar
to the mechansim proposed for phenolates.[394]

Overall, this cascade of reactions results in a molecular mechanism for the formation of
4ADPA quinone (2q) from 2 through a series of kinetically and thermodynamically favor-
able transformations. The initial nucleophilic attack of O3 by the PPD ring has not been
previously proposed, but critically occurs with a barrier height lower than that for 2M2B
ozonation (Section 4.5). Additionally, consumption of two molar equivalents of O3 is consis-
tent with experimental results.[177] Thus, this channel allows kinetic scavenging of ozone,
even for aryl PPD 2.

4.6.2 Effects of N-alkylation

It is well-known that alkyl-aryl PPDs (like 6PPD) are more reactive toward ozone than aryl
PPDs like our surrogate compound 2.[84, 235, 179] Still, inclusion of the 6PPD alkyl chain
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Figure 4.11: Vibrationally correct reaction energies (∆HT=0K
rxn ) for steps from 4ADPA (2)

to 4ADPA-OH (2g) at the SC- and AP-ωB97X-V/def2-TZVPP levels. Following the initial
ozonation step to form 2c, both methods indicate a strongly exothermic reaction cascade.

into our model system would result in a nearly 50 % increase in the size of our system as
well as introducing a significant degree of conformational flexibility. We therefore model the
kinetic effects of alkylation using N -Me-PPD (3), which is more computationally tractable
and should capture the lion’s share of the relevant effects.

Many authors attribute increased ozonation rates to more stable interactions with the
nitrogen atom,[179] but we have already noted that these are not significant reaction channels
for 2. N−H insertion pathways remain uncompetitive in 3. Unsurprisingly, alkylation of the
terminal amine does not affect that barrier height for insertion into the central N−H bond
significantly, and we have ∆ETS = 13.6 kcal mol−1 for this reaction. Methylation of the
terminal nitrogen does increase the reactivity of its N−H bond considerably, resulting in an
insertion barrier of 11.9 kcal mol−1 (cf. the barrier of 17.7 kcal mol−1 in 2), but the resulting
barrier is still relatively large.

Instead, the experimental effects of alkylation can be attributed to additional stability
in the interactions between ozone and the ring system, mediated through the N atom’s
connection to the π-system. The DeMore-plus-H-abstraction transition structures that lead
to hydroperoxy imine 3d at the methylated amine are particularly stable, with a minimum
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Figure 4.12: Intrinsic bonding orbitals (IBOs) for (a) MePPD (3), showing delocalization
of N lone pair stabilized by methyl hyperconjugation and (b) DeMore-like TS for 3 with a
secondary interaction between the amine H and O3.

barrier height of ∆ETS = 1.1 kcal mol−1 relative to isolated fragments. This stabilization can
be understood with reference to the “lone pair” (LP) orbital on the terminal N atom in 3
(Figure 4.12[a]). Hyperconjugation of the methyl C−H density supports interactions through
the ring π-system in 3, resulting in significant delocalization of the amine LP through the
ring. In the transition structure for O3 addition (Figure 4.12[b]), this orbital clearly exhibits
the nascent interaction between the floating O3 and the amine H, even though the normal
mode consists entirely of C3−O bond formation.

The role of amine H atoms in achieving this high degree of ozone reactivity has gone
unrecognized in previous work on PPD systems. While barrier heights for certain other
DeMore structures (like the precursors to 1,2-primary ozonides) are competitive, stabilization
from H abstraction leads to particularly active reaction channels. As seen above (Section
4.6.1), these channels are connected to quinone formation, and there is an inextricable link
between the activity of 6PPD as an antiozonant and its toxicity through the quinone.
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Figure 4.13: Reaction pathways for ring ozonation in 4ADPA QDI (2h). Neither primary
ozonide 2i nor DeMore intermediate 2j is likely to result in products conducive to quinone
formation.

4.6.3 Pathways through the quinone diimine

While the preceding discussion provides strong evidence for one pathway to PPD quinones,
alternative mechanisms are present in the literature. Indeed, recent experimental evidence
has been interpreted to suggest quinone formation proceeds through the 6PPD quinone
diimine (QDI).[217] Specifically, mass spectrometry of the ozonation products of 6PPD re-
sultsd in a peak with an integrated mass of 283.1798 Da, which the authors attributed to
the [M+H]+ ion of 6PPD QDI-OH. This interpretation is supported by a body of work de-
tailing the in situ formation of 6PPD QDI itself,[246, 130] and others have proposed similar
chemistry.[359] We evaluate the possibility of 6PPD QDI ozonation to form 6PPDQ through
the QDI with reference to the model 4-ADPA QDI (2h), assuming once again this system
captures the fundamental chemistry.

Analogous to both 2 and 3 as discussed in Sections 4.6.1 and 4.6.2 above, 2h possesses
transition structures corresponding to both Criegee (concerted) and DeMore-like (stepwise)
addition of O3 to the QDI ring system (Figure 4.13). These two pathways are similarly
facile in the QDI system. Quantitatively, the minimum barrier for concerted addition to
2h is 7.3 kcal mol−1, compared to 6.6 kcal mol−1 for DeMore addition. It is noteworthy that
the absence of amine H atoms in 2h corresponds to the absence of extremely low barrier
ozonation pathways as were seen for 2 and 3, underscoring the importance of H-abstraction
for PPD ozonation. Instead, in the case of 2h DeMore adducts, the most stable DeMore
transitions are accompanied instead by secondary interactions with an additional C atom in
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the PPD ring. Hence, as far as ring interactions in with 2h are concerned, the significant
pathways will progress through primary ozonides, ultimately resulting in scission products.
In particular, it is difficult to see how these structures could result in quinone formation.

It therefore seems more likely that the experimentally determined[217] 6PPD QDI-OH
forms through the oxidation of 6PPD-OH (4g) to the QDI, rather than the hydroxylation of
the QDI. These considerations also indicate that the QDI is unlikely to be a precursor to the
quinone. All of the results of the present study suggest, instead, that a direct attack of the
6PPD ring initiating the pathway to the quinone occurs through 6PPD-OH, which exhibits
increased reactivity toward ozone than even the parent 6PPD.

4.7 Implications for non-toxic PPD design

The preceding mechanistic work highlights the vulnerability of rubber to degradation by
ozone and explains the distinct ability of PPDs to afford protection against this degradation.
As identified through analysis of key, rate-determining steps in the mechanism of PPD
ozonation, critical features of this chemistry that result in the formation of highly toxic
6PPD quinone should inform ongoing work to identify replacements for 6PPD.

The mechanistic work in this report has dispelled a number of reports in the literature
that suggest the ozonation of both alkene and PPD systems is initialized by one-electron
transfer from the subtrate to ozone.[435, 61, 62, 353] This provides theoretical backing to
the perhaps obvious conclusion that predicting ozonation capacity is more complicated than
determining ionization potentials, even if this parameter is relatively predictive within a
single class of molecules.[60] Instead, the subtlety of the mechanistic results above indicate
that atomistic details of reactivity must be taken into account.

Under the previous paradigm that ozonation of PPDs is facilitated through their N
atoms,[340, 234, 233] prevention of quinone formation through deactivation of the aromatic
ring system is a logical approach to reduce the toxicity of 6PPD. The results above, however,
demonstrate direct attack by the aromatic ring is significantly more favorable, suggesting
that such approaches will be unsuccessful, as they will poison the antiozonant capacity of
6PPD. The discovery of the importance of secondary interaction with amine H atoms for
stabilizing transition structures suggests the necessity of these atoms also has bearing on
PPD design. Specifically, while compounds that lack the potential for these reactions may
still exhibit reactivity towards O3 (e.g. 6PPD QDI[359]), these reactions are unlikely to
afford kinetic protection against rubber ozonation.

Present results indicate that activation of the PPD ring significantly increase activity
toward O3 (Figure 4.10). This is seen first in the minor increase in reactivity upon N -
alkylation, which has been known for some time,[84, 235, 179] and then by the significant
increase upon hydroxylation. Though ring activation improves antiozonant performance, it
also facilitates the reactions that can ultimately produce PPD quinones. This is perhaps the
most important result of this study, in that it provides a direct, atomistic link between the
function of 6PPD as an antiozonant and its aquatic toxicity through the quinone.[399, 41,
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398, 166, 410, 54] While this suggests an obvious difficulty in continued use of the PPDs on
the market today, all is not lost. Atomistic details of PPDs that support rapid reactivity
with O3 provide principles for rational design of effective antiozonants, informing ongoing
efforts to develop non-toxic alternatives for tires.
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Appendix A

Additional Work

In addition to the work completed and presented in the preceding chapters, I have conducted
additional research in collaboration with other theoretical and experimental scientists, and
also engaged in piloting a mathematics instruction program for incomining physical chemistry
graduate students.

As indicated in Chapter 2, the potential hazards of PPs for main group chemistry was
rediscovered in work benchmarking methods for application of DFT to catalysis systems.
This body includes a number of papers theoretical papers where I conducted benchmark
studies of PP errors that would ultimately lead to the work in Chapter 2. These works include
a general paper on the applicability of DFT to the many challenges posed by electrocatalytic
systems[254], a paper examining how thermal fluctuations influence CO binding sites on
coinage metals,[247] and finally a paper developing a GTH pseudopotential fit to the B97M-
rV density functiona.[248] This work is ongoing, and we continue to look into alternative
corrections that increase the reliability of PPs.

I have also contributed computational support to experimental chemists who have syn-
thesized novel cycloalkenes that exhibit extreme degrees of antiaromaticity.[36] Here, my
work involved applying the nucleus independent chemical shift (NICS) formalism to quan-
tify the degree of antiaromaticity in these novel compounds relative to existing molecules
like benzene, napthalene, and various cyclobutadienes.

Finally, outside of my research activities, I worked with other graduate students (Orion
Cohen, Avishek Das, Dipti Jasrasaria, and later Rachel Clune) to co-found a mathematics
bootcamp for incoming physical chemistry students. This process included the development
of material covering a wide variety of advanced undergraduate topics in mathematics, includ-
ing multivariable calculus, differential equations, linear algebra, probability and statistics,
and scientific computing. Together, we leverage this material and taught two 30-person co-
horts of physical chemistry students in week-long intensive programs before the start of the
semester. We examined the effects of the bootcamp through self-reported surveys, finding
among other things that this program eliminated prior gender gaps in student confidence
upon entering graduate school. We have summarized these and other findings in a paper
that is currently under review, and in the meantime can be found on ChemRxiv.[80]




