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The Application of the Symmetry Properties of Optical Surface Second 

Harmonic Generation to the Study of Interfaces and Gases 

by 

Marla Beth Feller 

Abstract 

Optical second harmonic generation has proven to be a powerful tool for studying 

interfaces. The symmetry properties of the process allow for surface sensitivity not 

• available with other optical methods. In this thesis, we take advantage of these symmetry 

properties SHG to study a variety of interesting systems not previously studied with this 

technique. 

We show that optical second harmonic generation is an effective surface probe with 

a submonolayer sensitivity for media without inversion symmetry. We demonstrate the 

technique at a gallium arsenide surface, exploiting the different symmetry properties of the 

bulk and surface of the crystal to isolate the surface contribution. The adsorption of tin 

onto gallium arsenide is used to demonstrate submonolayer sensitivity. A detailed summary 

of all accessible elements of the surface nonlinear susceptibility tensor xP> for the various 

faces of GaAs is provided. 

We also demonstrate that optical second harmonic generation can be used to 

determine the anisotropic orientational distribution of a surface monolayer of molecules. 

We apply the technique to study homogeneously aligned liquid crystal cells. The surface 

dipole sensitivity of the technique made it possible to study the monolayer in the absence 

and presence of a bulk of liquid crystal. By comparing the monolayer orientational 

distribution functions of three surface treatments (rubbed polymer-coated substrates, 



rubbed surfactant-coated substrates, and substrates made from oblique evaporation of SiOx 

film), we find that two different surface-originated mechanisms are effective in aligning 

liquid crystal films. For rubbed polymer samples, it is shown that a shan-range molecular 

interaction is responsible for alignment of the first monolayer which then aligns the bulk via 

an epitaxy-like interaction. Results on polymers with various structures and compositions 

and rubbed with a variety of rubbing strengths are presented. For the other surface 

treatments, the first monolayer is isotropically distributed, indicating a bulk elastic 

interaction is responsible for the bulk alignment. 

To further explore the LC-polymer interface, we used SHG to study the surface 

memory effect. The surface memory effect is the rendering of an isotropic interface 

anisotropic by putting it in contact with an anisotropic bulk. We found that by placing an 

unrubbed polymer substrate in contact with an aligned LC cell, the unrubbed polymer was· 

changed such that it aligns a nematic phase of LC. By combining SHG results with other 

techniques, we can begin to understand a microscopic picture responsible for this effect. 

Last, we describe some preliminary measurements of a time-resolved spectroscopic 

study of the phenomenon of second harmonic generation in a gas. The construction of a 

500 microjoule. pulsed, tunable laser source is described. 
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I. Introduction 

In the last 15 years, much progress has been made in the study of surfaces and 

interfaces. Much of this can be attributed to the development of a wide variety of 

experimental techniques.1• 2 However, many surface techniques are limited in their 

versatility. The application of optical techniques to the study of surfaces has many 

advantages. 3 Optical techniques can probe any interface that is accessible by light, while 

many other surface science techniques are restricted to surfaces in ultrahigh vacuum 

chambers. Because their frequency can be tuned, lasers can be used to do spectroscopy. 

Also, lasers are capable of producing short pulses of radiation, which allows for time­

resolved studies of surfaces. Though there has been significant progress in the field of 

linear optics,4• 5 these techniques inherently lack surface specificity; that is, they lack the 

ability to discriminate between a signal from a surface and that from the bulk of the 

material. Linear optical techniques also often lack the sensitivity to monitor monolayer or 

submonolayer processes. 

These difficulties are avoided with the application of second harmonic generation 

(SHG) to surfaces and interfaces.6 In addition to sharing the advantages of optical 

techniques, SHG has been demonstrated to be surface specific and to have submonolayer 

sensitivity for a wide variety of systems. The technique has been applied to the study of 

electrical and structural properties of a metal, semiconductor and insulator surfaces in a 

wide variety of environments, 7 and it has been used to induce and monitor a variety of 

surface processes, including surface melting8· 9, desorption10 and diffusion. 11 It has also 

been used to study the orientation12 and chemistry13 of molecular monolayers on solid and 

liquid surfaces. In this thesis, we continue to explore the wide variety of interfacial 

problems that can be probed with surface SHG. 

The surface specificity of SHG relies on the symmetry properties of the process. 

Second harmonic generation is a second order nonlinear process, which implies that in the 
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dipole approximation, it is not allowed in media with inversion symmetry. At the surlace 

of a centrosymmetric material, the inversion symmetry is broken and SHG is allowed. 

This has been the basis of smface second hannonic experiments to date. We asked the 

question, is it possible to observe second hannonic light generated at the surlace of a 

noncentrosymmetric material? In principle, if the surlace has different symmetry than the 

bulk, then through a careful selection of input and output field polarizations, we should be 

able to isolate a smface SHG signal by discriminating against the bulk signal. In Chapter 

ill, we describe how we extended the technique of optical second hannonic generation to 

smfaces of media of non-centrosymmetric materials by demonstrating the technique on 

gallium arsenide, 14 an important material for applied and fundamental research. 15 A 

smface probe of GaAs would make it possible to study important interlacial processes like 

the formation of Shottky barriers, 16 passivation or molecular beam epitaxy. 

We have also extended the application of surlace SHG to measure the orientational 

distribution function of a molecular monolayer. Second hannonic generation is ideally 

suited to study molecular orientation. It has the sensitivity to detect submonolayer 

coverages and has the interlace specificity that allows us to probe these monolayers in a 

variety of environments. SHG also has the ability to measure many aspects of the 

orientation of a monolayer: it can be used to determined the existence and direction of polar 

ordering; 17 • 18 it can measure the orientation of molecules with respect to the surlace 

normal; 12• 19 and by probing SHG as a function of surface orientation, it can yield 

information about the azimuthal ordering of a molecular monolayer.20• 21 • 22 SHG has 

been used to study a variety of properties of molecules at a water surface,23 including 

orientational phase transitions24• 25 and dynamical properties of adsorption. Examples of 

systems where our understanding of monolayer structures is critical to the development of 

new technologies are films prepared by Langmuir-Blodgett techniques26 and liquid crystal 

systems. 

2 
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We have used these properties of SHG to study liquid crystal monolayers in both 

the absence and presence of a bulk of liquid crystal molecules.20• 21 Liquid crystals are a 

class of materials that possess a symmetry between an ordinary isotropic fluid and a 

crystalline solid. We studied three phases of the particular liquid crystal we used: an 

isotropic phase, which behaves as an ordinary fluid; a nematic phase .Which is characterized 

by orientational ordering of the molecules; and a smectic A phase which is characterized by 

orientational ordering and a periodic layer structure along one direction. It has been 

demonstrated that it is possible to create a large mono-domain of aligned liquid crystal 

molecules by placing the material in contact with an appropriately-treated substrate.27 

These interfaces are interesting because they are not only fundamental to LC-display or LC 

electro-optic technologies, but also because they are an example of the fascinating 

phenomenon of surface-induced alignment. By studying the orientation of the molecules in 

the interfacial monolayer we can begin to understand what is happening near the interface 

that allows these surfaces to induce an alignment in the bulk. 

We have used SHG to study two interesting problems in interfacial liquid crystal 

physics. In Chapter IV, we describe the thorough investigation we have done of the 

mechanisms responsible for parallel aligned LC cells. Two different surface-originated 

mechanisms are found to be effective in aligning a homogeneous liquid crystal film: one is 

based on molecular interaction at the interface and the other on the elastic interaction of the 

bulk liquid crystal. In Chapter V, we discuss some experiments we did to study the 

surface memory effect, an effect seen at LC-polymer interfaces which is an interesting 

manifestation of the LC-polymer interactions. 28 The surface memory effect is a breaking of 

the isotropic symmetry of a surface by placing it in contact with an anisotropic material. In 

both cases, we were able to study these processes on a microscopic level, allowing us to 

begin to understand these interfacial phenomena on a fundamental level. 

We can take advantage of the frequency selectivity of lasers and their ability to 

generate short pulses to do a time-resolved SHG spectroscopy experiment. To do this, we 

3 



need an energetic, tunable, picosecond laser source. The construction of a 500 

microjoule/pulse, 2 picosecond, tunable laser source is described in Chapter VI. The first 

problem to which we have chosen to apply this laser is the still poorly understood 

phenomenon of SHG in atomic vapors. In Chapter VII, we describe preliminary 

correlation measurements we have done to determine the time scale of the process 

responsible for breaking the symmetty of the vapor, allowing the coherent generation of 

second harmonic photons. 
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II. General Considerations of Interface Optical Second-Harmonic 

Generation 

A. Foonalism 

In this section, we will outline how one can study an interface using the technique 

of second harmonic generation. We will fll'St present the general formalism used to 

describe the experimental results throughout the thesis; the specific aspects of SHG needed 

to analyze a particular system is saved for the individual chapters describing those 

experiments. Derivations for the equations presented here are described in detail in several 

sources.1-3 

It has been demonstrated that if you shine an intense optical light at a surface, it is 

possible to generate a nonlinear polarization that radiates at twice the frequency of the 

incident field in both the transmitted and reflection directions. This nonlinear polarization 

can be related to the incident fields through a tensor product between the incident field 

within the medium and the nonlinear susceptibility x.<2> :4 

P(2c.o) = X (2) (2c.o = c.o + c.o) : E( ro )E( c.o) (1) 

r.,<2> is a material parameter that contains the infonnation about the system we want to 

measure. 

Assume we have a dipole sheet with polarization ps radiating into a dielectric 

medium of dielectric constant Em. From classical electrodynamics, the expression for the 

field radiated by this sheet of polarization is given br· 5 

E'(Q) = 21ti1lsec9m ps. e(il) ei(km·r- Ot) 

c ...fern 

7 

(2) 



where 8m is defined in Fig. 1, and e(O) is the unit polarization vector for the outgoing 

field If we sandwich this polarization sheet between two different dielectric media 

(described by E1 and E2), we create an interface (see Fig. 1). The laser beam is incident 

and the reflected SH output is detected in Medium 1. Only the interface and Medium 2 are 

assumed to have a nonlinear optical response. To take into account the reflection and 

refraction of the radiation generated by the polarization sheet that occurs at the interface, we 

multiply Eq. 2 by a geometric correction factor, L(O), called a macroscopic local field 

factor, to obtain 

E'(O) = 21ti0sec8m ps {L(O). e(O) }ei(km·r- Ot) 

c {;;; 
(3) 

The explicit forms of e(O) and L(O) are presented later in the text, in Eq. 6 and Eq. 7, 

respectively. 

The measured SHG signal is proportional to the power of the second harmonic 

field. To be consistent with the formalism used in The Principles of Nonlinear Optics,4 we 

use the convention 

. * . E = E et(J)t + E e-t(J)t 
0 0 

where E0 is the amplitude of the field. This leads to an expression for the intensity which 

is given by 

(4) 

8 
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Substituting into Eq. 1 and 3 into Eq. 4, we get an expression for the second harmonic 

power measured . In units of photons/pulse, the SH signal is given by 

S = 321t3co2sec2et(2ro) IX<2> I 2 12 TA 

" eff ro c3 Et(2ro) Et(ro) 
(5) 

where 100 is the intensity of the incident laser beam, T is the laser pulsewidth, A is the area 

of the laser spot on the surface, Et(.O) is the dielectric constant of medium 1 at frequency .Q 

( .0 =2m or co), 6t(2ro) is the SH reflection angle, and X~~~ is the effective nonlinear 

susceptibility. X~~ has the form 

X~~ = { e(2CO) · L(r)(2co)} x<2>: {L(ro) · e(ro)} {L(ro) · e(ro)} 

where e(.Q) are unit polarization vectors for .Q = ro or 2ro and L(.Q) are the appropriate 

local field factors. _The polarization vectors for the incident beam and SH beam propagating 

in the reflected direction, as defmed in the lab coordinates of Fig. 2, are given by 

ei(ro) = {- cos6t(ro), 0, sin6t(ro)} 

er(2ro) = {coset (2co), 0, sin6t (2ro)} 

for p-polarization, and 

ei(CO) = er(2ro) = {0, 1, 0} 

(6) 

for s-polarization. For the transmitted beam, the polarization vectors for p-polarized light 

are given by 
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ei(CO) = {- cos81(co), 0, - sin81(ro)} 

er(2co) = { cos81 (2ro), 0,- sin81 (2ro)} 

(6) 

and the s-polarization is the same as for the reflected beam. The local field factors (or 

Fresnel coefficients), L(O) (where O=co for the incident field and fl:=2ro for the SH field), 

take Into account the reflection, refraction and enhancement of the fields due to the presence 

of the interface. Note, in an experiment, the quantity measured is X~~ . In order to 

determine accurately the values of the components of x<2
> , we must calculate the 

macroscopic local field corrections to the incident laser fields and to the SH field generated 

at the interface. 

The form of the macroscopic local field factors will depend on the details of the 

particular interface under study. A detailed derivation of the local field factors for the 

general case of a polarization sheet sandwiched between two infinite bulk media is 

presented in Reference 3. It shows that the local field factors at the fundamental frequency 

relating the input field Etaser(ro) in medium 1 to the corresponding field components in the 

polarization sheet, Esource(O>) are given by:1 

Lxx(co) = Esource lx = 2nt(ro)cos92 , 
E~aser n2(ro)cos81 + n1 (ro)cos82 

E I 2nt(ro)cos9t 
Lyy(co) = Esolaserurce Y = 

n 1 (ro)cos9t + n2(ro)cos82 

(7) 

where n 1, n2, nm are indices of refraction of the media 1 and 2 and the polarization sheet, 

respectively, with Di(O)= ...J Ei(Q). 

10 
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The output local field factors are defined in Eq. 3, where all the geometric factors 

resulting from the reflection and refraction of the SH field at the interface are contained in 

L(2ro). The wavevector of the radiation at 2ro has components along both the positive and 

negative z-axes. Their directions are determined by the constraint imposed by conservation 

of the tangential component of the wavevectors. In the reflection direction (along the 

negative z-axis), the output local field factors (Lii(2ro) = ~~(2ro)} have the exact same 

form as that of the input local field factors of Eq. (7), using the values of the indices of 

refraction at 2ro. In the transmitted direction (along the positive z-axis), the output local 

field factors (Lii(2ro) = L~(2ro)} also have the same form as Eq. (7) if we exchange 

subscripts 1 and 2 and use the values of the indices of refraction at 2ro. 

B. Bulk contribution 

Let us generalize Eq. 1 to include a contribution from the bulk of Medium 2 

pictured in Fig. 1. We can account form the bulk contribution by writing an effective 

surface susceptibility as, 1• 3 

B 
X··k eff s IJ 

Xijk= XiJ"k + fi(2ro)fj(ro)fk(C.O) 
(kz(2ro) + 2kz(ro)) 

(8) 

where xs is the susceptibility from the interface, xB is the susceptibility of the bulk, 

kz(2ro) and kz(O>) are the z-components of the k-vectors in Medium 2 that describe the SH 

wave and the incident field, respectively, and f(Q) = ( 1,1, E2(Q~ ). By including f in this 
Em(fl) 

way, we can use the same local field factors as expressed in Eq. 7. The ratio 
1 

is the "phasematching length" for SHG in the reflection direction. 
(kz(2ro) + 2k2z(O>)) · 

It defines the distance over which the bulk is phase-matched when monitoring with SHG, 

11 



assuming that the phasematching distance is shoner than the penetration depth of the 

incident fields. Writing the surface susceptibility in this way implies that we can also write 

an effective nonlinear polarization that includes both the surface and bulk contributions as 

. PB 
ff 1 ·~ 

Pet~•~r= p~. + IJ fi(2c.o) 
UA IJk (kz(2c.o) + 2kz(C.O)) 

The "i" factor comes about because the bulk contribution is 180 degrees out of phase with 

the surface contribution. The derivation of this expression is based on continuity of the 

fields across the interface, and has been worked out in detail elsewhere. 3 

The expression given in Eq. 1 only includes the dipole contribution to the nonlinear 

polarization. There are higher-order multi pole contributions to both the surface and bulk 

nonlinear polarizations. For the surface polarization, the higher-order contributions are due 

to discontinuities in the field and discontinuities in the susceptibilities at the interface; for 

the bulk, they are due to gradients in the fields and susceptibilities within the bulk of the 

material. In general, these higher order terms are included in the nonlinear polarization in 

the following way:6 

with 

p~~~(2c.o) = p(2)(2c.o)- v ·Q(2)(2c.o) + ~ v X M(2)(2c.o) ~ .... 
' 12C.O 

P(2c.o) = xD: E(c.o)E(c.o) + xP: E(c.o)VE(ro) 

Q(2c.o) = XQ : E(c.o)E(c.o) 

M(2c.o) = XM : E(c.o)E(c.o) 

12 
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to first order in the gradient of the incident fields. Physically, we can think of these 

difference susceptibilities in the following way: xD corresponds to the dipole response of 

the material to the field; xP corresponds the dipole response to the gradient of the field; and 

XQ and xM correspond to the quadrupole and magnetic dipole response to the gradient of 

the field, respectively. The polarization can be written as7• 8 

P~~~(2ro) = xD : E(ro)E(ro) + xP : V {E(ro)E(ro)} - V {XQ : E(ro)E(ro)) (9) 

· These contributions were derived from first principles in Reference 6. An 

interesting term came from this derivation that had not been elucidated in the earlier surface 

SHG literature; namely a term arises from the difference in the bulk susceptibility across the 

interface that is described by 

{x? x~} 
{ VxQ} E(ro)E(ro) = - - - E(ro)E(ro) 

- £} £2 
(10) 

This term is interesting in that it depends only on bulk parameters but is a "surface term" in 

the sense that it exists because of the discontinuity across an interface. This term will 

become important in Chapters IV and V of this thesis, when we discuss the bulk 

contribution in liquid crystal systems. 

C. Genera! Symmeoy Properties of Second Hannonic Generation 

The experiments described in this thesis exploit the symmetry properties of SHG. 

In the past, several experiments have been conducted that have used symmetry properties to 

obtain information about their systems. The nonlinear susceptibility. XBr (2ro), is a 

second rank tensor whose symmetry is determined by the symmetry properties of the 

13 



material. It has 27 independent components. We can reduce the number of these 

components by applying the symmetry properties of the system. If the system has 

inversion symmetry, like a centrosymmetric crystal, then an of the components of xP<2ro) 

are identically zero. Note, xP(2co) and XQ(2ro) are fourth rank tensors and, hence, are not 

forbidden by any crystal symmetry. If a surface is isotropic (which, for a second rank 

tensor, implies that it has 2 mirror plane or higher symmetries), there are only three 

independent non-zero contributions, namely 

Xzzz 

Xzxx = Xzyy 

Xxxz = Xxzx = X yzy = X yyz 

An extensive exploration of the symmetry characteristics of the X~) (2ro) is given in 

Chapter 2 of The P~inciples of Nonlinear Optics 4 and a list of the components for the 

surface susceptibility tensor for a variety of surface symmetries is given in Reference 9.9 

In general, the detected SHG will have contributions from a linear combination of 

components of the nonlinear susceptibility X· Sometimes it is possible to access individual 

components through proper selection of the polarization of the incident optical field and the 

outgoing second harmonic field and the orientation of the material. In Chapter III, we use 

the symmetry properties to isolate the surface contribution from the bulk as shown in Eq. 

10 above. In Chapters N and V we use the symmetry propenies to maximize the 

information we can obtain about the orientation of molecules at an interface. 

14 
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Figure Captions 

Figure 1: Coordinate system used for formalism presented in this chapter. 
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Ill. Surface Second Harmonic Generation from a Noncentrosymmetric 

Medium 

A. Introciuction 

In recent years, optical second harmonic generation (SHG) has proven to be a very 

effective and sensitive tool for obtaining infonnation about structural and electronic 

properties of metal and semiconductor surfaces.1• 2 However, experiments so far have 

been restricted to substrates with inversion symmetry, since then SHG is forbidden in the 

bulk but allowed at the surface, giving this technique its unique surface specificity. In this 

experiment, we showed that with proper polarization combinations, this restriction to media 

with inversion symmetry can be relaxed. 3 Thus, SHG can be used as an effective surface 

probe for all interfaces accessible by light For demonstration, we have studied with SHG 

the adsorption of Sn on GaAs. 

Semiconductor - metal interfaces are of great interest in fundamental as well as applied 

semiconductor research. The formation of Schottky barriers by metal overlayers on GaAs 

has been a subject of much concem.4 The lack of successful theoretical descriptions of 

such interfaces and their electronic structure requires new and independent experimental 

studies.5• 6 Surface SHG, unlike other optical techniques such as photoemission 

spectroscopy,7• 8 ellipsometry, 9 and reflectivity measurements,10 is capable of probing 

material properties of higher order, thus having the possibility of deducing new information 

about an interface. In addition, with short-pulse lasers, it allows time and frequency 

resolved probing of surface and interface processes. 2 

18 
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B. Themy: Polarization Discrimination of Bulk Contribution 

We consider here SHG in reflection from a vacuum/solid interface. As we showed 

in Chapter II, Eq. 3, the SH-field generated at an int~ace can be written as : 

where the effective nonlinear surface polarization PS(2c.o) is given by: 

PS(2c.o) = x<2>rf : E(c.o)E(c.o)[L(c.o) · e(c.o)][L(ro) · e(c.o)] 
su 

+ x~~lk: E(c.o)E(c.o)[L(c.o) · e(c.o)][L(c.o) · e(c.o)] Leff 

x~~ and x~~lk are the surface and bulk nonlinear susceptibility tensors, respectively, 

L(c.o) and L(2c.o) are the Fresnel factors for the incident input and output fields, and Leff = 

(k(J)}k
2

(1)) is the effective phase-matching distance in the bulk substrate for the reflected 

SHG. 

In media with inversion symmetry, x~~lk vanishes in the electric-dipole 

approximation, and the X~~ term may dominate, making SHG surface specific. This is 

not the case for media without inversion symmetry, like gallium arsenide. However, the 

symmetry of the bulk is generally different from the symmetry of the surface. It is then 

possible to choose an experimental geometry with selected polarization combinations to 

effectively suppress the dipole-allowed X~~lk· GaAs is a cubic crystal with 43m bulk 

symmetry. This implies there is only one independent, nonzero element of x<b2)lk is x<2> 
u xyz 
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=x<2> =x<2> , with x,y,z referring to .the crystalline coordinate system. We want to 
yzx zxy 

compare the symmetry of these bulk tensor components with the components of the surface 

nonlinear susceptibility for three different faces of GaAs, namely the (100), (110), and the 

(111) faces. The nonzero components of the x<2
urf) for these three faces are listed in s ace 

the second column of Table 4. 

To find experimental geometries which allow one to distinguish between bulk and 

surface contributions, we needed to find an orientation of the crystal and a combination of 

input and output polarizations which would discriminate against a bulk contribution but 

allow for detection of a surface contribution. The coordinate systems we used to do the 

analysis is shown in Fig. 1. There are three coordinate systems of interest: the lab 

coordinates (x,y,z) which are defined by the plane of incidence being in.the x-z plane and z 

being normal to the sample surface; the sample coordinates (x', y', z') which are defined 

by x' being parallel to the projection of the (100) crystal axis onto the surface and z' is the 

surface normal; and the crystal coordinates (x", y", z"). The sample orientation is defined 

in the plane of the crystal surface with O=<t corresponding to x' parallel to x. The 

coordinate transformation from the lab coordinates to the sample coordinates are given in 

Table la. The transformations between the crystal coordinate system and the sample 

coordinate system are given for three faces of GaAs in Table 1 b. 

Since the signal generated by the bulk is a few orders of magnitude larger than the 

signal from the surface, there is no hope of distinguishing the two in regions when the bulk 

is nonzero. By studying the dependence of the bulk and surface contributions on a rotation 

of the sample, we were able to extract the combinations of polarization and sample 

orientation which allow access to diverse x<2
urf) -elements with the bulk contribution s ace 
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suppressed. To calculate how rotating the sample affects the bulk contributions, I used the 

following recipe: 

1. Transform nonlinear polarization Pi from lab coordinate system to sample 

coordinate system using the transformations given in Table 1a. 

2. Transform Pi' from sample coordinates to crystal coordinates using the 

transformations given in Table 1 b. 

3. Substitute in appropriate X~:~"k" Ej" Ek"'s for the nonlinear polarizations now 

written in the crystal coordinates. 

4. Transform fields from crystal coordinates to sample coordinates. 

5. Transform fields from sample coordinates to original lab coordinates 

To calculate how the surface contributions depend on orientation of the sample, the same 

approach is used, except that step 2 can be eliminated. 

To simplify the calculation, we were able to condense all the geometric factors 

which did not depend on the orientation of the crystal into one tenn, G 

sec8(2ro) 
G = [L(ro) · e(ro)][L(ro) · e(ro)][L(2ro) · e(2ro)] 

c 

for the surface tenns, and 

G - [L(ro) · e(ro)][L(ro) · e(ro)][L(2ro) · e(2ro)] secS(
2

ro) leff 

~EGaAs C 

for the bulk terms. G depends on the angle of incidence, and' the indices of refraction for 

the system. L(O) and e(Q) are defmed in Chapter 2 equations 6 and 7 respectively, with 
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n 1 (0)= nair(O), and n2 (0)= naaAs(O) for 0 = (J) for the incident fields and 0 = 2ro for 

the SH-field For example, if the experimental geometry is chosen to look at the s-in/s­

out polarization, the geometrical term for the surface contribution would be 

Gyyy = [Ly(ro) ey(ro)]2[Ly(2ro) ey(2ro)] sec~(2ro) 

The bulk contributions to the effective surface nonlinear polarization as a function 

of the crystal orientation are listed for different crystal faces in Table 2. The contributions 

from the surface susceptibilities are listed in Table 3. For each crystal face, we chose a 

geometry that led to a zero bulk contribution and checked to see the which components of 

the surface susceptibility were non~ero. Table 4 summarizes the results. It shows all the 

nonzero elements of the surface susceptibility tensorx<2
urf) for the (100), (110) and 

s ace 

( 111) faces of GaAs and the possible geometries for their determination by SHG. 

C. Experimental Results on GaAs 

We used SHG from GaAs (100) to demonstrate the feasibility of surface studies on 

non-centrosymmetric media. The crystals were grown by the "horizontal electro dynamic 

gradient freeze" technique and cut in the (100) orientation. The polished samples were 

etched with a mixture of H20, H202. and NH30H (10:1:1) and placed in an ultrahigh­

vacuum chamber with a base pressure below w-9 Torr. The crystal was then heated to 

2so·c to funher clean the surface. For the experiment, we used a Q-switched and mode­

locked Nd: Y AG laser (Quanttonix Model417) with a fundamental frequency at 1.06 Jl.Ill 

and an angle of incidence of 10•. The SHG signal was detected using a standard photon 
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counting technique which involved the using home-built gated electronics interfaced with 

an ffiM computer. 

To demonstrate the surface sensitivity of the technique, we used SHG to monitor 

the adsorption of Sn on GaAs. The metal was evaporated in an electrically heated oven at 

approximately 20 em away from the sample. The evaporation rate was monitored by a 

quanz balance. In a Pin - Pout polarization geometry (i.e. p-polarized input beam and p­

polarized second hannonic beam) with the (100) axis in the plane of incidence, the detected 

SH field is easily derived from Eq. 1, using the effective nonlinear surface polarization 

PS(2m) from Table 3a: 

in which the x<2> term is dominant and the bulk dipole contribution is absent. The latter 
zzz 

could be obtained from the Pin - Sout geometry, with (Table 2a): 

Fig. 2 shows the change of the surface SH-signal as a function of the evaporation time. 

The increase of the SH-signal from the clean GaAs surface to the Sn covered surface using 

the Pin - Pout geometry was about a factor of five, while the bulk signal from the Pin - sout 

geometry did not change. This is a clear demonstration of the surface specificity of the 

technique. The immediate response of the SH-signal to the adsorption of Sn on GaAs at the 

beginning of the metal deposition shows the sensitivity of the technique in the 

submonolayer region. 
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D. Discussion 

The SH-signal from Sn-covered GaAs is generated from the surface nonlinear 
susceptibility X(Z) = X(Z) + x_<l> + x~2) . . With increasing coverage x<2> 

surface GaAs Sn mteracnon ' Sn 

becomes dominant, due to the large nonlinear polarizability of the nearly free electrons of 

the metal 11. In Fig.1, saturation of the SH- signal sets in after an evaporation time of 

approximately 30 minutes, which corresponds to an average thickness of about 10 A of the 

deposited metal. It shows that already in this range of deposition a full monolayer of Sn 

must have been present on GaAs. This is consistent with results obtained from a detailed 

study of the GaAs-Sn interface 12. By comparing the magnitude of our signal to that of a 

quartz reference, we calculated the surface susceptibility from the clean GaAs surface to be 

x?> = 3.5 x 1Q-15 esu, with the saturated value corresponding to twice that The zzz . 

effective surface contribution from the bulk of GaAs is approximately r?f>fi . = x<bZ)lk e ecnve u 

l..eff = 1 x 1Q-12 esu, which is consistent with the known value of the bulk dipole 

susceptibility of GaAs ( 1 x 1 Q-6 esu ) and an effective phasematching length of l..eff = 100 

A. 
To obtain more complete information about surfaces and interfaces of 

noncentrosymmetric media like GaAs, as many different x<2>rf - components as possible 
su ace 

should be determined. For this purpose, the relatively simple experimental technique 

described above can be extended. Along with the simple cases of direct determination of 

some x<2
urf) - components with certain combinations of polarizations and sample 

s ace 

orientations, other x<Zurf) - components, marked with "c" or "d" in Table 4, are 
s ace 

accessible by an interference method, in which the bulk contribution can be cancelled out 

by a destructive interference with the field generated from an identical sample in an invened 
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orientation. Different elements of x?urf> · can be deduced from measurements in different s ace 

experimental geometries. In addition, anisottopic surface components are separable from 

isottopic surface and bulk tenns by using a modulation technique 13, in which the second 

hannonic signal is obtained from a rotating sample with a phase sensitive detection 

correlated to the sample rotation frequency. Using these methods, most x<2
urf) elements · s ace 

are separately accessible. This then allows studies of structural symmetries of the surfaces 

and interfaces of noncenttosymmetric crystals. Surface modifications such as metal 

deposition and molecular adsorption can also be easily detected. With the help of tunable 

lasers, spectroscopic information about surface electronic structures can be obtained. The 

possibility of time resolved measurements, in particular, opens the door for additional 

studies of dynamical processes like surface states relaxations, surface reconstruction, and 

crystal growth, in an UHV or liquid environment. 

In conclusion, we have demonstrated, using the adsorption of Sn on GaAs as an 

example, that SHG can be a practical tool for probing surfaces of noncentrosymmetric 

media. The sensitivity of this technique is in the submonolayer region. The nonvanishing 

elements of x<2
urf) could be measured by various polarization combinations and sample s ace 

orientations, with perhaps the help of some interference methods. Thus, the restriction of 

surface SHG to centtosymmetric materials is removed. 
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Table la: Transformations between lab coordinates and sample coordinates 

x' = x cos(O) - y sin(O) 

y' = y cos(O) + x sin(O) 
z' = z 

x = x'cos(O) + y' sin(O) 

y = y' cos(O) - x' sin(O) 

Table 1 b: Transformations between sample coordinates and crystal coordiantes 

100Eace 
x" = -z' 
y" = y' 
z" = -x' 

110 Face 

x"=..h(x'-y') 

y" =- z' 

1 
z" = ~ (x'+ y') 

111 face 

- {"2' 1 . 
x" = '13 x' - {6 (y' + z') 

y" =-1 (y' - z') 
~ 
1 

z" = ..[3 (x' + y' + z') 

x' = -
1 

(x" + z 11) 
~ 

y' = _1 (z II - x II) 
~ 

z' = -y~~ 

x'=~"+~ z" 

y' = __ 1 xll + _1 yll + _1 II 
{6 ~ {jz 
1 1 1 

z' = - -· X 11 -- yll +-z" 
{6 ~ ..[3 
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Table 2: Orientational dependence of the bulk contributions of GaAs to the detected SH 
fielcL with z parallel to the surface nonnal and y perpendicular to the plane of incidence. 

100- face 

Ex(2co) = X~~ [ GxzxEz(m)Ex(C.O)cos(20) + GxzxEz(m)Ey(m)sin(20)] 

~ [ . ] Ey(2c.o) = Xbulk GyzyEz(C.O)Ey(m)cos(2n) - GyzxEz(m)Ex(m)sin(20) 

Ez(2m) ~ Xbulk Ex(m)Ey(ro)cos(20) + 2 EY(m) - Ex(m) sm(20) (2)[ 1(2 2 )• ] 

110- face 

Ex(2co)=x~~lk[GxxxE;(m)~in(O)cos2(0))- GxyyE;(ro) (! sin3(0)- sin(O)cos2(0)) 

+GxzzE;(m) (! sin(O))- GxxyExEy ( 2sin2(0)cos(O)-cos3(0))] 

' 

(2) 2 (1 ) . 2 (3 . ) Ey(2m)=xbulk[GyxxEx(m) r:os3(0) - cos(O)sm2(0)) + GyyyEy(ro) 2 sm2(0)cos(O) 

- GyzzE;(Ql) (! cos(O)) + GyxyExEy ( 2cos2(0)sin(0)-sin3(0))] 

-

(2) [ . ] Ez(2m) = Xbulk GzzyEz(m)Ey(m)cos(O) - GzzxEz(m)Ex(ro)sm(O) 

111 -face 

Ex(2ro)= X~~lk [ ( GxxxE~(ro) • GxyyE;(ro) )cos(3Q) + 2GxxyEx(ro)Ey(ro)sin(3Q)-

2GxxzEx(m)Ez(m))] 
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Table 2, cont 

Ey(2<o) = X~~ [ ( GyyyE; ( Cll) • GyxxE~ ( Cll)) sin(30) • 2GyxyEx( Cll )Ey( Cll )cos(30) + 

2GyyzEy(co)Ez(CO))] 

Ez(2<o) = X~ [2G~(oo) • (Gzxx~(Cil) + GzyyE;(oo) ~ .. 
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Table 3: Orientational dependence of surface contributions of GaAs to the detected SH 
field. 

IOOFace 

Ex(2m) = 
(2) 

Xxxz GxxzEx(m)Ez(Cil) 

Ey(2m) = 
(2) 

Xyyz GyyzEy(m)Ez(Cil) 

110 Face 

(2) 2 . 2 . 
Ex(2m) = Xxxy< -GxxxEx(m)2cos2(Q)sm(O)+GxyyEY(Cil)2cos2(Q)sm(0) 

+GxxyEx(m)Ey(m)(2cos3(Q)- 2sin2(Q)cos(Q)) 

+x:z(-GxxzEx(m)Ez(Cil) 2cos2(Q) + 2GxyzEy(oo)Ez(Cil) sin(O)cos(O)) 

+x~ (GxxxE;(m) sin3(Q)-GxyyE;(ro) cos2(Q)sin(Q) 

-2GxxyEx( w )Ey( ro)sin2(Q)cos(0)) 
(2) 2 . 

+xyzzGxzzEz(Cil)sm(O) 

(2) 2 . 2 . 
+Xyxx (-GxxxEx(m) cos2(Q)sm(O)+GxyyEy(ro)sm3(Q) 

-2GxxyEx(m)Ey(ro)(2sin2(Q)cos(O)) 

+x;;~z(-GxxzEx(ro)Ez(Cil) 2 sin2(Q)- 2GxyzEy(ro)Ez(OO) sin(O)cos(Q)) 
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Table 3, cont 

(2) 2 
Ey(2co) = XyzzGyzzEz(co)cos(Q) 

+x~(GyxxE;(co)cos3(Q)+GyyyE;(co)sin2(Q)cos(0) 

+2GyxyEx(co)Ey(co)cos2(Q)sin(0) 

+x~ (GyxxE;(co) sin2(Q)cos(Q)+GyyyE;(co) cos3(Q) 

+2GyxyEx(co)Ey(co)cos2(Q)sin(Q)) 

+x~(GyyzEy(co)Ez(CO) 2Cos2(Q)- 2GyxzEx(co)Ez(CO) sin(O)cos(Q)) 

+x~~Y (-GyxxE;(co) 2sin2(Q)cos(O)+GyyyE;(co) 2sin2(Q)cos(0) 

+2GyxyEx(co)Ey(co)(2cos2(Q)sin(0)- 2sin3(Q)) 

+x~~z(GyxzEx(co)Ez(CO) 2 sin(O)cos(O) + 2GyyzEy(co)Ez(CO) sin2(Q)) 

(2) 2 
Ez(2co) = XzzzGzzzEz(co) 

(2) 2 . 2 . 
+Xzyy(GzxxEx(co)sm2(Q)+GzyyEy<co> cos2(Q) - 2Ex(co)Ey(co)cos(O)sm(Q)) 

(2) 2 2 . . 
+Xzxx(-GzxxEx(co) cos2(Q) + GzyyEy<ro> sm2(Q) +2Ex(co)Ey(co)cos(O)sm(0)) 

+X~~z(.;GzxzEx(co)Ez(CO) 2sin(Q) + GzyzEy(ro)Ez(CO) 2cos(0)) 

111 Face 

Ex(2oo )= X.~ [ ( Gxxx~ ( oo) - Gxyy E;( (I))) cos(30) + 2GxxyEx ( oo )Ey( oo )sin(30) + 

2GxxzEx(co)Ez(CO))] 

Ey(2oo) = X.~ [ ( Gyyy~ ( oo) - Gyxx E; ( oo)) sin(30) - 2GyxyEx ( oo )Ey( oo )cos(30)] 
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Table 4 : Summary of all nonzero ~~ace- components for the (100), (110) and (111) 

crystal face of GaAs and the corresponding experimental geometries that could allow their 
determination by SHG. 

Face 
s Input Polar.* Output Polar.* Sample Orient.* Xijk 

100 22Z p p ·Oo b) 
(isotrop) zyy=zxx s p Oo a) 

yyz=xxz p s 45 a) 

110 22Z p p o· b) 
( Ctv) zyy s p o· a) 

xxz=xzx p s o· c) 
yyz=yzy p s 36• c) 
zxx s p 55o c) 
yyy s s Oo a) 
xxy=xyx p s 36o c) 
yzz p s 36o b) 
zzy=zyz m p d) 
yxx p p 36o c) 

111 yyx=-xxx 
(C3v) =xyy=yxy m s d) 

yyz=xxz 
=xzx=yzy m s d) 

22Z m p d) 
zxx=zyy m p d) 

• (p): p-polarized; (s): s-polarized; (m): mixed;(-): sample orientation n is determined by 
the input amd output polarizations. 

a) : xijk can be directly detennined by the geometry given. 

b) : xijk is accessible in combination with other Xsurr- components, 

but it is much larger than the other components due to the Fresnel factors. 

c) : XiJkis accessible only in combination with other Xsun-components. 

d) : xijk is mixed with bulk contributions. 
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Figure Captions 

Fig. 1: Coordinate system used in analysis. Description of the coordinate system is given 

in the text. 

Fig. 2: SH-signal as a function of the time of evaporation of Sn on GaAs ( 1 00). The Pin -

Pout geometry with the ( 100) axis in the plane of incidence was used. 
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IV. Second Harmonic Generation from Anisotropic Monolayer 
Distribution and the Effect of Rubbing on Homogeneous Alignment of a 

Nematic Liquid Crystal 

A. Introduction 

Alignment of bulk liquid crystal (LC) mesophases by properly treated surfaces 

of substrates is a technique commonly used in the construction of LC devices. Several 

surface treatments have been successfully employed, but the physical mechanisms af­

fecting the surface-induced bulk alignment are still not well understood. For homoge­

neous bulk alignment 1(average molecular orientation along a direction parallel to the 
( 

surface), the specially treated surfaces often used are rubbed polymer-coated substrates, 

rubbed surfactant-coated substrates, and substrates covered with an obliquely evaporated 

SiOx film. Obviously, as a surface-induced effect, how the first monolayer of LC 

molecules at the interface is oriented by the surface-molecule interaction is fundamental 

to our understanding of homogeneous alignment by different substrates. 

Berreman2• 3 first studied the problem by rubbing a glass substrate with diamond 

paste and creating microgrooves. He calculated the elastic distortion due to the grooves 

and found that the lowest energy configuration was for all the molecules to lie along the 

grooves, creating a uniformly aligned cell along the rubbing direction. Recently, Geary4 

et. al., considering alignment of LC films on polymer-coated substrates rubbed with 

cloth, proposed a different mechanism. Rubbing of the films orients the polymer 

chains along a preferred direction and the molecular interaction between the LC 

molecules and the stretched polymer induces the alignment. Both proposed mechanisms 

lack direct experimental verification of the microscopic pictures they purpon. 

To study the LC alignment in different cases with different surface treatments, a 

variety of techniques have been employed. Pre-transitional optical birefringence5• 6· 7 

and contact angle measurements8 have been used to deduce the order parameter of LC at 

various surfaces. Anchoring energy measurements9 have been carried out to measure 
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the strength of the interaction between the treated surfaces and the LC bulk. All these 

techniques provide useful information more on the macroscopic propenies of an 

interfacial system. They are not as helpful in probing the LC-substrate interaction at the 

microscopic level. Researchers have recently used scanning tunneling microscopes 

(STM) to observe the alignment of LC monolayers on conducting .substrates, such as 

graphite10, but the results still need interpretation and most of the systems with practical 

interest cannot be studied with this technique. 

We have demonstrated in recent years that optical second harmonic generation 

(SHG) is a powerful method for probing molecules adsorbed at an interface. In 

particular, it can be used to determine the orientational distribution of a surface 

monolayer of molecules. 11• 12• 13 We have applied the technique to the study of LC 

monolayers at various interfaces. By monitoring the in-plane symmetry of an LC 

monolayer evaporated onto a substrate, we can determine whether the monolayer is 

anisotropically aligned by the treated surface.6 This then allows us to conclude that the 

surface-induced alignment of the LC bulk is of a short-range or long-range nature. For 

some polymer-coated substrates, we have observed good alignment of the monolayer 

parallel to the rubbing direction, implying that a molecular epitaxy-like interaction is 

responsible for the bulk alignment. The monolayer alignment is only slightly altered in 

the presence of an LC bulk. For rubbed surfactant-treated substrates. no detectable 

anisotropy in the monolayer alignment can be observed, suggesting that the long-range 

elastic interaction may be responsible for the bulk alignment. 

In this paper, we report the details of our SHG studies on the problem of 

surface-induced homogeneous alignment. A variety of rubbed polymer-coated 

substrates, rubbed surfactant-coated substrates, and obliquely evaporated SiOx substrates 

have been investigated. Polarizing microscope and birefringence measurements were 

used to provide supplementary information about the substrates and the samples. In 

Sec. IT, we describe the basic theory of how to derive the orientational distribution 
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function from the SHG measurements for a molecular monolayer. The necessary 

inclusion of some geometrical factors and possible contribution of the LC bulk to the 

SHG signal is discussed. The SHG results on LC monolayers evaporated onto rubbed 

and unrubbed substrates coated with several different polymers and surfactants, as well 

as obliquely evaporated SiOx are then presented and analyzed in Sec. IV. Finally, in 

Sec. V, the alignment mechanisms for different surface treatments are discussed. It is 

shown that the microscopic picture of the alignment derived from our work is consistent 

with the results of surface anchoring energy measurements. 

B. General SHG Considerations 

1. Using SHG to derive orientational distribution function for a molecular . 
monolayer. 

Optical second harmonic generation as a general surface analytical tool has been 

described in detail in the previous Chapters. As a second-order nonlinear optical 

process, it is highly surface specific and allows probing of polar ordering at an 

interface. With its submonolayer sensitivity, the technique is ideal for studying 

molecular monolayers at various interfaces. The monolayer characteristics are reflected 

in the surface nonlinear susceptibility of the monolayer. By measuring the individual 

components of the nonlinear susceptibility, it is possible to deduce information about the 

orientation and arrangement of molecules in a monolayer. We are panicularly interested 

in the orientation and alignment of an LC monolayer adsorbed on a solid substrate. 

Consider a monolayer of molecules with a second-order polarizability a<2>. 

Assuming that the intermolecular interaction is negligible, as is often the case in the 

optical response14, we can relate the nonlinear susceptibility x<2> to the molecular 

nonlinear polarizability a<2> by: 
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X(2) - Ns <G·~ku> ex (2) 
ijk - IJ )¥u (1) 

where Ns is the surface density of molecules, art.u is a transformation matrix 

connecting the molecular coordinates (~.11.~) with the substrate coordinates (x,y,z) (see 

Fig. 1), and the angular brackets denote an average over the molecular orientational 

distribution. For molecules with a dominant hyperpolarizability element <il~~ along the 

long molecular axis ~· we can write X in the simple form: 

(2) 

This is the case for many LC molecules, such as 4-n-octyl-4-cyanobiphenyl (8CB) we 

used in our experiment. Note that Eq. (2) leads to the permutation symmetry 

y~2> = x<2> = x<2> = ""ijk jik kij .... (3) 

which is necessarily satisfied if a.<?~~ is the only dominant element of aP). Also note 

that ~~vanishes if the molecules do not form a net polar-oriented layer. 

For an isotropic distribution of molecules in the monolayer, there are only two 

independent nonvanishing components of x<2). With a dominating <i?J~· they are related 

to the molecular orientation as follows: 

- N 3e <2> Xzzz - s<cos >a~~~ 

X .. -X· · -X.. -1 N <st·n2ecos9>a <2> 
Zll - lZl - llZ - 2 S ~~~ 
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where i, j = x,y and 9 is the (polar) angle between ~ and i If the molecules have a 

preferred alignment along i in the surface plane, then the resulting C 1 v symmetry 

allows six independent, nonvanishing components of X : 

X <2> = X <2> = X <2> = Ns < cos9 - cos39 > < 1 - cos2q, > c:x~;~ 
zyy yzy yyz ~~~ 

X <2> = X <2> = X <2> = Ns < cos9 - cos39 > < cos2..t. > c:x~~J: zxx xzx xxz '+' ~~~ 

x<2> = X <2> = X <2> = -N < sin9 - sin39 > < cos..t. > c:x<2> zxz zzx xzz s '+' ~~~ 

X <2> = X <2> = X <2> = -Ns < sin39 > < cos<jl - cos3q, > c:x~i~ (5) 
xyy yxy yyx ~~~ 

where <Pis the azimuthal angle defined in Fig. 1. Note, that we have assumed 

independent distributions for e and q,. 

The above nonvanishing elements of x<2> can be measured by surface SHG as 

described by Eq. 1 - 7 in Chapter 2. As we showed in Chapter 3, the measured SH 

field depends on the sample geometry with respect to the beams and on the input/output 

beam polarizations. In this case, we measure the SHG as a function of sample 

orientation to measure as the individual components of x<2>. Let <l> be the angle between 

the plane of incidence and the direction of the preferred molecular alignment , i.e., the 

i-axis (see Inset in Fig. 1). We then have, for the s-in/s-out polarization combination 
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For p-in/s-out, 

(2) 2 
X~~= X xxx cos2cl> sin<l> Ly(2ro)Lx(ro) cos2 9I(CO) 

(2) (2) 
+(X -X ) sin2Cl> Ly(2ro)Lx(ro)Lz(ro)[- sin9t(CO) cos9t(CO)] 

xxz yyz 

For s-in/p-out, 

~ ~ 2 
X ff =X (3cos3Cl>- 2cos<l>)Lx(2ro)L (ro)cos91 (2ro) 

e xn Y 

(2) 2 
+X sin2cl> cos<l> Lx(2ro)L:tro)cos9I(2ro) 

XXX J' 

+ X(
2
) sin2cl> Lz(2ro)LJro)sin9I(2ro) 

zxx -y 

(2) 2 
+ X cos2Cl> Lz(2ro)T .-(ro)sin81 (2ro). zyy -y 

For p-in/p-out 
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(2) (2) 2 
X ff = X cos3Cl> Lx(2co)t.;(co)cos8t (2co)cos2St (co) 

e xxx 

(2) 2 
+ 3X sin2Cl> cosel> Lx(2co)t.;(co)cos8t(2co)cos28t(CO) 

xyy 

+ Xxxz cos2<1>{2Lx(2co)Lx(co)Lz(ro)[ -cos8t (2co)cos8t (co)sin8t (co)] 

+ Xyyz sin2Cl>{ 2Lx(2co)Lx(co)Lz(co)[ -cos8t (2co)cos8t (co)sin8t (co)] 

(2) 2 
+X cosel>{Lx(2co)It(co)cos8t(2co)sin28t(CO) + 

xzz 

2Lz(2co)Lx(CO)Lz(CO)[- sin81 (2ro)sin8t ( co)cos8t (co)]} 

+X: [ Lz(2co)r;(co)sin8t (2co)sin2St (ro)J . (7) 

In the case where medium 1 is air and medium 2 is glass with little nonlinearity, the 

contribution from the bulk is negligible. 

We can measure SHG as a function of Cl> for the four different polarization 

combinations and, by fitting the data with Eq. (7), we can deduce all the nonvanishing 

elements of X~Jf ·. We can then determine, from Eq. (5), a~~~ plus 5 parameters related 

to molecular orientation. Equation (5) yields, 
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<sin38> Xxxx + Xyyx 
= 

<sinS> Xxxx + Xyyx + Xxzz 

<cos38> Xzzz (8) = 
<cos8> Xzzz + Xzxx + Xzyy 

By assuming a Gaussian distribution in 8, 

l'(8) F .[ (8 - 8o)2] ,, = exp -
2 

, 
20' 

(9) 

where F is a normalization constant, Eq. (8) can be used to determine the average angle 

So and the variance a. For the unrubbed surface, we have <sinS> = <sin38> = 0, and 

<cos8> 

1 
=----

1 + 2.!!rr 
Xzzz 

The distribution in cp can be assumed to be a truncated power series, 

3 
g(cp) = L,dncos(ncp). 

n=O 

(10) 

(11) 

The coefficients dn can then be calculated from the measured X~j~ using Eq. (5) and 

knowing f(8). The d2 coefficient describes the surfac~ anisotropy between x and y and 

is obtained from XzxxJ(Xzxx + Xzyy ); it is independent of f(8). The d 1 and d3 

coefficients describe the asymmetry between x and -x. They are deduced from Xzzx 

and CXxxx- 3Xyyx), respectively. 
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2. Nematic Liquid Crystal Bulk Contribution 

In our experiment, we are also interested in the orientational distribution of an 

LC monolayer on a substrate in the presence of the bulk. For this case, m¢ium 1 is 

the glass substrate and medium 2 is the LC bulk. The bulk contribution to the SHG is 

no longer zero.15 In order to be able to deduce x<2> for the LC m~nolayer at the 

interface from the measurements via Eq. (5), we need to know X~~lk separately. For 

LC, X~~ can be measured independently. 15 The bulk contribution comes mainly from 

the discontinuity across the interface of the electric quadrupole pan resulting from anti­

parallel pairing of molecules. The total susceptibility used in Eq. 7 is given by (see Eq. 

, Chapter 2) 15 

with 

(2) surface 
Xzzz =xzzz 

Q 
Xzzzz 

e(2ro)e2(ro) 

(2) surface X~x 
Xzxx = X zxx - E(2ro) 

(2) surface 
Xzyy = Xzyy 

Q 
Xzzyy 

e(2ro) 

where Na is the bulk density of LC molecules, ~o is the separation between the 

" 

(12) 

chromophores of the anti-parallel molecules along l; and H is the transformation matrix. 

The intrinsic quadrupole contribution from individual LC molecules is usually small in 
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comparison and can be neglected. Equation (16) shows that X~kl depends on the 

molecular orientation through < Hijj~ > and is therefore a function o~ the bulk 

orientational order. We consider here a bulk homogeneous alignment along x. From 

Eq. (16), the nonvanishing X~kl elements for the LC bulk are 

where e is the angle between~ and x (the rubbing direction), P2 = k (3cos2e- 1) and 

P4 = i (35cos4e- 30cos2e + 3) are the second and fourth Legendre polynomials, re­

spectively. Both <P2> and <P 4> are finite and temperature dependent in the me-

sophase, jump to zero in the transition to the isotropic phase and remain zero there. For 

8CB, the values of X~ have already been measured. 15 

With the presence of the LC bulk contribution, X~~ of Eq. (7) should also 

experience a jump at the mesomorphic-isotropic transition. The sign of the jump 

depends on the sign of the bulk contribution, relative to the interfacial contribution from 

the LC monolayer. In forming quadrupole pairs in the bulk, the LC molecules always 

have their polar head groups facing each other as pictured in Fig. 2. The surface and 

bulk contributions should have opposite signs if the surface monolayer is polar oriented 

with the head groups adsorbed to the substrate. There will also be a change in the local 

field factors resulting from the change in the index of refraction of the LC material that 

occurs at the transition (see Appendix A). This will also affect the value of x~2~ across 

the transition. 
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In the analysis of our SHG data, the local field factors L(il) in Eq. (7) are 

important. For spin-coated polymer films on glass substrates, multiple reflections in the 

polymer films also contribute to the local field factors. The functional form for the 

local field factors for the polymer-coated substrates are presented in Appendix A. 

C. Experimental Arrangement 

The experimental setup for measurements of SHG in reflection has been 

described elsewhere.I2 We used a frequency-doubled, CW Q-switched, mode-locked 

YAG laser (Quantronix 416) as the pump. The beam was incident on a sample mounted 

on a rotating stage. The SH output was detected by a photomultiplier and a gated 

integrator. 

We used the liquid crystal 8CB in our experiment. It exhibits smectic-A, 

nematic and isotropic phases with transition temperatures TAN= 33.5 oC and 

TNI = 40.5 °C Adsorbed 8CB monolayers on substrates were prepared by 

evaporation, using SHG as an in situ probe of the deposition. 16 In all cases, the signal 

increased quadratically with time and then abruptly saturated, indicating that the 

molecules adsorbed uniformly onto the substrate until a full monolayer was formed. 

Evaporation of 8CB onto all the substrates under investigation exhibited similar temporal 

behavior. 

Polymer films were prepared by spin-coating polymer solutions onto fused silica 

substrates, then baked to eliminate the solvent. The polymers we used are pictured in 

Fig. 3. The surfactant-coated substrates were prepared through deposition of silane 

onto the substrates from solution and then polymerized by heating. 

Methylaminopropyltrimethoxysilane (MAP) was the silane we studied. None of these 

coated substrates generated a significant SHG signal before deposition of 8CB. The 

SiOx-coated substrates were prepared by obliquely evaporating a 200-A thick film SiOx 

at an angle of 60 degrees with respect to the surface normal. 
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Rubbing of the substrates was used to induce molecular alignment along the 

rubbing direction. The rubbing process was carried out by translating a substrate at a 

constant speed while it is in contact with a rotating wheel of velvet. The rubbing 

strength can be characterized by the parameter Rs, defmed as 17 

where ~is the total length of cloth in contact with a given point on the substrate and "( 

is a characteristic coefficient of the interface between the rubbing cloth and the 

substrate. Generally, y is a complicated function of the frictional coefficient, the 

density and length of cloth fibers, the rubbing pressure, etc. For our rubbing geometry, 

we can write ~as 

~=N1 11± ~r~ 

where N is the number of translations under the wheel, R. is the length of cloth in 

contact with the substrate in one translation, n is the angular speed of the rotating 

wheel, v is the translational velocity of the substrate and r is the radius of the rubbing 

wheel. The sign is + when the directions of motion of the rotating wheel and the 

substrate are opposite at their point of contact. For our geometry, the sign is negative 

(see Inset of Fig. 1). For our rubbing machine, R. = 5 mm, 012rt = 68 rpm, r = 2.5 

em, and v varied from .12 to .6 em/sec. We varied the rubbing strength both by 

changing the pressure on the polymer-coated substrate, and by changing Nor v. Since 

y is not a well-defined quantity, we cannot have absolute values for the rubbing 

strengths, but we can change the relative rubbing strengths by varying .Z. 
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The LC cells were prepared by first sandwiching a 130 micron thick mylar 

spacer between two substrates and then filling it by capillary action with 8CB in the 

isotropic phase. The rubbed substrates induced a homogeneous bulk alignment which 

was monitored with a polarizing microscope. The anisotropy in the polymer films 

created by rubbing could be measured by a birefringence measurement using a standard 

ellipsometry set-up.12 

D. Experimental Results 

1. On polyimide-coated substrates 

We monitored the SHG signal from a monolayer of 8CB on rubbed and 

unrubbed polyimide-coated substrates as a function of the azimuthal orientation of the 

sample, <1>.6 An example of the results is presented in Fig. 4. As expected, the signal 

from the unrubbed substrates is isotropic in Cl>. SHG with s-in/s-out and p-in/s-out 

geometries is forbidden by symmetry on an isotropic surface, and therefore generated 

no detectable signal. On the hard rubbed substrates, however, the signal dependence on 

ci> is strongly anisotropic and the s-in/s-out and p-in/s-out signals are nonzero. The 

nonzero signal from the s-in/s-out geometry is evidence that the monolayer orientation is 

azimuthally anisotropic with at most one mirror plane. We repeated these measurements 

on .polyimide-coated substrates rubbed with a variety of rubbing strengths. 

The individual nonvanishing components of the nonlinear susceptibility x<2> for 

the 8CB monolayer in Eq. (5) can be determined from the data in Fig. 4. Specifically, 
(2) (2) 

we could obtain Xxxx from the result at s-in/s-out and Xzxx at s-in/p-out with the sample 

(2) (2) 
oriented such that s is parallel to the rubbing direction x (<1>=90°). Then, Xxyy• X zyy• 

(2) (2) 
'Xzzz, and 'Xzxz could all be determined from data points at special geometries according 

to Eq. (7). Finally, the data from the full angular scan in Fig. 4 could be fit using Eq. 
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(2) 
(7) to reduce the uncenairity of the values of Xijk· Our fit of Fig.4 resulted in a very 

small standard deviation (less than 1.5x1Q-15 esu). As mentioned in Sec. II, we can 
(2) 

use the values obtained for xijk to find approximate distribution functions in e and <I>· 

The results are listed in Table 1 as the hard rubbing case. The azimuthal distribution 

function is plotted in Fig. 5. 

Measurements of LC monolayers on polyimide-coated substrates rubbed with 

different rubbing strengths were also carried out and analyzed. The results are 

summarized in Table 1. Sample 1 was unrubbed. Samples 2-5 were rubbed under the 

same pressure (i.e. identicalys). Samples 2-4 were passed under the rubbing wheel 1, 

3 and 5 times, respectively, at a constant velocity of .6 em/sec with the wheel not 

rotating. Sample 5 was passed under the wheel with the same conditions, except that the 

wheel was rotating with an angular velocity of 68 rpm. Sample 6 was rubbed at a 

considerably harder pressure. In all cases, we found that eo [ 76° and cr = 5-7°. 

While the determination of (J is less certain ( % in standard deviation), the value of eo 
is accurate to within 2%. For the unrubbed sample, we assume a cr = so to determine 

eo= 76°. If we assume a B-function distribution in e instead of the Gaussian 

distribution, we find eo= 74°. The results imply that rubbing of the polymer does not 

affect the polar orientation of the 8CB molecules. 

Fig. 5 presents plots of the azimuthal orientational distributions of the LC 

monolayers on the differently rubbed substrates. They show explicitly that rubbing 

causes the molecule to lie preferentially parallel and anti parallel to the rubbing direction, 

more antiparallel than parallel (i.e., the chromophores of 8CB molecules tilt more in the 

direction of the rubbing strokes). The stronger the rubbing strength, the greater is the 

anisotropy in the monolayer distribution. We also measured the phase of the polar 

monolayer, and found that the head groups pointed toward the substrate for both rubbed 

and unrubbed polyimide-coated substrates. All the substrates listed in Table 1, except 
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the unrubbed one, were effective in inducing a bulk LC homogeneous alignment in a 

cell along the rubbing direction. 

To see how rubbing affects the polymer films, we measured the birefringence 

induced in the films by the rubbing with a standard ellipsometry set-up. 12 These 

measurements were limited in their sensitivity by a large background anisotropy in our 

substrates. We could measure an induced birefringence of .6<P = .5 mrad. Note that the 

induced birefringence is not a well-d:efined physical quantity since we do not know over 

what distance into the bulk of the polymer film the birefringence is distributed, though it 

has been estimated to be 10-20 nm.18 However, we used these measurements to 

qualitatively show that rubbing did reorient the polymer chains and the degree of 

reorientation increased with the rubbing strength. In our measurements, Rs = 1 y 

corresponds to the minimum detectable rubbing-induced birefringence. The LC cells 

prepared with substrates more lightly rubbed exhibited rather poor homogeneous 

alignment with stripes of aligned domains. The LC monolayers on such substrates 

showed no discernible anisotropy in the monolayers. Detailed studies on rubbing­

induced birefringence on several polymers have been reponed by Geary et. al. in Ref. 

3. 

We also carried out SHG measurements on an LC cell made of rubbed 

polyimide-coated substrates and studied the orientation distribution of the polar-oriented 

LC monolayer at the LC/substrate interface with the bulk in the isotropic and nematic 

(ordered) phases. As discussed in Sec. II, we can deduce the values of the surface 

susceptibility components from the total signal by subtracting out the bulk contribution. 

The measured SHG as a function of <I> for the four input/output polarization 

combinations is shown in Fig. 6. In the theoretical fit also shown in Fig. 6, we used 

Eq. (7) and the results for X~~lk from Reference 12 and obtained X~J~ for the 

interfacial LC monolayer from the fit. There exists some uncertainty(< 10%) in the 

values of X~~ , mainly due to a 10% uncenainty in the index of refraction of LC at the 

50 

.. 



.• .. 

second harmonic frequency (see Table 3). This corresponds to less than a 10% 

uncertainty in the fitting parameters. The value of Xxxz is less cenain (S 20%) because 

it is much smaller. Using the same functional forms for the distributions in S and q,, 

namely f(S) and g(q,) respectively, given in Sec. II, we found the following results. 

For f(S), we calculated S0 = 71 degrees with a width of cr = 5. The value of cr is 

only known within a factor of 2, but S0 is known within 2%. The azimuthal 

distribution function is given by 

g(q,) = 1 + .06cosq, + .43cos2q, -.00lcos3q, 

which is plotted in Fig. 7 along with the distribution for an 8CB monolayer without the• 

presence of the bulk. The average angles and the distribution function in q, for the 

monolayer in the isotropic cell and for the monolayer in air are very clear, indicating that 

the bulk has little effect on the surface ordering. Little change in the ordering of the 

monolayer was observed even when we raised the temperature of the bulk 25 degrees 

above the nematic-isotropic transition, also pointing to the fact that the shon-range 

interaction between the rubbed polymer and the LC molecules is very strong. 

We then cooled the LC cell to the nematic phase and repeated the SHG 

measurements to see if the ordering of the bulk could affect the orientational distribution 

of the first monolayer. The only experimental geometry that showed significant 

temperature dependence was the p-in/p-out geometry which is what we expect since the 

x~x component should have the largest jump across the isotropic/nematic transition 

according to Eq. (13). For the other experimental geometries, the change of the 

ordering of the bulk had little effect on the SHG signal, implying that the overall 

contribution from the bulk is small. The temperature dependence of SHG in the p-in/p­

out geometry is well characterized by taking into account the quadrupole contribution to 

SHG from the bulk orientational order and the change in the index of refraction of the 
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LC bulk as it goes from the isotropic to the nematic phase. The sign of the jump was 

correct for the bulk contribution being out of phase with the surface dipole contribution. 

Thus, our results are consistent with the model that the orientation distribution of the 

fll'St monolayer hardly changes as the bulk goes from the isotropic to the nematic phase. 

2. Different Polymers 

To better understand the nature of the rubbed polymer - LC interaction, we have 

looked at LC monolayers on a number of different polymers. The characteristics of 

the polymers used and the experimental results are summarized in Table 2. Polyvinyl 

alcohol (PVA) produced results most similiar to the polyimide. A small , but detectable, 

rubbing-induced birefringence in the PV A film could be measured. LC cells made with 

PV A-coated substrates had good alignment parallel to the rubbing direction. The LC 

monolayer alignment on unrubbed and rubbed PV A-coated substrates showed roughly 

the same orientational distribution as on polyimide. In contrast, polystyrene (PS) has 

been reported to have a large negative rubbing-induced birefringence, which has been 

interpretted as a strong ordering of the polymer side groups perpendicular to the rubbing 

direction.4•19 We tried substrates coated with atactic polystyrene, where the sidegroups 

are randomly oriented about the chain, and found no alignment although the 

birefringence measurements indicate substantial chain reorientation. With isotactic 

polystyrene, that has 99% of the sidegroups on one side of the backbone, however, we 

found good cell alignment perpendicular to the rubbing direction. For both forms of 

PS, we were not able to see any significant second harmonic signal from a monolayer 

evaporated onto the substrate. This is due to the fact there are no polar sites to which 

the 8CB headgroups could attach to form a polar layer. Polyvinylbenzylchloride 

(PVBC) is similiar to atactic PS, but has methylchloride groups that can act as polar 

sites. The rubbed PVBC substrates had a very large negative birefringence, yet they 

led to weak bulk alignment parallel to the rubbing direction, as evidenced by Schlieren 
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defects20 on a weakly aligned background. The SHG signal from an LC monolayer on 

a rubbed PVBC-coated substrate was weakly anisotropic, with molecules preferentially 

aligned along the rubbing direction. In summary, for all these polymers, we found that 

rubbing le~ds to a defmite reorientation of the polymers and when detectable by SHG, 

the induced LC monolayer alignment.was along the same direction. as the bulk 

alignment. 

3. Nonpolymer Samples 

We have conducted similar SHG measurements on 8CB monolayers evaporated 

onto MAP-coated substrates. 21 For both rubbed and unrubbed substrates, the SHG 

signal showed an isotropic dependence on sample orientation rotation about the surface 

normal for the s-in/p-out and p-in/p-out geometries, and vanished for the p-in/s-out and · 

s-in/s-out geometries, indicating there is no detectable anisotropy in the distribution of 

the 8CB monolayer. The results indicate that the LC molecules in the monolayer are not 

aligned in the surface plane in all cases. From the measured values of x~:;; and x~~x = 

X~~x· we found an average polar angle of eo= 70 degrees for the 8CB molecules on 

both rubbed and unrubbed sample substrates assuming a o-function distribution for e. 
We repeated the measurements on a cell made of rubbed-MAP coated substrates.6 The 

cell showed good homogeneous alignment along the rubbing direction, as observed 

under a polarizing microscope. When toe cell was in the isotropic phase, the SHG 

signal was isotropic with respect to the sample orientation about the surface normal, 

implying that both the bulk and the surface layer are isotropic in the azimuthal plane. 

When the LC cell was cooled to the nematic phase, we began to see the onset of an 

anisotropic distribution. The difference from the signal in the isotropic phase is most 

pronounced in the p-in/p-out geometry, as it was in the polyimide cell. These results are 

consistent with the signal expected from an isotropic polar-ordered LC monolayer and a 

homogeneously aligned LC bulk as described in Eq. (7). The contrast with the polymer 
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treated substrate is clear -- the MAP coating on a substrate has no effect on the LC 

monolayer alignment in the azimuthal plane, indicating that the surface-LC interaction 

responsible for the bulk LC alignment must be macroscopic in nature. 

We also studied at the molecular distribution of 8CB monolayers on SiOx 

substrates. Oblique evaporation of SiOx leads to saw-tooth-like structures forming 

grooves on the surface.22 It was thought that LC molecules might lie along the grooves 

to yield a homogeneously aligned cell. However, since the grooves are much larger 

than the molecular dimension of an LC molecule, we would not expect a monolayer 

adsorbed at the surface to be aligned. To determine the orientational distribution of a 

monolayer on such substrates, we did the following experiments. First, it was 

determined that an 8CB cell constructed with these substrates exhibited very good bulk 

homogeneous alignment. Second, we measured SHG from a clean obliquely evaporated 

SiOx substrate as a function of the sample rotation, and observed an anisotropic 

dependence. This is shown in Fig. 7a. The observed anisotropy is a geometrical 

effect The grooved surface causes the local input and output polarizations as well as 

the local angle of incidence to vary with the sample rotation about the surface normal. 

They can be taken into account in the calculation of the geometrical local field factors. 

In Appendix B, we present a model for the saw-tooth structure and calculate SHG from 

the surface. The observed anisotropy can be qualitatively reproduced (see Fig. 7c). 

Third, we heated the sample to 250°C in air, oxidizing SiOx into Si02, which showed 
. 

negligible SHG contribution. We then deposited an 8CB monolayer onto the Si02 

grooved substrate by either evaporation or spreading with a solvent. The SHG signal 

from the sample now appeared to have an azimuthal anisotropy similar to that observed 

on the clean SiOx substrate (see Fig. 7b). Note that the anisotropy observed here is 

markedly different from the one expected for a monolayer preferentially aligned along 

the direction of the grooves (see Fig. 2). For the former, the anisotropic distribution 

has a mirror plane perpendicular to the grooving direction, but for the latter, the mirror 
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plane is parallel to the grooves. This indicates that the observed anisotropy is still a 

geometrical effect. By analyzing our data as from a locally isotropic monolayer on a 

saw-tooth surface, we were able to account for the observed anisotropy in the SHG 

signal. Thus, the LC bulk alignment mechanism in this case must come from the long­

range surface-LC interaction affected by the grooves. 

The anisotropy in the surface geometry limits our ability to quantitatively measure 

anisotropy in the orientational distribution of an LC monolayer on the grooved surface. 

This is particularly true for the evaporated SiOx surfaces as they are poorly defined in 

reality. 

E. Discussion 

Two models are commonly used to describe surface-induced homogeneous 

alignment of LC cells. The groove model,2• 3 applicable to obliquely evaporated SiOx 

substrates, proposes that with the LC molecules aligned along the groove direction, the 

bulk elastic energy from the long-range interaction is minimized. The molecular epitaxy­

like model applies to rubbed polymer surfaces.4 It suggests that rubbing reorients the 

polymer chains at the surface, similar to cold drawing of bulk polymer samples. The 

adsorbed LC monolayer is then preferentially aligned by interacting directly with the 

oriented polymer surface and this alignment is extended into the bulk, analogous to 

epitaxial growth. To date, the physics of surface-induced alignment in liquid crystals 

has been mostly studied through studies of the surface anchoring energy ,9 which is a 

macroscopic interfacial parameter that describes the interaction of an LC bulk with a 

surface. For 18 - 801 << 1, the interfacial free energy is usually written in the form23 

1 
Uinterfacial = 2 A(8 - 8o)2 
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where e is the angle of the director at the interface, 8o is the preferred direction, and A 

is the anchoring strength, or the anchoring energy. However, the microscopic picture of 

this surface anchoring is not very clear. Here, we try to relate our SHG measurements, 

which are at the microscopic level, to the surface anchoring energy measurements. 9 

Generally, two surface anchoring energies are used to describe homogeneously 

aligned LC fllms. Polar anchoring refers to resistence to distortion of the director from 

an easy axis in the polar angle, and azimuthal anchoring to distortion in the azimuthal 

angle. The two anchoring energies have been measured for rubbed surfactant-coated 

substrates,242526 obliquely evaporated SiOx substrates,27• 28.29 and rubbed polymer­

coated substrates.9•3° For rubbed MAP-substrates, the measured azimuthal anchoring 

energy is 5 x IQ-3 erg/cm2, and the measured values for the polar anchoring energy 

range from 5 x IQ-3 erg/cm2 to 5 x IQ-2 erg/cm2. The azimuthal anchoring energy for 

SiOx substrates is on the order of 1 x IQ-3 erg/cm2 while the polar anchoring energy is 

of 1 x IQ-2 erg/cm2. In these cases, the anchoring energies are sensitive functions of 

temperature near the isotropic-nematic phase transition. Both the polar and azimuthal 

anchoring energies have been measured for rubbed polyimide as a function of rubbing 

strength. The polar anchoring energy is 1 erg/cm2 and is independent of the rubbing 

strength. The azimuthal anchoring energy is 5-14 x IQ-3 erg/cm2, and is strongly 

dependent on rubbing strength. The polar anchoring energy of rubbed PV A is 1.5 

erg/cm2, and has little temperature dependence. The temperature dependence of the 

azimuthal anchoring energy for polymer-coated substrates has not yet been measured. 

We notice that the anchoring energies associated with the rubbed polymers are two to 

three orders of magnitude larger than the other surface treatments for the polar case, and 

up to one order of magnitude larger for the azimuthal case. This implies that the 

alignment force based on the short-range interaction between the rubbed polymers and 

the first layer of LC is significantly stronger than the one based on minimization of the 

elastic energy of the bulk. 
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Our SHG results, which can provide microscopic pictures for the two different 

alignment mechanisms, are consistent with these anchoring energy results. For the 

rubbed polymers, our experiments clearly demonstrate the existence of a strong molecu­

lar interaction between the rubbed polymers and the first layer of LC molecules. The 

birefringence measurements imply that the rubbing process leads to a reorientation of 

polymer chains on the surfaces of all the polymers we have studied.4 The SHG results 

show that the stronger rubbing strengths yield better alignment of the monolayer, di­

rectly relating the polymer chain reorientation to the LC monolayer alignment. This is a 

clear indication that a shon-range molecular interaction exists between the reoriented 

polymer and the liquid crystal molecules. This interaction is quite strong as evidenced 

by the preservation of the monolayer alignment in the presence of an isotropic bulk 

heated well above the transition temperature. The homogeneous bulk alignment is obvi­

ously an extension of the surface alignment via the molecular epitaxy-like interaction. 

The alignment of the LC bulk perpendicular to the rubbing direction for the isotactic PS­

coated substrates provides funher evidence to this mechanism. Crystalline polymers 

seem necessary for the LC alignment, further supponing the epitaxial picture. 

Crystallinity here means regular arrangement of the polymer chains including the side 

groups. lsotactic PS has a high degree of crystallinity, whereas atactic PS are not. 

Both atactic and isotactic PS showed the same rubbing-induced negative birefringence 

but only the isotactic PS led to bulk alignment. The PVBC we used was atactic and 

exhibited rubbing-induced negative birefringence. No LC alignment perpendicular to the 

rubbing direction could be observed with PVBC-coated substrates. (A weak interaction 

between the oriented polymer backbone and the LC molecules might be responsible for 

the observed weak alignment of the LC monolayer parallel to the rubbing direction.) 

For the obliquely evaporated SiOx substrates, our results suggests that the 

groove mechanism for the bulk LC alignment is dominant. In an LC monolayer, the 

LC-LC interaction is negligible compared to the LC-substrate interaction. Hence, a 
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monolayer of liquid crystal should not show any preferred alignment in the absence of 

surface-induced ordering. This is the case with the obliquely evaporated SiOx substrates 

as our measurements show that the LC monolayer is isotropically distributed. 

. Application of the "groove" model to silanes is somewhat controversial since there are 

conflicting reports on whether rubbing actually creates grooves on ~he silane-coated 

substrate. Our finding of no azimuthal anisotropy in the LC monolayer on such a 

substrate suggests that the short-range interaction is not responsible for the 

homogeneous bulk alignment. The above descriptions of the LC-substrate interactions 

are also consistent with the orientational wetting behavior of the various substrates.5 

Ellipsometry measurements show that the orientational order of a bulk nematic is greatly 

reduced near the surface of grooved substrates, implying that, locally, the LC molecules 

favor an isotropic alignment.31 On the other hand, on the rubbed polymers, orientational 

order is clearly enhanced near the surface. 

To connect our pictures with the anchoring energy results, we first realize that 

the latter are not a-direct measure of the interaction between the LC monolayer and the 

substrate. We expect that for the rubbed polymer case, the interaction energy 

ULC-substrate per molecule is significantly larger than ULC-LC per molecule. If the 

anchoring energy were equivalent to ULC-substrate• then for a measured polar anchoring 

energy of ... 1 erg/cm2, for example, we would have ULC-substrate 3 x I0-15 

erg/molecule. This is less than ULC-LC ... kT ... 4 x 10·14 erg/molecule, contrary to what 

one expects. 

The anchoring energies are actually macroscopic quantities. They are related, by 

definition, to the orientation order parameter near a surface. A smaller order parameter 

results in a smaller anchoring energy. For example, a weakening of the anchoring 

energy on evaporated SiOx and rubbed surfactant coated substrates as the LC approaches 

the isotropic-nematic phase transition is a manifestation of a reduction of the order 
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parameter near the surface.29 For the polymer-coated substrates, the large surface­

induced order parameter is the source of the measured high anchoring energy. 

We can, however, establish a clear connection between the anisotropy in the 

surface LC monolayer alignment and the anchoring energies. We know from our 

measurements that rubbing on the polymer surface induces an anisotropic distribution in 

the adsorbed LC monolayer. The harder we rub, the more azimuthally anisotropic is the 

distribution while the polar orientation of the monolayer remains unchanged. These 

results are consistent with the surface anchoring energy measurements on rubbed 

polyimide30: the azimuthal anchoring energy was found to be linear in the rubbing 

strength while the polar anchoring energy was independent of the rubbing strength. 

This is expected since the polar angle distribution of LC molecules at the surface is 

determined by the bonding between the molecule and the surface and therefore is not 

likely to be influenced by rubbing. On obliquely SiOx and rubbed MAP-coated 

substrates, our SHG measurements indicate that the surface LC monolayer is 

isotropically distributed in the plane. The azimuthal anchoring energy on these 

substrates was found to be appreciably smaller than on rubbed polyimide. The finite 

anchoring energy in these cases, however, shows again that it is not a direct measure of 

the LC-substrate interaction but is affected by interaction throughout the interfacial 

regime. In fact, the adsorbed LC monolayer should be considered as part of the 

substrate. We can then describe the interfacial LC-substrate interaction as occurring 

between the adsorbed LC monolayer and the LC bulk. Knowing the distribution of LC 

molecules on the surface is obviously the first step to understanding this interaction on a 

microscopic level. By combining the SHG results with the results from ellipsometry 

measurements, which can tell us the interfacial profile of the order parameter, we could 

expect to find a clearer picture for the surface-induced LC alignment both 

microscopically and macroscopically. 
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In conclusion, we have demonstrated that optical SHG can be used to determine 

quantitatively the orientational distribution of a monolayer of molecules adsorbed on a 

substrate. Application of the technique to liquid crystal monolayers on various 

substrates allows us to study how a surface can induce a bulk LC alignment. It was 

shown that a rubbed polymer surface can effectively align the LC monolayer along the 

rubbing direction, and then via the epitaxy-like LC-LC interaction, the alignment is 

extended to th~ bulk. On obliquely evaporated SiOx and rubbed surfactant-coated 

surfaces, the LC monolayer was found to orient isotropically in the azimuthal plane. 

This indicates that the surface-induced homogeneous bulk alignment arises from 

minimization of the elastic interaction in the interfacial region constrained by the grooves 

on the boundary surface. Our results can be correlated with the known values of 

anchoring energies on these surfaces. 
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Appendix A: Local Field Corrections for Polyimide-coated substrates 

In order to determine accurately the value of X~2fr, we must calculate the 

macroscopic local field corrections (or Fresnel coefficients) to the incident laser fields 

and to the SH field generated at the interface. The general expressions for the local 

field factors, L(Q) (where n=co for the incident field and !l=2ro for the SH field), are 

derived in Ch~pter 2. In this Appendix, we will outline the derivation of the local field 

factors used to analyze our SH signal from polymer-coated substrates. By taking into 

account the multiple reflections due to the finite thickness of the polymer films, we 
( 

improve the accuracy of our local field factors by approximately 15%. Separate 

expressions must be derived for the the case when the monolayer of liquid crystals is in 

air and when it is in contact with the LC medium. The two geometries we must consider 

for the polymer coated substrates are pictured in Fig. 9. 

The input local field factors for both systems are straightforward. For the 

monolayer case pictured in Fig. 9a, we can apply the rule of continuity of Ex. Ey and 

Dz across the interface to show that the input field in the polymer film is given by: 

a Ex(ro)lsource 
L;.x(ro) = Ex(ro)llaser = [ 1 - r P] 

a _ Ey(ro)lsource _ 
~(ro) = Ey(ro)llaser - [ 1 + r s] 

~(ro) = Ez(O>)Isource = [ 1 + r P] [n112 

Ez(ro)haser nmJ 
(A3) 
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where rs,p denotes the field reflection coefficient of the s or p polarized light reflected 

from the interface. We have, 

112k + 1'23~2i~ 
fk = 1 +112kr23ke2i~ (A4) 

where medium 1 = air, medium 2 = polymer, medium 3 = substrate, k = s or p 

polarization, 112 and r23 are linear Fresnel reflection factors at interface 1,2 and interface 
21t 

2,3, respectively, and ~ = Ao nz h cos8z(ro}, with A.o being the laser wavelength in air, 

h the thickness of the polymer film, and Sz(ro) the transmission angle in the polymer 

film as determined by the continuity of the tangential component of the wavevector. 

The values we used for the indices of refraction are listed in Table 3. Note, for h 

going to zero, these equations are equivalent to Eq. (AI). 

The input local field factors for the cell case, as pictured in Fig. 9b, must take 

into account the transmission through the air/substrate interface and transmission through 

the polymer fllm. We find 

~ (ro) = Esource lx 
x E1aser = tpti3p 

b Esource 1 
Lfl,(ro) = Etaser Y = tst13s 

b Esource 1 
tpti3p(:f. t.;z(ro) = = (A5) E1aser z 

h t32ktZ4k ed" 1 2 3 . 1 d b . w ere tk = 
1 

ZiR , m 1a , , are atr, po ymer, an su strate, respectively, 
+r32kr24ke t' 

medium 4 corresponds to liquid crystal bulk, and ~ is defined earlier. If the LC is in 
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the nematic phase, the uniaxial propeny of the LC needs to be considered in calculating 

ts,p· 

The local field factors for the second hannonic output in the geometries of Fig. 9a 

can also be found. We will present the derivation for the s-component of the monolayer 

case, i.e. Lyy(2co), in detail; the derivation of Lxx(2co), and Lzz(2co) is similar (see Fig. 

9a). Two SH fields radiate from the LC monolayer, one in the reflected direction (-z 

direction) and one in the transmitted direction (+z direction). The field radiated in the +z 

direction will reflect off the polymer/substrate interface, leading to an additional 

contribution to the output field. The total contribution to the field radiating into medium 1 

is 

(A6) 

According to Eq. (A2), the fields are written as 

R T . 
where Lyy(2co) and Lyy(2co) are the output local field factors for the air/polymer 

r23k12t~2i~ 
interface and have the same form as Eq. (Al) and r8' = 2.~ is the field 

1 +rt2kr23ke 1 

reflection coefficient for the radiation back into medium 1. Using the general definition 

for L(2co) as given in Eq. (A2), we have for the y-component of L of the thin-film 

system, 

R 
Lyy(2co) = Lyy(2co) + 

Et(2co) sec82(2w) T 
E2(2w) sec8t(2co) LyyCZco) rs' · (A7) 
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With the known expressions of r;y(2ro) and L~y(2ro), we can rearrange Eq. (A7) to 

obtain 

Lyy(2ro) = 1 + rs , 

where rs is defined in Eq. (A4). Thus, the output local field factor for the thin-film 

polymer sample has the same form as the input local field factor with the indices of 

refraction at 2ro, as in the case of a single interface. After carefully calculating the p­

polarized SH radiation for a monolayer adsorbed onto a polymer-coated substrate in a 

similar manner, we find the expressions for Lxx(2ro), and Lzz(2ro) are also identical to 

the forms for the input field in Eq. (A3). 

The output local field factors for the cell geometry pictured in Fig. 9b are 

derived in a similar way, except that we do not have to worry about the field radiated in 

the positive z-direction. Taking into account the transmission through each interface, we 

derive expressions that are identical in form to the input local field factors of Eq. (A5) 

for the same system. 
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Appendix B - Local Field Corrections for Obliquely-Evaporated SiOx 

Substrates 

SHG from a clean, obliquely-evaporated SiOx surface shows an anisotropic 

dependence on the sample rotation about the surface normal. The observed signal is 

pictured in Fig. Sa. Since we know the SiOx to be locally isotropic, we attribute the 

observed anisotropy to a geometrical effect. SEM pictures of obliquely-evaporated SiOx 

substrates inqicate that the surface morphology is very complicated and, hence, difficult 

to model. Here, we present a qualitative model by assuming that the surface can be 

described by a saw-tooth structure. 

The saw-tooth surface is modelled as a single wedge of angle Tl = 10 degrees 

with the surface plane. To calculate the dependence of SHG on sample orientation, we 

must first transform the input fields from the lab frame (x,y,z) with z along the surface 

normal and y parallel to the grooves, to the local frame, (x, y' ,z'), with i along the the 

wedge surface normal andY' perpendicular to the k-z' plane where k is the wavevector 

(see Fig. 8d), calculate the SHG generated from the isotropic surface locally, and then 

transform the generated SH fields back to the lab frame. With the chosen local 

coordinates, the local plane of incidence lies in the 'i-z' plane. This allows us to use the 

same local field factors defmed in Eq. (A 1) to calculate the SHG in the local frame. 

The Euler transformation from the lab frame to the local frame consists of three 

rotations, 

R = R3R2R1 

where 

cos <I> 
sinfl> 0 

} co·~ 
0 sin'fl 

} COS1jl sin 'I' 
Rt = -~infl> cos«<> 0 R2 = o 1 0 R3 = -~in'l' COS 'If 

0 1 -sinTl 0 COS'fl 0 
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Rt corresponds to a rotation about the lab z-axis through an angle <l>, R2 is a rotation 

through the wedge angelTt about the y-axis parallel to the grooves, and R3 is a rotation 

about"' about the t-axis to make the x-z plane coincide with the local plane of 

incidence. We find, from the geometry, 

... J · sin<l>sin9t · J 
'I'= arcUilcosTtcos<l>sin9t - sinllcos9t ' 

where 9t is the angle of incidence in the lab frame. 

The effect of the wedge surface on the azimuthal dependence of SHG is two-

fold. First, it leads to a mixing of polarizations of a beam; i.e. a pure s or p input 

polarization in the lab frame will have both s and p components in the local frame. This 

mixing will depend on the sample orientation. The wedge also leads to a local angle of 

incidence that is dependent on sample orientation in the following way: 

I 

9t = arccos(cos<l>sinTtsin9t + cosTtcos9t) 

I 

where 9t is the local angle of incidence. When calculating the SH fields in the local 

frame, we must use local field factors as defined in Eq. (AI), with the local angle of 

incidence defmed above. This leads to local field factors that are dependent on sample 

orientation. 

The results of the calculation are pictured next to the observed anisotropy in Fig. 

8c. As can be seen, the qualitative feature of the observed anisotropy is reproduced. 
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TABLE 1. Results of fits and distribution function parameters for LC monolayers on 

polyimide-coated substrates that are rubbed at a variety of rubbing strengths. 

Sample] Rs dt d2 d3 9o(cr) ~<I> 
(mrad) 

1 0 0 0 0 76(5) <.5· 

2 ly .019 .027 .002 75(7) <.5 

3 3y .070 .135 .015 73(5) <.5 

4 5y .069 .148 .003 76(7) <.5 

5 lOy .099 .483 .036 77(5) 1.8 

6 hard .167 .762 .050 77(5) 2.5 

Description: 

y: interfacial parameter; function of rubbing pressure 

di: coefficients for azimuthal distribution function defined in Eq. (11) 

90 : average molecular polar angle for Gaussian distribution defined in Eq. (10) 

cr: width of Gaussian distribution for molecular polar angle defined in Eq. (10) 

~<1>: rubbing- induced birefringence in polymer films 
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TABLE 2. Physical properties of polymers used 

Polymer Film % wt/vol Structure ~cpb LC Cell Monolayer 
Coating Thickness a solution (mrad) Alignmentc Alignmentd 

<A) 

Polyimide 1200 crystalline 2.5 i i YES 
(PI) 

1.5% 
Polyvinyl- 300 water crystalline .5 i i YES 
alcohol 
(PYA) 

1.5% 
Isotactic 500 toluene crystalline -7 iH NO 
Polystyrene 
(PS-I) 

1.5% 
Atactic 500 toluene amorphous -7 Schlieren NO 
Polystyrene 

(PS-A) 

Polyvinyl- 600 1.5% amorphous -18 Schlieren SLIGHT 
benzyl- toluene +i 
chloride 
(PVBC) 

Description: 
a. Thickness of spin-coated films are measured by ellipsometry 
b. Rubbing-induced birefringence in polymer films measured by ellipsometry 
c. First arrow indicates rubbing direction; second arrow indicates direction of 

cell alignment relative to rubbing direction. Cell alignment was determined by polarizing 
microscope. 

d. Results of SHG measurements on distribution of 8CB monolayer evaporated 
onto treated substrates. 
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TABLE 3. Indices of refraction used to calculate local field corrections 

Medium n(co) n(2ro) 

air 1.00 1.00 

fused silica substrate 1.46 1.50 

polyimide 1.6Qb 1.80 + .03ib 

8CB bulk - isotropic 1.568 1.4 + .2ib 

8CB bulk - nematic, e 1.658 1.36 + .4liC 

8CB bulk - nematic, o 1.528 1.45 + .1QiC 

8CB- monolayer (em) 1.00 1.00 

a. D. A. Dunmar, M. R. Manterfield, W. H. Miller, and J. K. Dunleavy, Mol. Cryst. 

Liq. Cryst. 45, 127 (1978). 

b. Reflectivity measurements conducted by authors. Uncertainty in measurements in 

±.02. 

c. Reflectivity measurements conducted by authors. Uncertainty in measurements is 

10%. 
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Figure Captions 

Figure 1: The long molecular axis~ in relation to sample coordinates (x,y,z) and lab 
1\ 

coordinates (X, Y, Z = z). e and cp are polar angle and azimuthal angle ofx, respectively, 

e1 is the angle of incidence of the laser beam, and <l> is the sample rotation. The plane of 

incidence is X-Z. Inset: schematic for the rubbing process. The rubbing direction is along 

the x-axis in the sample frame. 

Figure 2: Schematic depiction of an antiparallel 8CB molecule pair in the bulk. 

Figure 3: Molecular structures of polymers studied (except polyirnide). a) polyvinyl 

alcohol (PVA), (b) isotactic polystyrene (PS-I), (c) atactic polystyrene (PS-A), (d) atactic 

polyvinylbenzylchloride (PVBC). 

Figure 4: Square root of second harmonic signal (arbitrary unit) vs. sample rotation <l> 

from an 8CB monolayers on rubbed and unrubbed polyimide-coated substrates. Open 

squares are data from unrubbed substrates, filled circles are data from substrates rubbed 

under a hard pressure, and solid lines are the theoretical fits. The input-output polarization 

combinations are (a) p-in I p-out; (b) s-in I p-out; (c) s-in Is-out; (d) p-in Is-out. The 

arrow indicates the rubbing direction defined by the arrow in the inset of Fig. 1. Inset: 

Schematic of preferred orientation of molecular monolayer described by the orientational 

distribution function. 

Figure 5. Azimuthal orientational distribution functions of an 8CB monolayer on 

polyimide-coated substrates prepared with different rubbing strengths. The squares were 

for a sample prepared with a rubbing strength Rs = 1 y, the circles were for Rs = 5-y the 

squares were for Rs =lOy. The solid line corresponds to a sample rubbed with Rs >> lOy. 
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Figure 6. Second harmonic output field (arbitrary unit) vs. sample rotation <l> from an 8CB 

cell made with rubbed polyimide-coated substrates. Open circles are data from the cell in 

the isotropic phase, filled triangles are data from the cell in the nematic phase, and solid 

lines are the theoretical fits for the isotropic case. The input-output polarization 

combinations are (a) p-in I p-out; (b) s-in I p-out; (c) s-in Is-out; (d) p-in Is-out. 

Figure 7. Azimuthal orientational distribution functions of an 8CB monolayer on rubbed 

polyimide-coated substrate (solid line), and an 8CB interfacial layer between a rubbed 

polyimide-coated surface and an 8CB bulk (dashed line). 

Figure 8. a.) Second harmonic output field (arbitrary unit) vs. sample rotation I from a 

bare obliquely-evaporated SiOx substrate. 

b.) Second harmonic output field (arbitrary unit) vs. sample rotation I from an 

8CB monolayer on an obliquely-evaporated Si(h substrate. 

c.) Results of model calculations for output second harmonic field (arbitrary 

unit) vs. sample rotation I from a wedged substrate. 

For all three sets of plots, the input-output polarization combinations are (i) p-in I p-out; (ii) 

s-in I p-out; (iii) s-in Is-out; (iv) p-in Is-out. 

d.) Schematic of SiOx sample 

Figure 9. Schematics for the interfaces used to calculate the local field factors for an 8CB 

molecular monolayer adjacent to a polymer-coated substrate. a) 8CB molecules are in air, 

b.) 8CB molecules are in contact with 8CB bulk. 
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V. SHG Investigation of the Memory Effect at an LC-Polymer Interface 

A. Introduction 

The surface memory effect (SME) is a phenomenon where an initially isotropic 

surface is rendered anisotropic by being in contact with an ordered LC phase. The SME 

was first reponed by Friedel1 who found that placing a glass surface in contact with a 

crystal of rod-shaped molecules rendered the glass anisotropic. The effect was again 

demonstrated by Noel Clark in 19852 with a liquid crystal-polymer interface. He studied 

the interface between several different polymers and a liquid crystal that has several smectic 

phases, a nematic phase, and an isotropic phase. He concluded that the SME only occurred 

on polymers that have hydrophobic surfaces and that only the smectic phases of the liquid 

crystal could induce the effect Recently, we studied the SME in cells made from 

polyimide-coated glass substrates (see Fig. 1). One substrate of the cell was heavily 

rubbed, the other uorubbed. The liquid crystal is introduced into the cell in the isotropic 

phase. It is then cooled to a smectic phase with a temperature gradient, so the smectic 

layers will nucleate from the rubbed surface, leading to alignment of the cell. Initially, in 

the nematic phase, there is very poor bulk ordering. After the cell has been in the smectic A 

phase for more than 12 hours, the nematic phase exhibits mono-domain ordering. The cell 

can then be heated to the isotropic phase and when cooled to nematic phase again, the 

ordering will remain. Hence, the smectic phase has somehow "printed" its ordering at the 

LC-polymer interface. This is the memory effect. If the cell is kept in the isotropic phase 

for an extended period of time, the memory effect can be destroyed. 

What is the origin of this effect ? In Chapter N, we found that two different 

surface-originated mechanisms are effective in aligning a liquid crystal bulk: one based on 

short-range, molecular interactions and the other on more long-range bulk elastic 

interactions. 3• 4 We showed that for rubbed polymers, a short-range molecular interaction 

is responsible for the alignment of the first monolayer which then aligns the bulk. Since 
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we observed the memory effect at an LC-polymer interface, we expect that the origin of the 

memory effect is also short-range in nature, i.e. the smectic A phase has somehow 

modified the molecular interaction to break the symmetry at the surface in a way sufficient 

to lead to mono-domain alignment of the nematic phase. As in the rubbed polymer case, 

we expect this asymmetry to manifest itself in the fll'St monolayer of LC molecules at the 

interface. 

We demonstrated in Chapter IV the ability of the SHG to be used to determine the 

orientation distribution function of an interfacial monolayer of 8CB in both absence and 

presence of a bulk of LC. We want to apply this technique to monitor the in-plane 

asymmetry of the first layer of LC molecules next to a substrate that has undergone the 

memory effect The asymmetry of the orientation of the molecules will give a quantitative 

measurement of the magnitude of the effect. By combining these results with 

pretransitional birefringence results, we can develop a thorough understanding of the 

interface and start to understand the nature of the LC-polymer interaction that leads to the 

SME. 

In this Chapter, we will report on the details of the SHG studies on the problem of 

the surface memory effect. In Sec. B, we will apply the results of Chapter IV to show how 

SHG can be used to quantitatively measure the anisotropy of the LC monolayer at an SME 

interface. The bulk contribution, including the contribution from the smectic phase, will be 

discussed. In Sec. C, we will present the experimental results for SHG measurements of 

the interfacial monolayer for several different phases of the LC cell. The results from a 

variety of other measurements that were conducted by members of the group will be 

summarized in Sec D. Finally, in Sec. E, the possible mechanism for the surface memory 

will be discussed in the context of all the experimental results, and a quantitative analysis of 

the measured anisotropy will be presented. 
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B. General SHG Considerations 

Since we studied the SME at a bulk LC/polymer interface, the analysis in Chapter 

IV, Sec. B applies to this problem. However, in contrast to the rubbed surface which had 

a single mirror plane of symmetry, there is nothing to break the symmetry parallel and 

antiparallel to the rubbing direction at the "printed" surface, so we can expect a surface 

susceptibility with C2v symmetry.5 This implies there are only three independent, 

nonvaoishing components of X : 

(2) (2) 
Xzzz = Ns < cos39 >a.~~~ 

(2) (2) (2) (2) 
Xzxx = Xxzx = Xxxz = Ns < cos9- cos39 > < cos2<j> >a.~~~ (1) 

where <1> is the azimuthal angle defined in Fig. 1, Chapter IV. 

The above nonvaoishing elements of x<2> can be measured by surface SHG as 

described by Eq. 7 in Chapter IV. These equations are simplified due to the higher 

symmetry of the surface: For s-in/p-out, 

(2) (2) . .,..... 2 . (2) 2 
Xerr= X zxx sm~ Lz(2c.o)Ly<c.o)sm91 (2c.o)+ Xzyy sin2(f> Lz(2c.o)LY(c.o)sin91 (2c.o) 

For p-in/p-out 

:X~~1=x ~lz cos2(f> { 2Lx (2c.o )Lx ( c.o )Lz( c.o) [ -cos9 1 (2c.o )cos9 1 ( c.o )sin9 1 ( c.o)] 
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+x~z sin2cl>{ 2Lx(2ro)Lx(ro)Lz(ro)[ -cose 1 (2ro)cose 1 (ro)sin61 (ro)] 

+ Lz(2ro )L;( ro )sine 1 (2ro )cos2e 1 ( ro)} 

For p-in/s-out, 

We expect no signal for the s-in/s-out polarization combination. 

The bulk contributions will be the same as those in Chapter IV, Eq. 12-13. Note, 

all of the surface components are mixed with bulk components. We rewrite Eq. 12 from 

Chapter IV here for convenience. 

XQ 
(2) surface zzxx 

Xzxx=lzxx - E(2ro) 

(2) surface 
Xzzz =Xzzz 

XQ 
(2) surface zzyy 

Xzyy = Xzyy - E(2ro) 
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where 

(3) 

and H~kll;l;l; is a function of <P2> and <P 4>, the Legendre components of the order 
lJ 

parameter. We used <P2> = .65 and <P4> = .175 for the smectic A phase (T=25" C), 

and <P2> =.55 and <P4> = 0 for the nematic phase (T=35"C).6 

The experiment is identical to that described in the last chapter, we measure the 

SHG as a function of <l> and fit the results to the above equations to deduce the values of 

X~~k>. . The parameter we will use to characterize the monolayer anisotropy is, 
IJ 

(2) (2) 
?.... 2 Xzxx - ~yy 

<cos~>- <sin «1>> A- - -~:-:---
- <cos2"'> - <2> 

"' Xzxx 

The value of A varies between zero for a completely isotropic surface to one. Since the 

SME has an extremely small effect on the monolayer distribution, it is necessary to define a 

minimum detectable anisotropy. The estimate for the minimum detectable values for A 

was based on how much anisotropy must exist in the data so that a significant 

improvement in the fit occurs when we have x~~x- x~iy ~ 0, which is determined by our 

signal-to-noise ratio. The signal-to-noise for observing the interfacial LC monolayer in the 

presence of the bulk of LC is significantly smaller than for a monolayer in air because of 

the small variation in the index of refraction across the polymer/bulk LC interface (leading 

to a smaller values for the macroscopic local field factors), and because of the fluorescence 

from the bulk. 
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Since all of the effective surface susceptibilities have bulk contributions, special 

care must be taken to independently detennine the monolayer anisotropy. In the isotropic 

phase, <P2> and <P 4> = 0 which implies 

Q . Q 
Xzzxx - Xzzyy = 0 

Hence, in the isotropic phase, the anisotropy of the monolayer, A , can be measured 

independent of a bulk contribution. Any reorientation of the interfacial molecules that 

occurs during the smectic A phase "printing" should persist when the bulk is in the 

isotropic phase. Otherwise, keeping the system in the istropic phase for even a shon eriod 

of time would destroy the memory effect. Hence, the SHG measurement in the istropic 

phase will give us the clearest indication of an anisotropy in the monolayer distribution. 

Since the non-isotropic phases of the bulk generate anisotropic contributions to the SHG, 

we need to have a reliable value for the bulk signal to be able to determine the surface 

contribution in these phases. By comparing the value of X~~x- X~~ in the nematic and 

isotropic phases, we can deduce the value of the bulk contribution, assuming the 

monolayer distribution does not change. Though the bulk contribution is known from 

previous experiments? this gives us an independent calibration. We can then use this 

value of the bulk to deduce the values of the surface contributions from the fitting 

parameters for all phases. 

The data analysis in the smectic phase is somewhat complicated by the fact that the 

bulk alignment has a "Chevron" structure orients the smectic layers approximately 7 

degrees with respect to the surface normal.8 By doing a coordinate transformation to the 

local frame and calculating the bulk contribution, we see an apparent asymmetry in the 

alignment that might be constructed as an anisotropic surface contribution. See Appendix 

A for a derivation of the expected signal from a tilted, smectic bulk alignment. 
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We used the macroscopic local field factors L(Q) as derived in Chapter IV-A for the 

data analysis. For the nematic and smectic phase data, we approximated the anisotropic 

indices of refraction by the values for the isotropic phase 8CB in the calculation of the local 

field corrections (see Table 1, Chapter IV). This allowed us to assume isotropic local field 

factors that were independent of the sample orientation, greatly simplifying the analysis. 

The anisotropy in the indices of refraction for the mesophases is at most 10% , leading to 

an uncertainty in the local field factors ofless than 10%. Hence this approximation does 

not significantly increase the uncertainty of the data analysis in the values of the ts. 

C. EXPerimental Arran~mem 

The experimental set-up was identical to that of the experiments described in 

Chapter IV: we used a frequency-doubled, CW-modelocked, Q-switched, Nd:YAG laser 

as the pump beam for the second harmonic. To improve the signal to noise, we added a 

reference arm consisting of a photodiode (EG&G FND-1 00) to monitor the power of the 

532 nm light coming from the laser. The output of the diode was read by a gated 

integrator; we normalized all of our data to the square of the diode output. We also took 

independent scans of the fluorescence contribution by detuning the monochromator by 5 

nm from the peak of the SHG. See Figure 2 for an a plot of the fluorescence vs 

wavelength for a monolayer of 8CB molecules on a polymer-coated substrate in air and for 

a cell. 

The samples used were quite similar to ones used in the bulk experiments described 

in the last chapter. We used the liquid crystal8CB in these experiments, which has a 

smectic A to nematic transition at T ,AN=33.5" C and a nematic to isotropic transition at 

TNI=40.5"C. We spin-coated polyimide (TIB-1, Japan Synthetic Rubber) onto fused silica 

substrates and baked the substrates for 60 minutes at 150"C to dry the polymers. This is 

in contrast to Clark's work, where he left the polymers "wet" so they would be more 

pliable. One substrate was subject to "hard rubbing" which corresponded to a rubbing 
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strength greater than 2fry on the scale defined in the last chapter; the other substrate was left 

unrubbed. The liquid crystal was introduced into the cells in the isotropic phase. The 

sample was cooled to the smectic phase with the rubbed side at a lower temperature than the 

unrubbed side. This allowed the smectic A layers to nucleate on the rubbed side and 

propagate their order through the cell to the other substrate. A single cell was made with 

two different size spacers, one 75 microns and one 25 microns. This was done so we 

could spatially separate the beam reflected at the top interface from the beam reflected at the 

bottom interface, since the substrates are not parallel. The bulk ordering in the cell was 

monitored by a polarizing microscope. 

D. SHG EJWerimemal Results 

We monitored the SHG from the interface of a cell as a function of sample 

orientation for an 8CB cell made of one rubbed and one unrubbed polyimide-coated glass 

slide for a variety of phases. We looked at the phases in the following order: a) the initial 

isotropic phase; b) the nematic phase; c) smectic A immediately after the nematic phase; d) 

the smectic A phase 2 days later; e) the smectic A phase 3 days later; f) the nematic phase; 

g) the isotropic phase and ; h) the nematic phase. An example of the results are presented 

in Fig. 3. For each experimental geometry for each phase, we did an independent scan of 

the fluorescence so that we could subtract its contribution from each data point. For the p­

in/p-out and s-in/p-out geomtry, the fluorescence was less than 10% of the total detected 

signal. However, the SHG generated in the s-in/s-out configuration was difficult to 

discern from the fluorescence background, which is consistent with our assumption that 

our surfaces have C2v symmetry (see Fig. 3). Only in the smectic A phase did we detect 

any SHG for the p-in/s-out geometry significantly above the fluorescence background. In 

the smectic phase, the SHG data versus sample orientation, <I>, has C1 v symmetry, 

implying a breaking of the symmetry parallel and anti-parallel to the rubbing direction. 

This anisotropy can be explained by the chevron-structure bulk contribution (see Appendix 

90 



.· 

A). (Note, we saw this asymmetry immediately after the cell went into the smectic phase, 

i.e. before the memory effect had time to take effect, further indicating it is not an interfacial 

effect associated with the SME. The signal from the smectic A phase was identical for the 

entire three dayswe kept the sample in this phase.) The value of A was determined for each 

of the monolayer distributions by fitting Eq. 2 to the data The results are summarized in 

Table 1. 

Since the measured anisotropies are so low, it is important to determine the 

minimum detectable anisotropy. We estimate that we can measure an A = 7% for an LC 

monolayer in contact with a bulk ofLC. This estimate was based on the signal-to-noise of 

our data, which is significantly smaller for observing the interfacial LC monolayer in the 

presence of the bulk of LC than for a monolayer in air. From the monolayer measurements 

reponed in the last chapter, we estimate that the minimum detectable anisotropy in the 

absence of an LC bulk is 1%. 

To test whether the memory effect somehow affected the rubbed side of cell, we did 

a series of SHG measurements to monitor the in-plane symmetry of the monolayer next to 

the rubbed-polymer substrate. We saw a strong anisotropy similar to that described in 

Chapter IV, but we observed no change in the monolayer alignment during the "printing" 

process. 

To take advantage of the better sensitivity to anisotropies in monolayer alignment 

for LC monolayers in air, we compared the texture of an SME cell with the texture of a cell 

that is made of one strongly rubbed side and one weakly rubbed side. This will allowed us 

to roughly "calibrate" the monolayer alignment on the "printed" substrate with previous 

measurements done on monolayer distribution vs. rubbing strength. It appears that a 

substrate aligned with 3y rubbing strength (barely touching, passed 3 times under a 

stationary wheel) leads to the same texture as the SME cell. The anisotropy of a monolayer 

distribution on this substrate was approximately 3%, so it was consistent with the SHG 

results above. When the cell alignment was compared with a cell made with a substrate 
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with a rubbing strength of 1 y, the quality of the alignment as observed through a polarizing 

microscope was much worse. The anisotropy of a monolayer on a 1 y-rubbed substrate is 

1%. This implies that the anistropy of the monolayer is somewhere between 1% and 3%. 

E. Other EX1X4imental Results 

In this section, we briefly summarize other measurements that were carried out by 

Yukio Ouchi and Tom Moses on SME cells. First, to give a clearer demonstration that the 

"printing" of the smectic alignment occurred on the unrubbed side of the cell, the two 

plates of the cells were twisted with respect while the cell was in the isotropic phase and 

then cooled to the nematic phase. A polarizing microscope was used to determine whether 

the bulk LC alignment was twisted or whether it remained parallel to the rubbing axis of the 

rubbed polymer-coated substrate. Since the length scale of the twisted bulk (on the order 

of 25 micron) is much longer than the wavelength of the light, the polarization of the light 

propagating through the cell should follow the twist of the LC bulk director. Hence, if the 

bulk of the LC twists, one of the polarizers on the microscope will have to be rotated the 

same amount as the substrate in order to extinguish the light. They found they could see a 

twisted alignment for the plates twisted 90 degrees with respect to each other . If the 

unrubbed side had been unaffected by the smectic phase of the LC, the alignment in the 

cell would simply follow the rubbed side instead of remaining anchored to the unrubbed 

side. This is strong evidence that the "printing" does occur on the unrubbed side of the 

cell. 

They also conducted ellipsometry measurements to determine the pre-transitional 

wetting behavior of the printed substrates in the istropic phase approaching the nematic­

istropic transition. They first looked at rubbed polymer-coated substrates and found that 

there was strong pretransitional wetting, implying a large surface order parameter at the 

rubbed polymer-coated substrates. When they repeated the measurements for the printed 

substrate, they saw absolutely no pretransitional wetting behavior. This sets an upper limit 
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on the smface order parameter of .02, implying a very weak orientational coupling 

between the polymer and the LC bulk. Though it is difficult to direct! y compare the smface 

order parameter and the monolayer distribution quantitatively, the two measurements have 

yielded consistent results. 

We also found that is was possible to destroy the memory effect by keeping the 

sample at an elevated temperature. We found that if we kept the cell at 8o·c, the effect was 

detroyed in lhours. If we kept the cell at 6o·c, it took 10 hours to destroy the effect. To 

estimate the strength of the interaction that is responsible for the memory effect, we can 

assume a simple diffusion model, described by the equation 

1 u 
- oc exp(--) 
t kT 

From these two measurements, we can estimate the well-depth to be on the order of 80 kT. 

Later, a more careful set of measurments were done on how long it takes to destroy the 

effect for different temperatures. By assuming the same diffusion model, the depth of the 

potential well was estimated to be 82 kT. 

F. Discussion 

Our samples have clearly demonstrated a surface memory effect, i.e the smectic 

ordering of the bulk of the LC has changed the LC-polymer interface in some reversible 

way that enables the interface to align a bulk nematic. In Chapter IV, we presented the two 

possible mechanisms for surface-induced alignment of LC cells - a shon-range molecular 

interaction and a bulk elastic interaction. It is extremely unlikely that the bulk smectic A 

phase has printed grooves into the polymer so that a bulk elastic interaction would be 

responsible for the cell alignment. Hence, the origin of the memory effect must be a shon­

range molecular interaction between the LC molecules and the polymer which enhances the 
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azimuthal coupling. This interaction could be a modification of the polymer surface, or it 

could be that the smectic A phase deposits LC molecules in an ordered fashion onto the 

polymer where they remain pinned. Our SHG measurements indicate that the printing of 

the anisotropic ordering of the smectic A phase has a very weak effect on the orientation of 

the first layer of LC molecules at the interface. The sensitivity of the direct measurements 

of the interfacial layer are limited by the signal-to-noise ratio to measure an anisotropy of 

7%. The detected anisotropy was less than 7%, below the minimum detectable anisotropy. 

However, by comparing to aligning ability of substrates rubbed at different strengths, we 

know that the anisotropy lies somewhere between 1% and 3%. The ellipsometry 

measurements also indicate a very weak coupling between the interface and the LC bulk. 

So, what is going on? 

To discuss these results in terms of a physical picture, it is useful to relate our 

results to the surface anchoring energy of the interface. To date, no surface anchoring 

energy measurements have been conducted on a "printed" surface, so a quantitative 

comparison of our results is difficult. However, a discussion of the anchoring energy for 

this system can give a good qualitative understanding of the nature of the rotational 

coupling that is responsible for the surface memory effect. 

As discussed in the last chapter, the anchoring energy is a macroscopic parameter 

that is a measure of the interfacial interaction. It has two contributions - one that is a 

measure of the interaction between the first monolayer and the substrate, and a second 

which is a measure of the strength of the coupling between the first monolayer and the 

bulk. 9 The two contributions to the free energy from the interface can be written as 

a 

f"· ~ "al __! ULC-substrateo2(0) + JKy(z)(a0)2 dz 
mteuaCl -2 a2 az) 
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where 9(z) is the orientation of the director at a position z in the cell, 9(0) is the orientation 

of the director at z=O, KJ(Z) is the interfacial elastic constant, and a is the width of the 

interfacial regime. Physically, 9(0) corresponds to a finite interaction between the substrate 

and first layer of LC and KJ(Z) corresponds to variations in the elastic constant due to 

changes in the LC interactions. The contributions to KJ(Z) are broken into two categories: 

energetic (Vander Waals LC-LC interactions) and entropic (excluded volume and order 

parameter variations). The Maier-Saupe theory ofLC-LC interactions lead to an elastic 

constant that depends on the square of the order parameter. I will refer to the first term in 

the expression as the coupling between the LC and the polymer and the second term as the 

interfacial contribution to the anchoring energy. 

The anchoring energy is mathematically defined as the difference in free energy for 

a system with an interfacial regime, and the free energy of a system that has no interfacial 

region, i.e. behaves like a bulk nematic all the way to the substrate. We can relate this 

definition to the expression presented in the last chapter through the following definition: 

a 

f"interface+ bulk - :r bulk = J(KJ(z) - KB >{~:}2 dz = ~ Uinoeraction60
2 

where 90 is defined as the angle the first layer of molecules makes with respect to the easy 

axis and f" bulk . is given by 

00 

where KB is the bulk elastic constant. By minimizing the free energy using the Euler-

Lagrange equations, we can solve for 9(z) throughout the entire LC cell. By using the 
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boundary condition e(z) = eo , we can relate eo to the known physical parameters of the 

system. Thus, we can use this equation to derive an expression for U interaction• the surface 

anchoring energy coefficient . 

Previous measurements on the azimuthal anchoring energy at polymer-coated 

substrates indicate a significant rotational coupling between the LC bulk and the 

polymer.10• 11 Their results can be attributed to the interfacial contribution since 

pretransitional wetting experiments indicate a strong surface-induced ordering of the bulk in 

the isotropic phase near the isotropic-nematic transition Our recent SHG results3• 4 show 

that the reorientation of the polymer causes a strongly aligned monolayer that persists in the 

isotropic phase indicating that the LC-polymer interaction is also strong. In contrast, the 

LC-polymer interface that has undergone the memory effect has an extremely small surface 

order parameter, implying the interfacial contribution to the anchoring energy will be 

insignificant. However, the size of the LC-polymer interaction is less clear. The 

measurement of an 80 kT well-depth for the rotational potential wells indicates a very 

strong interaction between the LC molecules and polymer. However, the SHG results 

indicate that very few of these potential wells exist, i.e there are not a large number of sites 

where molecules are attached anisotropically. Given the strong coupling between the 

monolayer and the substrate, and the weak coupling between the monolayer and the bulk, 

it is hard to predict what would be the measured strength of the surface anchoring energy. 

It is impona.nt to note that although the measured anisotropy of the monolayer is 

weak, it is sufficient to align a bulk of liquid crystal in the nematic phase. The nematic 

phase is composed of many domains that exhibit orientational ordering. If the bulk 

nematic is in contact with any small perturbation to break the symmetry, it costs very little 

energy for these domains to become a single domain. Thus it is possible for a very weakly 

perturbing surface, like one that has undergone the SME, to lead to monodomain alignment 

of the nematic phase. 
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In conclusion, we have applied the technique of surface second hannonic 

generation to study the surface memory effect at an LC-polymer interface. We found the 

anisotropy of the interfacial monolayer to be below the minimum detectable anisotropy of 

our technique for measuring the monolayer in the presence of an a bulk of LC. By 

describing the interface in terms of the anchoring energy, we know that the interfacial 

contribution to the anchoring energy is weak since the ellipsometry measurements of 

pretransitional behanvior measured a very small sureface order parameter. The LC­

polymer interaction can be described by rotational potential wells, whose depths we 

measured to be quite large (80 kl) but which are sparsely located, since they do not lead to 

a measurable anisotropy in the monolayer distribution. This is the first microscopic 

characterization of an interface that has undergone a memory effect 
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Appendix A - SHG Bulk Contribution from the Smectic-A Phase 

SHG from a homogeneously aligned LC cell in the Smectic-A phase shows an 

anisotropic dependence on the sample rotation about the surface normal. We attribute this 

to the fact that Smectic-A chevron-layer structure occurs at 7" with respect to the surface 

normal. Since we trying to isolate the surface contribution that is mixed with a bulk, this 

anisotropy could be mistaken for an anisotropic surface contribution. Here we present a 

calculation that predicts how this bulk contribution will depend on sample rotation (see Fig. 

4). 

The calculation occurs in the following five steps: 

1. Relate the incident field to the field within the LC medium with macroscopic 

local field corrections L(co) as defined in Appendix IV-A. 

2. Transform the fields from the lab coordinates (x,y ,z), where ~ is along the 

surface normal and~ is parallel to the direction of rubbing, to the local LC frame (x',y',z'), 

where ~ is parallel to the director, and 2' is normal to the LC molecules. The Euler 

transformation from the lab frame to the local frame consists of two rotations, 

where 

( 

coscl> 

Rt = -gncl> 

sincl> 

cos <I> 
0 

0 
1 
0 

Rt corresponds to a rotation about the lab ~-axis through an angle <1>, R2 is a rotation of the 

director through"'V which we know from x-ray data to be 7". 

3. Calculate the SHG in the local frame from the bulk contributions of the LC pairs 

listed in Eq. 3 of the text. 

4. Transform back to the lab frame to get the SHG field in the LC medium 
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5. Use output local field factor L(2co) to relate SHG field in LC medium to detected 

field. 

The results of the calculation are shown in Figure 5. Also shown is the expected 

signal from the smectic bulk with the molecules parallel to the surface. Note, the tilted 

smectic bulk contribution has the same symmetry as the rubbed monolayer, namely there is 
. . 

a single mirror plane symmetry parallel to the rubbing direction. The magnitude of the 

contribution.is on the order of 10% of the surface contributions. See Fig. 6 for a 

comparison of the calculated bulk contribution to the measured contribution from both the 

surface and bulk. 
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Table 1: Results of data fits. 

Phase 
surface surface surface 

A Xzzz :Xzxx Xzyy 

( x IQ-16 esu) (%) 

a) istropic 1.75 11.8 11.7 :8 

b) nematic 1.37 11.6 11.5 .8 

c) smectic 1.87 16.6 15.0 1.0 

d) nematic .65 16.5 16.3 1.2 

e) isotropic 1.2 15.85 15.1 4.7 

f) nematic .65 15.90 15.3 3.8 
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Figure Captions 

Figure 1: Schematic of memory effect a) The first cell is prepared with one rubbed 

polymer-coated substrate and one unrubbed substrate. The LC is introduced into the cell in 

the isotropic phase. b )The cell is cooled to the nematic phase. Multidomain nematic 

ordering is observed. c) The cell is cooled to the Smectic-A phase, with the rubbed 

substrate at a colder temperature than the unrubbed. The cell has monodomain smectic A 

ordering. The cell is held at this temperature for more than 24 hours. d) The cell is then 

heated to the nematic phase. Monodomain ordering is observed. If the cell is heated to the 

isotropic phase for a shon period of time and then cooled back down to the nematic phase, 

the monodomain ordering remains. All bulk alignment observations were made through a 

polarizing microscope. 

Figure 2: Fluorescence vs. wavelength for a) a monolayer in air, and b) a monolayer in an 

LC cell. 

Figure 3: Square root of second harmonic signal (arbitrary units) vs. sample rotation <l> 

from 8CB cell in several phases of the memory effect. Circles are data and the solid lines 

are fits. For each phase we have shown the data for the p-in/p-out polarization combination 

in the left column, and the data for the s-in/p-out polarization combination in the right 

column. The signal plotted has the fluorescence contribution subtracted off. a.) Initial 

isotropic phase, b) Smectic phase, c )Nematic phase after unrubbed substrate has 

undergone the memory effect, d) Isotropic phase after substrate has undergone memory 

effect. 
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Figure 4: SHG and fluorescence vs. sample rotation <I> from 8CB cell in nematic phase for 

s-in/s-out polarization combination. Open circles are SHG signal and closed circles are 

fluorescence; There is no significant difference between the two. 

Figure 5: a) Geometry assumed for the calculation describe in Appendix A; b.) Results 

of model calculations for output second harmonic field vs. sample rotation <I> from a 

smectic-A bulk that is tilted by 7• with respect to the interface; c.) Results of the calculation 

for a smectic-A bulk that is aligned parallel to the interface. 

Figure 6: Comparison on magnitude of the calculated smectic A contribution to the results 

of the data fit Though the bulk is approximately 10% the size of the total measurd signal, ~ 

it can account for the asymmetry parallel and anti-parallel to the rubbing direction observed 

in the data. 

103 



a) Isotropic Phase 
-· 

b) Nematic Phase 

c) Smectic-A Phase 

d) Nematic Phase 

Fig.! 
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VI. Construction of an Amplified Tunable Picosecond Dye Laser 

We were interested in doing a time-resolved measurement to identify the process 

responsible for generation of second-hannonic light in a gaseous medium. To do this, we 

needed a tunable picosecond laser of 107-108 W/cm2. The experimental set-up consisted 
. . 

of a synchronously pumped dye laser that was amplified at 10 Hz. The dye laser is 

pumped by. a CW-modelocked neodimium-doped yttrium-lanthenum-fluoride (Nd:YLF) 

laser with a repetition rate of 100 MHz. The components for the Nd: YLF laser were 

purchased from Quantronix corporation. The second hannonic generation unit, the dye 

laser, and the amplifier chain were all built in our laboratory and in the Department shops. 

A. The Nd: YLF Laser 

In the last few years, researchers have been using Nd: YLF lasers to replace 

Nd:YAG lasers as a pump source for dye lasers to produce picosecond and subpicosecond 

optical pulses. CW lasing operation of a Nd:YLF crystal was first reponed and carefully 

characterized, 1 elucidating the advantages and disadvantages of Nd: YLF as a replacement 

for Nd:YAG. Nd:YLF crystals have a three times larger spectrallinewidth than Nd:YAG, 

allowing it to generate shorter pulses. Also, the index of refraction of Nd: YLF has a much 

weak_er dependence on temperature, so it does not have the strong thermal focussing that 

occurs in Nd:YAG lasers. Nd:YLF has a birefringence that is much larger than thermally 

induced depolarization. This leads to more stability against thermal fluctuations. It is 

uniaxial, so it has a naturally polarized output at two emission wavelengths, at 1.053 for 

light polarized parallel to the c-axis of the crystal, and 1.047 micron for light polarized 

perpendicular. Its fluorescence lifetime is twice as long as Nd:YAG, so it has a lower 

lasing threshold and good potential as a Q-switched source. The major drawback to using 

a Nd: YLF crystal is that the crystals are not as high an optical quality as N d: Y A G and 

hence cannot make large diameter rods. Since the emission cross-section or Nd:YLF at 
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1.053 micron is lower than the emission cross-section of Nd: Y AG at 1.06 micron, it does 

not generate as high average power. It was demonstrated, that replacing a Nd: Y AG crystal 

with a Nd:YLF crystal under the same pumping conditions, the Nd:YLF crystal generates 

. less than half the power. Also, shorter pulses, which come from the larger lasing 

bandwidth, puts more stringent requirements on the mechanical stability of the laser in 

general, especially the cavity length. 

Several of these difficulties were overcome by introducing additional optics into the 

cavity. First, a spherical lens is needed to expand the beam so that it fills the rod to 

optimize lasing in the TEMoo mode A cylindrical lens is added to compensate for the 

asymmetry in the thermal focusing of the light. (More recently, an identical laser head with 

a crystal whose c-axis is oriented 90 degrees with respect to the first, has been added to the 

cavity to adjust for this asymmetry dynamically.2) Two similar cavity designs consisting 

of these optics were developed3 and led to average powers comparable to those produced 

by Nd: Y AG rods on comparable dimensions. The configuration we used is based on a 

configuration introduced by the Quantronix Corporation (see Fig. 1 ). 

Initially, we tried to harmonically modelock the cavity to further shorten the 

pulses.3• 4 We used a Fluke synthesizer (Model6060B) and an ENI amplifier (Model 

325LA) to generate the 100 MHZ required to drive the harmonic modelocker (Quantronix, 

Model351). Harmonic modelocking proved to be too difficult to achieve due to phase 

noise in the source and the increased sensitivity of pulse stability to cavity length, so we 

abandoned the scheme. 

We tried several different cavity configurations using the optics of the Quantronix 

design to optimize several different performance characteristics of the laser, including laser 

pulsewidth, pulse stability, average power, noise, and pulse jitter. We measured the 

pulsewidth and the pulse stability using a home built, 500 picosecond scan-range 

autocorrelator.5 We measured the pulse energy with a Coherent power meter. We 

measured the noise (defined as the AC noise divided by the DC offset) with a photodiode 
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(EG&G, FNDlOO). We measured the pulse jitter by monitoring the pulse position on a 

7904 Tektronix Oscilliscope using a set of sampling plug-ins (time base 7Tll, amplitude 

base 7SA and sampling module S-6 terminated in 50 ohms) which had a 35 picosecond 

time constant and an Antel diode which has a deconvolved time response of 65 psec 

FWHM. The convolved time response of the system is 100 psec FWHM. The pulse 

stability and jitter was a sensitive function of the temperature of the modelocker and the RF 

power to the modelocker. We settled on an operating temperature of 18.0"C for the 

modelocker bath (Fisher Scientific Model 910), and 15 watts of RF power. For this 

configuration, we have the following performance characteristics: Average power was 15 

watts in a TEM00 mode, 55 psec pulse, 2% AC noise/DC offset, and less than 30 psec 

pulse jitter. See Fig. 2 for an autocorrelation of the pulse. 

To detennine the propagation properties of the output of our laser, we measured the· 

radius of the beam waist at three locations outside the cavity. The beam cross-sections 

were fit to gaussian pulse-shapes. By knowing the beam radius at three locations, we were 

able to use gaussian optics to determine the position and size of the beam waist and the 

beam divergence. We found a waist of .22 mm was located 7.8 em from the output 

coupler outside the cavity. The beam divergence was approximately 1 milliradian. We also 

performed an ABCD calculation for this cavity. We did not include the thermal lensing 

effects of the YLF crystal or the cylindrical lens in this calculation. The thermal focusing of 

the YLF is extremely weak and thus difficult to model properly. Its focal length has been 

measured experimentally to be +800 em on the axis parallel to the c-axis of the crystal, and 

-800 em perpendicular to the c-axis.6 The cylindrical lens in introduced to compensate for 

this asymmetry. The results of these calculations, as performed on the Software 

PARAXJATM, are drawn in Fig. 1. The results correspond to a waist of .2 rnrn, located 1 

centimeter from the output coupler, which agrees well with our measurement. According to 

this calculation, the waist of the beam through the YLF crystal is approximately one 

millimeter. This corresponds to a 2 rnrn FWHM for the beam, which implied that the 4 mm 
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rod acts as the aperture in the cavity, cutting off the tails of the beam profile. The 

maximum beam waist of 2.8 mm FWHM occurs at the spherical lens. 

To satisfy the stringent cavity length requirements we built a cavity length feedback, 

based on a design introduced by Herman Vanherzeele.6 Instead of using software to 

perform the feedback, we copied a circuit designed by Tom Moses and John O-Brien.7 

The circuit was designed to compensate for slow thermal drifts in the cavity length. The 

feedback signal is the voltage produced by the output of a double-balanced mixer 

(Minicircuits SB-1 ). This output is proportional to the phase difference of the RF source 

for the modelocker (V etron oscillator C0226 ) and the output of a photodiode (EG&G 

. FND-1 00) which is monitoring the output of the laser. The output voltage of the feedback 

circuit drives a piezo translator. (Burleigh PZL-007) on which the high reflector of the 

cavity is mounted. This active stabilization compensates for thermal and mechanical drifts 

of the cavity and significantly decreases the warm-up time of the cavity. 

To pump our dye laser, we needed to frequency double the output of the Nd:YLF 

laser. We used a 3x3x5 mm potassium titanyl phosphate (KTP) crystal. The nonlinear 

properties ofKTP have been studied extensively.8 To achieve Type II phase matching for 

1.053 micron light the crystal was cut so the surface contained the z-axis and intersected the 

x-y plane 34 degrees with respect to the crystal x-axis. The reported damage threshold of 

KTP crystals were as high as 10-30 GW/cm2 for picosecond pulses,9• 10 and 2-3 GW/cm2 

for nanosecond pulses.11 However, we damaged our crystals at intensities around 100 

MW/cm2. To raise the damage threshold of our crystal, we heated the crystal to 1oo·c. 
The damage mechanism for KTP crystals is formation of color-center defects that then 

absorb the green light.12 The onset of these damage spots can be seen by discolorations in 

the crystal. If nothing was done, these discolorations would eventually turn into permanent 

damage spots. We found this discoloration reversible when the crystal was heated for an 

hour at 1 oo·c. Continuous heating of the crystal slightly changed the indices of refraction, 

changing the phasematching angle by less than one degree. 
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The optics used in the second hannonic generation unit are pictured in Fig. 3. We 

used a half-wave plate to to adjust the polarization of the 1.053 micron output of the laser. 

The input lens is AR-coated for 1.053 micron. The output lens is AR coated for 527 run 

light. The crystal is mounted on a prism mount (Klinger P032) that allows for adjustments 

in three angles. The crystal is in contact with a "frigichip" (Melcor),.a solid state device 

that uses the Peltier effect for cooling. By reversing the leads, the chip can be used for 

heating. The crystal is wrapped in aluminium foil to allow for more uniform heating. We 

built a circuit that stabilizes the temperature to within 0.1 ·c. The temperature of the crystal 

is read via a temperature transducer (AD590AF) which is in thermal contact with the 

crystal. 

We needed 600-800 mW of 527 nm light to pump the dye laser. By positioning the· 

input lens 6 em from the center of the KTP crystal we generated a waist of approximately 

50 microns at the KTP interior, corresponding to a peak intensity of 45 MW/cm2, which 

is below the published damage threshold. We found that by focussing a bit harder to 

approximately a 30 micron waist, we could generate more than 1.5 Watts of 527 nm light, 

corresponding to a conversion of approximately 10%. 

B. Synchronously Pumped Dye Laser 

Dye lasers have been used in a variety of configurations to generate shon optical 

pulses. 13 Organic dyes have a broad gain spectrum due to a continuum of vibrational and 

rotational levels within the ground and excited electronic states. The thermalization of these 

levels is fast enough to sustain femtosecond pulses. This broad gain spectrum also allows 

for a wide-range of tunability .14 

A variety of techniques have been applied to mode-lock dye lasers.15 We used the 

technique of synchronous modelocking. Synchronous pumping of a dye laser was first 

achieved in 196816 using the frequency-doubled output of a modelocked Nd:glass laser as 
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a pump source. When the cavity length of the dye laser matches the length of the pumping 

resonator, a pulse shortening occurs. This pulse shortening phenomenon can be explained 

in the following way. Pumping the dye medium with 40 picosecond pulse brings the 

medium above the lasing threshold for a short period of time in the latter part of the pump 

pulse. Since the length of the dye laser is nearly the same as the pump laser cavity, the dye 

laser pulse exists in the gain medium simultaneous with the pump laser pulse. Through 

stimulated ermssion, the dye pulse then quickly brings the dye medium below the lasing 

threshold, resulting in a dye laser pulse that is substantially shorter than the pump laser 

pulse. A schematic of the synchronous pumping is shown in Fig. 4. 

We used the standard three-mirror folded cavity for our synchronously pumped dye 

laser.17 A schematic of our cavity is shown in Fig. 5. There are several considerations 

that went into this cavity configuration. A subcavity is needed in order to create a tight 

focus in dye jet while maintaining a long enough cavity to match the 100 MHZ repetition 

rate of the Nd: YLF laser. The subcavity consists of two 5 centimeter focal length mirrors 

that have thin-film dielectric coatings for the 560-620 nm regime. The mirrors are placed 

15 centimeters apart. The dye jet is placed within the subcavity 5 centimeters from the 

folding mirror and 10 centimeters from the end mirror. The orientation of the dye jet is 

approximately at Brewsters angle to minimize reflection losses. The angle of the fold in 

the cavity is chosen to compensate for the astigmatism created in passing through the jet at 

Brewster's angle. 18 The output coupler is chosen (from an extremely limited selection) to 

maximize the output power of the cavity. We used a 5% transmission, flat output coupler. 

The pump beam optics are chosen to maximize the overlap within the jet between the pump 

beam mode and the TEMoo lasing mode of the dye laser cavity. The pump optic had a 5 em 

,,., focal length and had a thin-film dielectric coating for 527 nm. We used D-shaped mirrors 

for the pump optic and the end mirror. This way the pump beam can be located very 

closely to the lasing beam. Given this cavity configuration, we had an average lasing 
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power of 160 mW with 600 mW of pump energy without the tuning element in the cavity. 

We measured the astigmatism of the output beam of the laser to be less than 2%. 

The design of the nozzle for the dye jet is critical to the performance of the laser .. 

Ethylene glycol is used as the solvent because it is extremely viscous fluid and can generate 

a smoother jet stream. The nozzles are machined out of sapphire, in order to create very 

smooth surfaces. The nozzles were by the Specialty Shops at Lawerence Berkeley Labs 

based on the design by Interoptics (see Fig.· 6). We used a shim of 300 micron. The 

circulation system was based on a design by a group at Bell Labs to create a stable, 

contaminant free, temperature and pressure regulated dye flow. A schematic of the 

circulation system we built is shown in Fig. 7. The circulation system consisted of a 

stainless steel, I liter reservoir, a single speed motor (Micropump 641), magnetically 

coupled pump (Micropump 210), a pressure regulator (Cashco) to control the pressure 

through the jet, a viton bladder precharged to 25 psi with nitrogen (Greer-Olaer) that is 

used to damp out remaining vibrations from the pump, a filter with 1 micron holes to 

remove impurities (Balston), a stainless steel pipe that is filled with ball bearings to 

provide a turbulent path for the dye to pass through to remove bubbles, a pressure gauge 

(Wika, 0-160 psi), and a ball valve for on-off control to prevent air bubbles during start­

up. We found that an operating pressure of 55 psi for the dye jet minimized the broadband 

noise in the dye laser output (less than 100kHz). All of the pipe and tube fittings are 

stainless steel to prevent corrosion. Quarter-inch teflon tubing was used throughout the 

system. Vfe regulated the temperature of the dye to counteract the heating from the pump 

pulse by circulating temperature regulated water through a copper pipe that was attached to 

the stainless steel pipe that contains that ball-bearings. The schematic of the temperature 

regulator of the cooling water is given in Fig. 8. Wall water was used to regulate the 

temperature of the bath. The temperature controlled electronics were built in the Electronics 

Shop (Job #87-128). 
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We chose Rhodamine 6G as the dye for the gain medium for the laser because it is 

very stable, has a high conversion efficiency and is tunable from 560 nm to 650 nm. We 

dissolved the Rhodamine 6G in methanol and then adjusted the concentration to achieve 80-

90% absorption of our pump beam. 

Tuning of the dye laser wavelcmgth was achieved with. a 2-plate birefringent 

filter19(Coherent) which has a free spectral range of 80 nm and a bandwidth of 

approximately 100 GHz. The birefringent filter consists of two plates of birefringent 

material that is placed in the cavity at Brewster's angle. The optic axis of the material is in 

the plane of the glass. The light in the dye laser cavity is p-polarized, so it will pass 

through the first surface of the plate with little loss. Since the birefringent material changes 

the polarization of the light as it travels through, only light that has the wavelength that 

corresponds to a 180 degree rotation of the polarization (or some multiple) will not suffer a 

loss at the second Brewster angle surface. As the plate is rotated, the index of refraction 

seen by the polarized laser changes and hence the wavelength that suffers the least amount 

of loss at the second surface will change. In effect, rotating the plate corresponds to 

selecting which part of the gain spectrum will be above the lasing threshold. The second 

plate does not change the tuning range, but does narrow the bandwidth that is allowed to 

lase. We also tried as three-plate filter, but its limitation on the bandwidth (approximately 

40 GHz) led to a broadening of our pulse and our experiment did not require that narrow of 

a bandwidth. A plot of output power and pulsewidth versus lasing wavelength is shown in 

Fig. 9. Since we did not see a significant drop in power on the red side of the tuning 

spectrum, we believe that our tuning range is limited by the coating of our optics in the 

cavity. 

Sensitivity of synchronous pumped dye lasers to cavity length mismatch has been 

investigated extensively.20• 21• 22 In general, the dye laser cavity is a few microns longer 

than the pump laser cavity to get the optimal modelocking. We mounted our output coupler 

on a shop-built translation stage and used an 80 pitch screw for control of the cavity length. 
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We measured our optical pulses using a home-built spinning-mirror autocorrelator.23 We 

observed the following features. For cavities that are too long we saw a coherence spike. 

For a cavity length that was too shon, we saw satellite pulses (See Fig. 10). We operated 

using the length that corresponded to the pulse in Fig. 1 Oc, which corresponded to an 

autocorrelation width of 2.9 picoseconds. The signal-to-noise of our autocorrelation limits 

our ability to fit our autocorrelation uniquiely to a particular pulse shape. If we assume a 

hyperbolic secant-squared pulse, we have a deconvoltuion factor of tp/tAC = .65. This 

leads to a pulsewidth of 1.9 picoseconds. We measured the bandwidth of our laser to be 

approximately 2 A. This gives us a time-bandwidth product 6.v/1t approximately equal to 

the .3, which is the transform limit of a hperbolic secant-squared pulse.24 

C. Four-Staee Amplifier 

Our experiment required tunable optical pulses of peak powers greater than 1 o9 

W/cm2. This corresponds to an amplification of the dye laser by a factor loS-106. In 

order to achieve this amount of gain, the design of the dye amplifier was based on a design 

recently published by Murnane et. al.25 and modified by Steve Doig and Phil Reed.26 The 

details of the design are strongly dictated by our particular scientific needs, limited budgets, 

and time. 

1. Theory 

The theoretical issues regarding high gain amplifiers have been studied extensively 

over the last 15 years.27 In general, the small signal, unsaturated gain is defined as 

G0 = l(z)/1(0) = ef1Ncrz = egoz (1) 

where l(z) is the intensity of the signal pulse as a function of position in the gain medium, 

6.N is the difference in population densities between the excited state and ground state 
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populations (molecules/cm3), 0' is the stimulated emission cross-section for the molecules 

(cm2), go is the small signal gain coefficient, and z is the distance travelled in the gain 

medium. According to Eq. 1, in the absence of any limiting effects, the gain of a medium 

should increase exponentially with distance travelled through a medium. 

We can estimate the amount of small signal gain available in a system with the 

following expression: 

A llo.T .§_ tjnversiOn (J 
go= L.ll.,cr = T1 2 

hrop tpulse (2r) L 
(2) 

where Ep is the energy per pump pulse, hrop is the energy per photon in the pump beam, 

tinversion is the inversion lifetime of the dye, tpulse is the pulsewidth of the pump laser, 11 is 

the efficiency of the dye, r is the cell radius and Lis its length. This expression 

corresponds to the number of excitations that occur within a pulsewidth, 

{
.§_ tinversion } "th" h · 1 c d ll T1 0' , WI m t e pumpmg vo ume 10r a transverse-pumpe ce , 
hrop tpulse 

{ (2r)2 L}. The value of go calculated from this expression for each cell is given in Table 

1. Since small variations in the value of g0 lead to large variations in the expected gain, 

this expression has little practical importance but it does give us an idea how the gain of the 

cell depends on various physical parameters. 

There are two effects that limit the amount of gain that can be obtained from an 

amplifying medium. It can be shown that the population difference Llli saturates under 

strong pumping. For CW pumping, this leads to a saturation of the gain coefficent that 

can be written as 

go 
g= 

210't 
1+--

hro 
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where go is the small signal gain coefficient, fico is the energy per photon of the signal 

pulse, a is the emission cross-section and t is the recovery time of the molecule. It is 

useful to define a quantity called "the saturation intensity", as 

hco 
lsat=-

2crt 

The saturation energy is defined as the intensity at which the gain is reduced to half its 

value. Since we are pumping with a pulsed source, each molecule can only be pumped 

once (and then it is removed from the active region) so the recovery time has no real 

meaning. Hence, we speak of saturationfluences instead of saturation intensities. The 
. 

saturation fluence corresponds to energy required to de-excite one molecule located within · 

the cross-sectional area. This can be written simply as27 

hco 
Usat=-

2a 
(3) 

For Rhodamine 6G, this saturation fluence is approximately 1 mJ/cm2. When the input 

pulse fluence approaches the value of the saturation fluence, the pulse will experience linear 

gain instead of the exponential gain of Eq. 1. Though the gain for the cell is lower, the 

amount of energy exrtracted from the medium will increase (see Fig. 11 for an example). 

The advantage of operating in the saturation regime is that the output beam fluctuations will 

be proportional to the input beam fluctuations instead of being amplified exponentially. 

The last stage is usually operating well into the saturation regime in order to achieve this 

pulse stability. 

The other phenomenon that limits the small signal gain of a laser amplifier is 

amplified spontaneous emission (ASE). Once the pump pulse establishes an excited state 

population, it is possible for some of the molecules to relax through spontaneous emssion. 
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A spontaneously emitted photon can then propagate down the medium and compete with 

the signal pulse for gain. The amount of gain experienced by the spontaneously emitted 

photon will be influenced by the geometry of the amplifying medium. A long, narrow 

medium will have less ASE then a short fat medium since it subtends a smaller solid angle 

into which the ASE can radiate. If we assume a rectangular medium of radius r and length 

L, the amount of gain that a spontaneously emitted photon will see by the time it reaches the 

end of the medium (ignoring saturation effects) is given by, 

(4) 

where Land rare the cell length and radius respectively, "tspont is the spontaneous lifetime, 

and 't2 is the fluroescence lifetime. This expression gives us a practical limit on the amount 

of gain we can see from a cell; any additional pumping of the system will mostly go into 

amplifying the spontaneously emitted photons. Since the dyes we use are quite efficient, 

we can approximate the ratio of the relaxtion times as one. This implies that the maximum 

amount of gain that can be obtained from an amplifier is determined by its geometry and is 

independent of pumping parameters. Note, ASE does not effect the amount of energy 

which can be extracted from the medium. As discussed above, this is determined by how 

well the amplfying medium is saturated. 

2. Construction 

Given our scientific requirement of 1 millejoules per pulse, Eq. 3 implies we need 

a cell approximately 1 em in radius. Given the output of our dye laser, 100 microjoules 

requires a gain of 1 o5. To obtain a gain of this magnitude, Eq. 4 says we need a cell at 

least 4 meters long. To avoid his practical impossibility, we break up the amplification 

process into multiple stages. The first cells will be designed for high gain, but can have 
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small radii since they do not have to suppon that much energy. The later cells will have 

larger radii to sustain more energy, but will have lower gain. It is also practically helpful 

to operate the later stages well into the saturation regime to maintain pulse stability. In 

addition to these considerations, we need to isolate the individual gain stages to suppress 

unwanted ASE so it does not propagate from one stage to the next, and compete with the 

laser pulse for stored energy. This requires the use of saturable absorbers, which put an 

additional-requirement on the energy generated in a given stage and limits the overall gain 

of the system. 

In addition to these theoretical constraints, there are many practical constraints that 

act as guidelines for the construction of a multi-stage amplifier. The following is a 

description of the 4-stage amplifier built by Chris Mullin and me. For each part of the 

amplifier, I will motivate the decisions we made by elucidating these contraints. 

A schematic of the amplifier is given in Fig. 12. The amplifier consists of four 

stages of amplification. The dye cells used are transverse-pumped Bethune cells. They are 

constructed from 90-degree prisms with a hole bored lengthwise near the right angle of the 

prism. The hole ~s _positioned so that it is possible to illuminate the dye which passes 

through the channel from all fours sides (see Fig. 13). This design allows a uniform 

illumination even for a spatially inhomogeneous pump beam, and enhances the pump beam 

alignment stability. The prisms used were surplus prisms from army tanks and were 

drilled to the proper bore size with diamond tipped drill bits. The endplates for the cells 

were designed to allow dye flow through the cell with a minimum amount of turbulence 

while allowing optical access for the dye laser bearn that was to be amplified. The 

windows used were "punched" from 3/8" glass slab and AR-coated for less than .1% 

reflection loss. Each cell had an independent circulation system for the dye (Fig. 14), 

except for cells 2 and 3 which shared one system. The circulation system consisted of a 

stainless steel reservoir, a self-priming pump with variable speed motors (Micropump ), a 
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ball valve, an in-line filter (Balston), and a flow meter. The dyes were cooled by 

circulating wall water through coils immersed in the dye reservoirs. 

Our four stages have the following bore sizes: 1 mm x 2.5 em, 2.5 mm x 6 em, 2.5 

. em x 6 em., 6 mm x 8 em. The size of the first cell was detennined by the radius of the 

smallest diamond-tipped drill available at the LBL glass shop and its length was determined 

by the length of the drill bit We used a Melles-Griot, 1", 90" prism, AR -cotated for 532 

nm for the first cell. The size of the remaining cells is based on the design of the amplifer 

by the Mathis group. Using Eq. 4, these cell geometries lead to maximum practical gains 

listed in Table 1. 

In order to effectively extract the energy from the dye medium, it is helpful to have 

a beam fill 80-90% of the bore of the dye cell. If the gaussian output of the dye laser were 

passed directly through a cell, the energy would not be evenly distributed across the bore. 

Instead, we uniformly illuminate a pinhole to give us a near flat-top beam, and then image 

the pinhole into each individual gain stage using a relay imaging technique (see Fig. 15). 

This technique limits losses due to diffraction and more efficiently fills the aperture. We 

used a 600 micron pinhole, which corresponded to transmitting 30% of our pulse intensity. 

A schematic of the image relay system is shown in Fig. 16. 

The optics used to couple the pump energy into the Bethune cells are shown in Fig. 

16. We used thin glass windows and microscope slides to couple approximately 12% of 

the beam for each of the first three stages with the remaining energy going to the final 

stage. We used the Quantellaser (Model YG580) to pump the dye amplifiers. This laser 

has the maximum pulse stability and the minimum timing jitter when it was run at near 

maximum output, which gave us a total available energy at 532 nm of 360 mJ/pulse. This 

is approximately twice as much energy as we need to pump a single amplifier chain. Since 

over-pumping the cell leads only to additional ASE, we restricted the amount of power 

incident on each stage by placing a glass slide in the beam path and controlling the amount 

of energy transmitted by varying the angle of incidence upon the slide. We used at most 

124 

.. 

,. 



.· 
" 

.. 

.. 

three optics per amplifier stage to couple the pump energy in as efficiently as possible: two 

cylindrical lens were used as a telescope to give us the correct aspect ratio and a diverging 

lens to enlarge the beam so it illuminated the bored hole and its three images. Since the 

position of the bores were not perfect, there were gaps between the images, leading to less 

effective coupling of the pump beam. This was most significant for .stages 2 and 3, since 

there was a loss of approximately 25% due to bad positioning of the bore hole. 

The dyes chosen in each stage are strongly dependent on the wavelength range over 

which you want to amplify. Although our dye laser tuning range goes from 565 nm to 620 

nm, the range of tunability of an amplified pulse is only about 10 nm for a given set of 

dyes. We chose to amplify around the region centered on 595 nm, based on the design of 

the Mathis group. In the first cell, it is common practice to use a dye that has a 

fluorescence peak that is shifted from the wavelength at which you want to amplify so the 

ASE generated in the cell will not compete with the amplifed pulse for gain in the second 

cell. This will limit the gain you can expect from the cell, since you will not be operating at 

. the peak of the emission cross-section. The other cells, you want to use dyes that give you 

maximum gain with minimum absorption at the wavelength you want to amplify. Kiton 

Red is used in the founh stage because its emission peak is slightly shifted from 

Rhodamine 610, thus providing less gain for the ASE generated in previous stages. 

We used the following dye combination: Stage 1 -Rhodamine 590 (Rhodamine 

6G), Stage 2 and 3 -Rhodamine 610 (Rhodamine B), Stage 4- Kiton Red. The dye 

concentrations are chosen so that 

Absorption = 1 o-ar = i 

where a is the absorption coefficient at 532 nm and r is the bore radius. This condition 

ensures uniform pumping. (Note, we use base 10 because that is how the absorption 
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coefficient, a for the dyes are usually quoted). The concentrations we used are listed in 

Table 1. 

Although ASE is generated by a spontaneous process, it can leave the cell fairly 

collimated. To prevent the propagation of ASE from one cell to the next, it is important to 

isolate each of the stages. Between Stage 1 and Stage 2, we used a pinhole, to spatially 

separate the divergent ASE from the dye pulse. Since the fluoresence peak is shifted from 

the dye laser wavelength, we found that by using a Coming Color Filter #237, we were 

able to pass more than 90% of the amplifed beam and transmit less than 10% of the ASE. 

We also found most of the ASE generated in the first stage (which is peaked at 560 nm for 

Rh 6G) was absorbed by the Rh 610 in the second cell, so we eventually removed the color 

filter from the set-up. Between Stage 2 and Stage 3, and between Stage 3 and Stage 4, we 

made use of the differing temporal properties of ASE (approximately 5 nanoseconds) and 

the amplified dye pulse (2 picoseconds) by using a saturable absorber to suppress ASE. In 

choosing a saturable absorber, it is important to choose a dye with a recovery time longer 

than the amplified dye pulse, but much shorter than the ASE pulse. This way, the leading 

edge of the amplifled pulse can bleach the absorber, while the ASE will be absorbed. It is 

important for the dye to have a quick recovery time, so the ASE after the dye pulse will also 

be absorbed. 

We used crystal violet as our saturable absorber. It has a quick recovery time (on 

the order of 2 picoseconds). After two stages of amplification, we have a pulse energy of 

approximately 200 nJ. We used the following expression to estimate the concetration we 

needed to saturate the absorber medium 

Esat = A L N hw 
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Namely that the energy required to saturate the medium, is equal to the total number of 

absorber molecules times the energy per excitation. Since we know what pulse energy we 

have, we can use this expression to approximate the concentration . 

Since bleaching of the absorbers requires high intensities, we dissolved the crystal 

violet in ethylene glycol and flowed it through open jets. The jets were borrowed from 

Roger Falcone's group. They were both 300 microns thick. The circulation systems for 

the saturable absorbers were identical to those for the Bethune cells. 

We used a divider circuit (Spectra-Physics SM-1) to control the timing betwen the 

dye pulse and the pump pulse. The circuit used the input from the rf source to the 

modelocker of the YLF and controlled the firing of the Q-switch. We also adjusted the 

timing between the dye pulse and the pump pulse by adjusting the delay. The jitter was 

then determined by the output of the Quante!, corresponding to 500 picoseconds. 

The output from the amplifier we used for the experiment was 600-800 JJ]/pulse, 

with less than 5% ASE. To obtain this, we optimized the amplifier stage by stage. For 

each stage, we optimized the gain/ASE ratio by adjusting the pump power into each cell, 

the concentration in the cells and in the saturable absorber jets, and the timing. The 

optimized performance characteristics for each cell are summarized in Table 1. A plot of 

output energy vs. wavelength is given in Fig. 17. An autocrrelation of the amplified laser 

pulse is given in Figure 18. 
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Table 1: Physical parameters for amplifier chain 

Cell one two three 

dimensions 1x 25.4 2.5x -50 2.5x 50 

dye Rh6G RhB RhB 

N 3x 1016 1.6x 1016 same 

Ep 25mJ 38mJ 35 mJ 

O'abs(532 nm) IQS 5x 104 same 

O'emis(595 nm) 5x I0-19 IQ-16 same 

gmax 3.2x 1Q4 2x 104 same 

Gmeasured 100 550 60 
(450) (8) 

u 3 nl 1.6 Ill 20Jll 
(1.4 Ill) (12 Jll) 

ASE 2.5% <1% 10% 

dimensions: mm 
dye: Rh6G- Rhodamine 590, Rh B- Rhodamine 610, KR- Kiton Red 
N: concentration (molecules/cm3) -
Ep: pump laser energy incidenct on cell (mJ) 
a: absorption coefficient for dyes as defined in Eq. 5 (L/mol-cm) 

a: emssion and absorption cross-sections for dyes (cm2) 
gmax: Maximum gain allowed as determined by ASE 
Gmeasured: The value of U0 ur/Uin measured for each cell. 

four 

6x 80 

KR 

1x 1Q16 

200mJ 

3.5x 104 

1Q16 

104 

50 

600 Jl] 

15% 

U: energy of amplified pulse. Value in parenthesis is with saturable absorber. 
ASE: Amplified spontaneous emission for each cell as a percentage of energy produced. 
Value in parenthesis is with saturable absorber 
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Figure Captions 

Figure 1: Schematic of Nd: YLF laser cavity configuration. The numbers under the 

elements indicate the position of the optical element in the cavity as measured from the 

output coupler. The beam waist is a result of an ABCD calculation for the cavity as s 

performed on PARAXIA. The calculation did not include the cylindrical lens or the 

astigmatic thermal focussing of the rod. 

Figure 2: Autocorrelation of 1.053 micron output of Nd: YLF laser. Assuming a gaussian 

pulse shape, this corresponds to a 55 picosecond pulsewidth at FWHM. 

Figure 3: SHG unit. a) Schematic of optics used in SHG unit. Input and output lens are 

f= 5 em. b) Details of temperature controlled mount for KTP crystal. See text for 

description. 

Figure 4: Pulse-shortening due to Synchronous Pumping of a dye laser. The 35 

picosecond pump pulse brings the gain medium above threshold (small signal gain curve). 

The dye pulse arrives soon after the medium goes above threshold to deplete the population 

through stimulated emission, resulting in a shortened dye pulse. 

Figure 5: Cavity configuration for synchronously pumped dye laser. 

Figure 6: Exploded drawing of the sapphire nozzle construction. The channel is formed by 

the inner pieces C, C', together with the glass shim used as spacers D, D', wrapped in 

teflon tape E, E'. The holders A,B and the end plates are machined from stainless steel. 

(Drawing from Interoptics ) 
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Figure 7: Flow schematic of circulation system for dye laser. See text for description of 

details . 

Figure 8: Flow schematic for temperature controlled system for dye laser. See text for 

description of details. 

Figure 9: Dye laser output power and pulsewidth vs. wavelength. 

Figure 10: Dye laser pulse shape dependence on cavity length. a) Corresponds to a. cavity 

that is too short. b) corresponds to a cavity that is too long c) Corresponds to the 

operating length. Assuming a hyperbolic secant pulse shape, this corresponds to a 

pulsewidth of approximately 2 picoseconds. 

Figure 11: Pulse output energy versus the pulse input energy for a saturable amplifier with 

a small signal gain G0 = 1000. (Drawing from Siegman, Fig. 10.5) 

Figure 12: Schematic of dye laser amplifier including all the important components, such as 

mirrors, beam splitters, dye cells, pinholes, and saturable absorbers. The drawing is not to 

scale. (Drawing done by Subo Ko) 

Figure 13: a) Diagram of an ideal Bethune cell showing the four distinct and tangent 

images of the bored hole; b) Diagram of an actual Bethune cell showing the effect of 

drilling the hole further from the edge of the prism than required to get tangent images. The 

presence of the gaps between images leads to a lower pumping efficiency; c) Diagram of a 

Bethune assembly showing the method used to seal the dye cell with the end plates. The 

wing nuts are tightened until no leaks are detected between the cell and endplate (or until the 

prism breaks). (Drawing done by Subo Ko) 
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Figure 14: Schematic of the dye circulation system and cooling system for the Bethune 

cells. Cells 2 and 3 share a circulation system. Each circulation system consists of a 

variable speed pump, flow meter, ball valve and stainless steel reservoir. Cooling water is 

run through all of the reservoirs in series to maintain temperature stability. (Drawing done 

by Subo Ko). 

Figure 15: Diagram of relevant dimensions of the imaging relay lens pair. the location of 

the object is at d1 and the location of the image is at d2. The magnification of the image is 

given by 

m = ~· (Drawing done by Subo Ko). 

Figure 16: Diagram showing the positions of components and lens specification for image 

relay and pump beam optics. All focal lengths and distances are given in centimeters. 

Unspecified dimensions are not critical. (Drawing done by SuboKo). 

Figure 17: Amplified dye laser pulse energy vs. wavelength 

Figure 18: Autocorrelation of amplified dye laser pulse. Second small pulse is due to an 

autocorrelation with a second reflection from the beam splitter . 
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Vll. Second Harmonic Generation in Potassium Vapor 

A. Introduction 

Second harmonic photons have been generated in several different metal vapors, the 

most thoroughly studied being sodium1-6 and potassium7•11 . Generating SH photons 

coherently in vapor is forbidden by symmetry on both a microscopic level because the 

individual atoms in the vapor do not possess a dipole, and on a macroscopic level because 

the atoms are isotropically distributed.12 For all the vapors studied, the generation of 

second harmonic photons has been resonantly enhanced near two-phot?n transitions 

allowed by symmetry (s-d and s-s) and two-photon transitions not-allowed by symmetry 

(s-p levels). 

Several explanations for this phenomenon have been presented. The most 

successful explanation thus far is based on a model proposed by Mossberg et. al. 13 to 

describe harmonic generation in 11 and later modified to accommodate other results. 14· 15 

The belief is that free electrons created by a laser-induced multiphoton process are spatially 

separated from the heavier ions by either the pondermotive potential of the laser or the 

kinetic energy from ionization. The resulting microscopic charge separation creates a radial 

DC field. There are then two equivalent explanations for SHG: either the DC field breaks 

the isotropic symmetry locally and the second harmonic is generated from a x<2) process, or 

the DC field mixes with the incident field in a x(3>-process, which is allowed by symmetry 

in an isotropic medium. 15 The time required to establish a DC field is estimated to be on 

the order of 1-200 picoseconds, depending on the laser intensity and pulsewidth and the 

density of the gas. A different model, introduced by Dinev, et. al.1· 7• 16, claims that 

collisions lead to a mixing of angular momentum states that lead to a breaking of the 

microscopic symmetry of vapor molecules. 

There are several experimental checks that can be done to test the validity of these 

models, including careful spectroscopic studies of the conversion efficiency as a function 
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of incident laser intensity and polarization, beam profile, and gas pressure. Most of the 

measurements have been conducted with nanosecond lasers in the frequency domain. 

Several investigations have been conducted on potassium. The low n-states were 

investigated by Lu et. al. 9• 10 They measured the conversion efficiency of SHG for the 

s,p and d states between n = 3 to 9 as a function of input intensity and vapor pressure. To 

test the validity of the DC-field model, they did simultaneous measurements of the 

ionization current . They found that two-photon transitions which generated higher 

ionization current had lower conversion efficiency into the second harmonic. They claim 

that although higher ionization current corresponds to a larger DC field, it also depletes the 

population of the ground state, leading to an overall decrease in the conversion efficiency of 

the gas. (Similar correlations between the conversion efficiency and ionization current were 

seen in Mg.17) At low n, the p states are separated far from the s and d states, hence, 

angular momentum mixing from collisions would require large energy shifts. These shifts 

were not detected implying that the 1-state mixing explanation is not relevant for these 

atomic transitions. Dinev et. al. 7 conducted a thorough investigation of SHG in potassium 

for the two-photon resonances for the s, p and d levels between n=7 -34. They measured 

the conversion efficiency as a function of input intensity and vapor pressure. They also did 

an investigation of the polarization dependence of the SHG. The intensity dependence of 

the SH output, and the polarization results are consistent with the DC-field three-wave 

mixing model. However, the dependence on vapor pressure is better described by the 

angular-momentum mixing model. 

SHG has also been generated with a one picosecond source in krypton 18 and a 30 

picosecond source in xenon 19, These experiments were conducted off-resonance with 1 

micron light. They found complicated dependencies of the SHG conversion efficiency on 

vapor pressure of the gas and the input field intensities, and deduced a qualitative 

correspondence between SHG and the multi-photon ionization rates. Both experiments 

explain their results in terms of the x(3), DC-field model. 
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In this chapter, we describe a propsed experiment on resonant enhanced second -

harmonic generation in potassium gas performed with a tunable picosecond dye laser. Our 

goal is to measure the time scale of the mechanism responsible for SHG by doing a pump­

probe measurement. We overlap two pulses of approximately equal intensity in the 

potassium vapor and vary the time delay between them. If the process responsible for 

generating SHG is significantly shorter than our laser pulse (2 picoseconds), then the 

maximum SHG output will occur at zero delay time and will not change as a function of 

delay. However, if the process is longer than our laser pulse, the SHG output will peak 

at some fmite delay time. We can then monitor this delay as a function of a variety of 

experimental parameters to better understand the process responsible for SHG in vapors. 

B. Pro.posed Experiment 

A schematic of the experimental set-up is shown in Fig. 1. The experiment is being 

conducted with the laser described in Chap. VI. We use a 50% beam splitter to generate 

two arms of approximately 200-300 microjoules pulses. We use a collinear geometry for 

the pump and probe beams. A 1-meter spectrometer is used to measure the SHG output, 

which provides us with .5 angstrom resolution. The signal is being detected using a 

photomultiplier tube, and gated electronics for photon counting. We couple out a small 

percentage of the pump and probe beams for an SHG reference arm which we use to 

monitor the laser peak intensity fluctuations. To determine the position of the delay arm 

that corresponded to zero-time delay, we did a collinear autocorrelation measurement in the 

quartz crystal of the reference arm. The potassium vapor is generated in a standard heat 

pipe 20 with 10-50 torr of argon gas used as the buffer to the windows. We plan to 

simultaneously measure the ionization current to see if there was a correlation between 

SHG output and the amount of ionization current measured. 

Given the amplified laser output energy was maximum around 595 nm, we chose to 

probe the lls, 9d and lOp levels of potassium. Recently, a series of measurements were 
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conducted by Dr. HaiTian Zhou and Professor Jing-yuan Zhang with a nanosecond dye 

laser to detennine the dependence of the conversion efficiency of these levels on laser input 

intensity, and gas density. They monitored the ionization current as a function of input 

laser frequency and intensity as well. They found the following results: For the ~Os and 

11d levels, they found that the SHG conversion efficiency went as the input intensity to the 

sixth power for input laser intensitie~ below 106 W/cm2. Above 1Q6 W/cm2, they saw a 

square dependence on the input laser intensity. For the sand d levels, they saw a 

resonance peak in the ionization current measurements, but for the p-level the ionization 

current was below their minimum detectable current. 

Based on these measurements, we expect to have signal-to-noise ratio greater than 

1000 to 1, assuming the process responsible for SHG occurs on a time scale faster than our 

laser pulse. However, if a DC electric field mechanism is true, we should see a 

conversion efficiency that depends on time. In Reference 15, Bethune outlines the physical 

processes that will determine the timescale of SHG generation in a vapor. There are two 

possible forces that can propel the electrons - the pondermotive potential which is 

proportional to the gradient of the intensity, and the kinetic energy left over after ionization. 

Using the expression, 

27te2 2 
Ypondennotive = mw2 E0 

we estimate the pondermotive potential to be approximately .1 e V. Assuming we are in the 

mutliphoton ionization regime, we estimate the kinetic energy to be the difference between 

three photon excitation with 595 nm light and the ionization limit for potassium. This gives 

a kinetic energy of approximately 1 eV. Three time scales are important: tp- O>p-1 where 

O>p is the plasma frequency; tJ, the laser pulsewidth; and tr, the amount of time it takes the 

for the electrons to move a beam radius. The shortest of these three times will determine 

how long it takes to establish the maximum DC field and its magnitude. Assuming a 
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density of 1Q16 electrons/cm3 , we estimate tp- I0-13 sec. Our laser pulsewidth is on the 

order of I0-12 sec. Assuming a beam size of 20 microns, we estimate tr to range from .1 

to 1000 picoseconds, depending on the ionization level. Assuming a beam radius of 20 

. micron and a kinetic energy of 1 e V, we can estimate the magnitude of the static electric 

field to be approximately 500 V /em and the maximum is achieved after 25 picoseconds If a 

pondermotive potential is responsible for moving the electrons through the focal region, we 

' 
expect it to take tens of nanoseconds to establish the DC field. 

To measure this effect, we plan to do the following experiments. First, we will 

measure the SHG generated by a single beam propagating through the potassium vapor. If 

'tf < 'tl, we should be able to clearly see an SHG output. We will then overlap a second 

beam with the first and vary the delay between the two to conduct a pump-probe 

experiment. The second beam will act to establish the DC-electric field that allows for the 

generation of SH-photons. If 'tf > tt. we can estimate the size of trby measuring the delay· 

time between the pump and probe that leads to maxmimum SHG output, thereby 

determining the time scale of the ·process. 
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Figure Captions 

Figure 1: Schematic of experimental set-up 

Figure 2: Energy level diagram of potassium 
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