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RELATIONS BETWFTN STITTMATA~SASED OY4PTTATIONAL YVISTON
A'D ASPDTTS OF VISUAL ATTENTION

by
Roger A. Browse
Department of Computer Science
University of British Columhia
Vancouver B.C. Canada

I. THTRODUCTION
This paper explores relations between aspects of

visual attention and the operations of schemata-based
computational vision systems. These relations are

shoom  to  suqggest the requirement for methods which
operate  towards  interpretation without mdel
invocation. A specific mechanism is described which

permits interpretation based  interaction  between
information from different resolution levels, but does
not rely on mxde) invocation. This mechanism is then
used in the examination of some related perceptual
phenomena, permitting a more computational view of
their operations.

IT. STHEMATA-BASED VISION SYSTEMS

An issue of interest to both cognitive psychology
and artificial intelligence is the question of hov
knowledge of a domain of objects can be applied
towards visual interpretation. Schemata-based
knowledge organjzations (Rumelhart and Ortony, 1976;

Neisser, 1976) are now being used to address this
issue (Freuder, 1976; Havens, 1978; Havens and
Mackwor th, 1980; Browse, 1980)., One distinctive

feature of a schemata-based interpretation 1is the
organization of its domain knowledje along "natural”
lines. The knowledge is nhject centered and relies on
familiar structuring mechanisms such as component and
instance hierarchies.

A domain of knowledge structured in this way is
conducive to a recursive cuing mechanism (Havens,
1978) : basic image elements act as cues for simple
scene  obijects, which in turn act as cues for more
complex objects, etc.

For example; in the Jdomain of line drawings of
human-like body forms (Browse, 1980; 1981), a

certain configuratinn of lines may cue a
"hand", which in turn cues "arm", which cues
"hody™.

At cach level of this hierarchy, objects are described
as being compnsed of simpler objects.

The occurrence of the objects which are required
in the description may not be enough, however, to
con€irm the existence of the more mmolex ohiject.
There are also relations which must be valid among the
components.  This distinction will be referred to Aas
the distinction bhetween having €ound the required
2lemnts and having met the required relations.

For exampl~, all the required elements may
exist to make up an "arm": the "hani", the
"upper-arm”, and the "lower-arm", but a number

of required relations must also hold., The
clements must be connected in a certain  way,
and  the angles between the elements mist be

within certain bounds.

While it is Aifficult to be certain of the presence nf
an objact on the hasis of the required elements only,

we shall see that there are special situnations in
which  this information is vrry valuable. These
situations rely on a capability of grouping image

element s,

During the interpretation process, any element X
in the image will bhave associated with it a 5ot of
model possibilities (or labels). This set is simply
the set of all objects which are described using X as
a required element. In the absence of a means of
grouping elements, the interpretation process may real
with the discovery of an element by taking the oourse
of mode! invocation (or testing). This operation
involves selecting one or mre of the mxlel
possibilities, and testing for their existence by
locating the other required elements, and determining
the validity of their required relations.

The mdel invocation approach can provide a
dynamic  determination of whether the processing
procedes top-dovm or bottom-up (see Havens, 1978). As
well it can provide a means of iterative refinement of
interpretation and segmentation (see Mackworth, 1978).
The operation of mdel invocation can, however, be
costly because it is exhaustive search over the moiel
possibilities.

On some occasions it may be feasible to delete
some of the model possibilities without actually
invoking them. This is onssible whenever uniform
constraining relations can be devised over a type of
image element.

For example, if we know that certain lines
must be a part of the same ohject, then the
molel possibility sets for those lines can be
intersected.

Waltz (1972) has shown that such a uniform constraint

may be formilated for the interpretation of line
drawings of the blocks-world. The result was that
subsequent  backtrack search was seldom required.

Mackworth (1977) has provided a generalization of the
use of such netwdrk consistency methods in artificia?
intelligence problems.

1II. YFATURE INTEGRATION AND MODEL TNVOCATION

Recently in cognitive psychology there have
emerged theoretical ideas about visual attention which
relate to the notions of model invocation and
operations  on sets of model possibilities. The
Feature Inteqration Theory of attention (Treisman and
Gelade, 1980) proposes that individual image features
are detected rapidlv and in parallel, but, in order
that an object be identified as consisting of two or
more separate features, locations must be processed
serially with focal attention. 1f this is prevented,
illusory conjuctions may be formed (Treisman and
Schmidt, 1981) . Thus, in  human vision, the
application of focal attention is. required hy mdel
invocation.

There is an increased expense which accompanies
the application of focal attention. Treisman, Sykes,
and felade (1977) have shown that the amunt of time
required to detect objects made up of a conjunction of
features increases linearly with the display size, but
that Aisplay size does mot have such a great effect on
the detection of objects which can be defined without
consideration of the relations among features. 1In
compritational terms, these objects can be identified
only Dby the examination of model possibility sets to
determine the pre~ence of required elements, whereas
conjunction obiecte require the establishment of the
relation of commn spatial location between features.
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To make the relation more clear, oonsider an
exarple  taken from experiment IV of Treisman and

Gelade (1989):
« (o}
[p,R} IDO {T,p} D
"'{R ol - \r‘ {o}

(b) target "T"

(a) target "R"

Figure 1l: twn serarch conditions depicted as
features which compose the letters, with their
ants of mrlel possibilities attached.

The task was to detect the presence of one of the
targets "R" or "I'" in a visual field of "P"s and "Q"s.
Feature integration theory predicts that the search
time will increase linearly with display size for the
"R" target, and will increase less for the "T" target.
This prediction was found to be correct. The
difference between the two oonditions is shown in
figure 1. For the target "R". the required elements
(features) are available in two Aifferent ways: either
by the presence of an "R" or by aijacent "P" and "Q",

In this target. condition, the relations amonqg the
required elements must be examined. Computationally,
this means invoking the molel for an "R" each time its
required  elements are present. The target "T" can e
Adetected by only examining the mndel pnssibilities For
the primitives because the required features can only
be present if the target is present.

There are indications that it is computationally
more  expensive to  invoke models than to use
consistency methods (Waltz, 1972; Mackworth, 1977).
The proposed relation between model invocation and
feature integration adds to the justification For the
search for computational methods which can operate
towards interpretation at the pre-invocation level.

TV. FILTERING ACRNSS RESOTUTION TEVELS

Following the clues provided in the oprevious
sections, Browse (1931) has devised a method which
permits the interaction between information obtained
at different 1levels of resolution. This method
operates towards interpretation, but before model
invocation.

A schemata-based representation for the knowledge
of the body-form structure has been developed. This
knowledge is specified in terms of image primitives
attainable at two different levels of resolution in
the image (lines and blobs). Areas of the image for
which the onrrespondence of image primitives across
levels is known are areas in which the following
uniform constraining relations may be applied:

1. Tor any blob which mst have an inteqgral
interpretation, the oorresponding lines must
all have a common interpretation model. Thus
the sets of model possibilities for each of
the lines may be reduced to their
intersection.

2. The ultimate interpretation must be the same
for both Jlevels of resolution (at Jeanst

instance-hiecrarchy related), hence the
possibility sets may be intersected across
levels.

Fiqure 2a depicts tvwn  lines which are knowm  tn
correspond  to A ~pecific hloh brcause of their imane
hiesrarchy =tructure. Also depicted is a mx i
possibility  aet for  each element. By applving rale
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hlob blob blnb
{a,c.h} [a,c.hl {a cl
line 1i line 1line line

{a,be,) {a, hc e} (a.h c} la,b,ct fa,cl  fa,c)
(a) (b) (c)

Figure 2: Three stages in the application of
consistency across resolution levels.

(1) we eliminate {d,e}, and by applying rule (2) we
arrive at the final set of possible models {a,c} as
shown in fiqure 2c. See Browse (1931) for an  example
of the operation of these methods in the body-form
domain.

The corresponcdences being utilized by  these
methods  are only available in the limited area of the
image which has been processed at the highest level of
resolution (fovea), and the ultimate usefulness of
such operations will be influenced by the
aporopriateness of the selection of these Jocations by
the vrogram (Browse, 1980). It also remains to
nstablish comutational Aadvantages in  the order of
processing the local and global information (see
Navon, 1977; Kinchla and Wolfe, 1979).

V. GROUP PROCESSING AND MDDEL INVOZATION

Kahneman and  Henik (1977) have formulated a
"group-processing” mxdel of the application of
attention which is similar to the application of
constraining relation (1) of the previous section,
Their mndel proposes a pre-attentive grouping
operation which selects large scale objects for
subsequent  analysis. The exper iments which
demonstrate the validity of this mxdel employ displays

such as that of figure 3.
Fiqure 3. Group processing digit detection

(a)
display

One of the two displays such as shoawn in figure 3, is
presented  bhriefly and the task is to detect a
specified target Aigit. The results show that groups
are processed separately, but that processing 1is
almost uniform within groups.

{1,7,4} (4,8}

W 43

(2,4} (1,4}

(a) (h)
Figqure 4. Features  available at two
resolutions.

Assume that high reasolution feature  information
is availa~"+, and that for each such feature, a set of
mriel possibilities is established (as showm in figure
) . Also assume  the availabilty of ecmarse 1ol
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information which gives the identification of larger
obijects (fiqure 4b).

Consider the following interpretation of these
results: In the first stage, the global objects are
detected, as are the high resolution features
specifying their model pnssibility sets. These sets
can only be assigned, however, to the established
objects, as depicted in figure 5.

{1,4,7} {1,4,7} {a,8} {7.2.,6} {5,7,2,6} {8,3,2}

: b ‘::::r{a.a,zi

143 [628] =
] [

{1,4} [(6,3,8,5} {6.8} {6,3,8,5} {6,3,8,5}

{8.3,2}

Tl (o)

Figure 5. Jow resolution objects detected and
model possibilities assigned to  high
resolution  features, which are roughly
located.

At this point, there are obviously too many
features associated with the object for it to be a
single digit, so a subsequent breakdovm of objects
takes place. In that this second phase is a higher
resolution, it can only take place over a smaller
area, so one of the two main objects is selected for
more detailed examination (see figure 6).

(1,7,4} {4,8}
Vv

-  {8,3,2}
413]7.

*~{6,3,8,5!

(17,4}

(1,017

~
{2,4} (1,4}

Figure 6. Features assigned to objects
detected at a finer level of resolution, for
one of the low level objects.

A second examination of the possibility sets reveals
that the required elements are available for only one
digit in each of the Adefined mpositions, and hence
their identities can be established in parallel,
without serial application of attention to each of the
specific locations.

Feature integration theory proposes that object
identification may take place in parallel, hased on
features alone, nr serially based on conjunctions of
features when necessary. The group processing results
indicate intermediate steps at which features are
assigned to objacts detected at low resolution, and
once this assignment is oomlete, some  mxiel
possibilities may be discarded by using the
oonstraining relation (1) from the previous section.
The 1location of objects to which these features are
attached will become more refined if necessary, to the
point of either allowing object identification through
con€irmation of the presence of the required elements
alone, or if necessary by considering the relations
among features.

The identity of features miy be determined over a
wide visual field, but without specific location.
Iocation may become more specific through attachment
to low resolution image elements, but only over a more
restricted visual field. Finally, the actual location
miy be determined to mermit feature inteqgration. This
final locating action operates over a <mall area of
the  visual field, and therefore requires serial
application if more than one 1location is to be
searche<d.

VI. SUMMARY

By adopting a schemata-based approach,
ocomputational vision domains may be structured so as
to use the component hierarchy as a mechanism for
cuing the mxels to be invoked. The oomplete
mxamination of the relations required by models can he
conputationally exvensive, and for human vision,
presupposes the application of foveal attention.

A mechanism has been described which permits the
interaction between information from different levels
of resolution by eliminating model possibilities and
imposing groupings over high resolution features.
This mechanism has been shown to be useful in
describing the relation between group processing
phenomena and Feature Integration Theory.
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