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MmWave Lens-based MIMO System for
Suppressing Small-scale Fading and Shadowing

Mojtaba Ahmadi Almasi, Student Member, IEEE, Roohollah Amiri, Student Member, IEEE,
Hamid Jafarkhani, Fellow, IEEE, and Hani Mehrpouyan, Member, IEEE

Abstract—In this paper, we propose a generalized millimeter-
Wave (mmWave) reconfigurable antenna multiple-input multiple-
output (RA-MIMO) architecture that takes advantage of lens
antennas. The considered antennas can generate multiple inde-
pendent beams simultaneously using a single RF chain. This
property, together with RA-MIMO, is used to combat small-
scale fading and shadowing in mmWave bands. To this end,
first, we derive a channel matrix for RA-MIMO. Then, we use
rate-one space-time block codes (STBCs), together with phase-
shifters at the receive reconfigurable antennas, to suppress the
effect of small-scale fading. We consider two kinds of phase
shifters: i) ideal which is error-free and ii) digital which adds
quantization error. The goal of phase-shifters is to convert a
complex-valued channel matrix into real-valued. Hence, it is
possible to use rate-one STBCs for any dimension of RA-MIMO.
We investigate diversity gain and derive an upper bound for
symbol error rate in cases of ideal and digital phase-shifters.
We show that RA-MIMO achieves the full-diversity gain with
ideal phase-shifters and the full-diversity gain for digital phase-
shifters when the number of quantization bits is higher than one.
We investigate RA-MIMO in the presence of shadowing. Our
analysis demonstrates that, by increasing the dimension of RA-
MIMO, the outage probability decreases which means the effect
of shadowing decreases. Numerical results verify our theoretical
derivations.

Index Terms—5G, lens-based reconfigurable antenna,
millimeter-Wave, MIMO, shadowing, small-scale fading, STBC.

I. INTRODUCTION

M ILLIMETER-WAVE (mmWave) technology operating
in the 30-300 GHz range is emerging as a promising

solution for the fifth generation (5G) of wireless communica-
tion systems by supporting a larger user base and higher speed
links [2]. The existence of a large communication bandwidth
at mmWave frequencies will enable mmWave systems to
support multi Gigabits/sec speeds. However, significant large-
scale fading, i.e., path loss and shadowing, channel sparsity in
multiple input multiple output (MIMO) systems, small-scale
fading, as well as hardware limitations and costs are all major
obstacles for the deployment of mmWave systems.

To combat the severe path loss at mmWave frequencies,
researchers have proposed using antennas with substantial
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directional gains and line-of-sight (LoS) links [3]. Directivity
can be achieved by using large number of antennas at transmit-
ters and receivers. Therefore, thanks to the short wavelength
at mmWave frequencies, massive MIMO is used to mitigate
severe path loss [4]–[19]. Regarding this, three beamforming
architectures have been proposed for mmWave systems with
massive MIMO: i) digital [4]–[6], ii) analog [7]–[9], and iii)
hybrid [10]–[20].

The digital beamforming approach provides great flexibility
in shaping the transmitted beams. However, it requires one
radio frequency (RF) chain per antenna [4]–[6]. This results
in significant cost and complexity in mmWave massive MIMO
systems. Further, digital beamforming may result in significant
delay due to a large number of channel parameters that must be
estimated [4]. As an alternative, analog beamforming applies
phase-shifters to shape the output beam with only one RF
chain for all antennas [7]–[9]. Although analog beamforming
is energy efficient and cost effective, it can only provide
one highly directional beam which does not address the high
data rate required for outdoor 5G networks [4]. A promising
beamforming approach for the mmWave MIMO architecture
is based on a combination of analog and digital beamforming,
i.e., hybrid beamforming. The hybrid architecture aims to use
the advantages of digital and analog architectures. That is,
at low signal-to-noise ratio (SNR), the hybrid architecture
performs only beamforming to combat the path loss, and
at high SNR, it aims to transfer high data by performing
multiplexing [8]. Due to significance of hybrid beamforming,
in what follows, we review the existing architectures.

To the best of the authors’ knowledge, three types of hybrid
beamforming architectures have been proposed so far which
are i) hybrid beamforming with phase-shifters (Fig. 2.(a) in
Section II) [10]–[13], ii) hybrid beamforming with spherical
and planar lens antennas (Fig. 2.(b) in Section II) [14]–[18],
[20], and iii) hybrid beamforming with reconfigurable1 micro-
electromechanical systems (MEMS) integrated antennas [19].
In the first architecture, each RF chain is connected to all
the antennas via phase-shifters to generate highly directional
beams [10], [11]. However, it is indeed complex due to
huge number of phase-shifters. To reduce the complexity, the
concept of sub-connected network has been introduced in [12].
In this architecture, each RF chain is connected to a sub-
group of antennas, which reduces the complexity at the cost of

1In general, the reconfigurable antennas are designed to reconfigure their
operational frequency [21], [22], polarization [23], and/or pattern (beam) [24],
[25]. Throughout this paper, the beam reconfigurable antennas are considered.
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reducing the directionality of the beams. Later, [13] proposed a
phase-shifter selection design to further reduce the complexity.

The second methodology has a completely different struc-
ture, where several RF chains are connected to a lens an-
tenna array via a switching network known as beamspace
MIMO [14]. In this architecture, instead of phase-shifters, a
spherical lens antenna is used to constructively change the
phase of each path and generate directional beams. Hence,
without using phase-shifters, the transceiver antenna can gen-
erate a few orthogonal beams to achieve multiplexing gain
for better utilization of the bandwidth and to preserve low
hardware complexity. In addition, several works have studied
the lens antenna array in mmWave systems [15]–[18]. In [15],
an electromagnetic (EM) planar lens is integrated with an
antenna array. In the uplink transmission, the EM lens focuses
the energy of the desired signal and rejects the interference.
This leads to performance gain and lower signal processing
complexity. Zeng et al. [16] then proposed a new lens antenna
array MIMO system and demonstrated that the array response
follows a sinc function. Next, an RF lens-embedded massive
MIMO system is investigated in [17]. The fabricated lens
operates at the 77-GHz band and is shown to support a
high gain in the desired direction. The work in [18] studied
a cost-effective mmWave lens antenna array system. The
authors show that by exploiting the angle-dependent energy,
together with the angular sparsity of the mmWave channels,
the wireless system can achieve optimal capacity, i.e., the
capacity achieved by digital beamforming, with only a few
RF chains and low-complexity single-carrier transmission.

The third methodology offers reconfigurable MEMS inte-
grated antennas for mmWave frequencies. The MEMS-based
reconfigurable antennas have been widely studied in sub-6
GHz systems [26]–[29]. In [27], the diversity gain of tradi-
tional MIMO systems are improved through the application of
reconfigurable antennas at the receiver and space-time block
codes (STBCs). Subsequently, [28] extends the technique
proposed in [27] to a system with reconfigurable antennas at
both transmitter and receiver sides. Later, a coding scheme was
proposed for these MIMO systems over frequency-selective
fading channels in [29]. Due to high hardware complexity,
costs, and propagation properties of mmWave channels, the
designed systems in [27]–[29] are not viable for mmWave
systems. Regarding these antennas, recently, a hybrid MEMS-
based reconfigurable antenna system has been suggested for
mmWave transmission in [19]. It is shown that the MEMS-
based reconfigurable antennas achieve high throughput gains.

All aforementioned hybrid architectures aim to reduce the
hardware complexity and costs, partially resolve the path loss
issue through beamforming gain, and increase the spectral
efficiency through multiplexing gain. Nevertheless, there are
remaining essential issues related to large-scale fading, small-
scale fading, and channel sparsity that must be addressed [2],
[3]. The current mmWave systems only concentrate on trans-
ferring high data rate at high SNRs through multiplexing
gain, i.e., steering a few directional beams, and mitigating
path loss at low SNRs through beamforming, i.e., steering
a highly directional and strong beam [4]–[19]. Thus, the
current mmWave transmission relies on sending each data

stream through one channel. In what follows, we address the
deficiencies of the current mmWave transmission systems.

Point-to-Point transmission in mmWave dense networks is
usually power-limited (or equally noise-limited) [30], [31].
Moreover, due to high path loss and blockage, LoS channels
are available at a short distance and are susceptible to outage
probability [30], [31]. On the other hand, because of small-
scale fading and large-scale fading, NLoS channels suffer
from signal attenuation and fast fluctuations [2], [32], [33]. As
such, experimental channel measurements reveal that mmWave
NLoS channels experience log-normal shadowing with zero
mean and variances of 8.7 and 8 dB at 28 and 73 GHz [33],
respectively. Thus, even at high SNRs, transmission via one
NLoS channel is unreliable and susceptible to deep fading
which leads to frequent outages. Notice that in this paper,
shadowing is defined as large-scale fluctuations in the received
signal which is due to the scatterers. Shadowing due to
buildings, human body and mobile objects which is common
in LoS channels is defined as blockage. The blockage can
be severe and may result in the received signal power to be
below the noise floor level [33], [34]. It is worth mentioning
that one technique to mitigate the effect of shadowing is
micro-diversity [35], [36]. In this technique, whenever the
channel between a user and a base station (BS) is in deep
shadowing, the user is served by another BS with a better
channel to the user. This technique is utilized in both sub-6
GHz [37] and mmWave frequencies [34]–[36]. In mmWave,
the fast-changing shadowing situation will require frequent
hand-over between the BSs which imposes excessive overhead.
More importantly, LoS channels may not be always available
between the user and the neighboring BSs. For instance,
in [36] it is shown that when a user is connected to one BS, in
a network with the density of 103 BSs per km2, the probability
of having one LoS channel is 0.9 (< 1).

To tackle small-scale and shadowing issues in mmWave
bands, one viable solution is achieving channel diversity gain
which is the subject of this paper. Toward this goal, lens-
based reconfigurable antennas are deployed to design a new
mmWave MIMO system. Recall that traditional sub-6 GHz
MIMO systems can exploit beamforming, multiplexing gain,
and diversity gain [37]. The diversity gain is a well-known
technique for overcoming small-scale fading. To resolve shad-
owing, we notice that, fortunately, each cluster (channel) in
mmWave systems experiences random and independent shad-
owing [32]–[34], [38]. The randomness and independence of
clusters can make the proposed reconfigurable antenna MIMO
(RA-MIMO) suitable to overcome the impact of shadowing.
To this end, recently, the idea of using a single composite
right-left handed (CRLH) leaky-wave antenna (LWA) in a
MIMO system instead of a massive antenna array was pro-
posed in [39]. In this work, which is limited to just 2 × 2
MIMO systems, two reconfigurable LWAs are deployed at
the transmitter in which each antenna steers several beams
toward the receiver that is equipped with omni-directional an-
tennas. Nevertheless, the recent designed lens antennas in [40]
and [41] might represent better characteristics compared to that
of LWAs that was considered in [39]. In this paper, inspired
by [40] and [41], we propose an Nt × Nr lens-based RA-
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MIMO architecture for mmWave communications. It is worth
mentioning that mainly there are three differences between the
proposed MIMO and hybrid beamforming with MEMS-based
reconfigurable antennas. First, each lens-based reconfigurable
antenna can steer multiple independent beams, while this
unique property does not hold for MEMS-based reconfigurable
antennas [41]–[43]. That is, the number of required RF chains
in MEMS-based reconfigurable antennas is the same or greater
than the number of data streams [19]. Second, in hybrid
beamforming with MEMS-based reconfigurable antennas, all
RF chain are connected to an antenna array [19], whereas in
the proposed MIMO RF chains are separate and each RF chain
is connected to a lens-based antenna. Third, the MEMS-based
reconfigurable antennas can change the antenna’s radiation
pattern, polarization, and frequency [19], [26], [44]. However,
in our paper, it is assumed that the lens-based antennas only
reconfigure their radiation pattern. Although the proposed
MIMO architecture can reconfigure radiation polarization and
frequency by adequately designing the TSAs. Further, the
proposed system aims to overcome small-scale and large-scale
fading and keep the hardware complexity and costs low. The
main contributions of this paper are:

1) A new lens-based MIMO architecture is proposed for
point-to-point mmWave communications. Instead of us-
ing a large number of phase-shifters for beamforming,
we use a lens antenna along with a switching network.
Further, channel model that describes the relationship
between the transmit and receiver signal is derived.

2) To improve reliability of mmWave links, we use rate-one
STBCs. Our motivation to use STBCs is their advantage
in reducing the error probability without requiring full
channel state information (CSI) at the transmitter. The
obtained diversity gain can mitigate small-scale fading
and shadowing effects.

3) We evaluate the diversity gain and symbol error rate
(SER) performance of the proposed system for ideal and
digital phase-shifters assuming only small-scale fading.
Further, an upper bound on SER is derived for the ideal
and digital phase-shifters.

4) We evaluate outage probability when the impact of
shadowing is included. The analysis reveals that RA-
MIMO prevents deep shadowing through using several
channels for the transmission.

5) Numerical simulations show that the proposed architec-
ture outperforms hybrid beamforming systems in terms
of diversity gain. Indeed, RA-MIMO with digital phase-
shifters mostly achieves full-diversity at the cost of a
slight coding gain loss. The impact of the number of
transmit antennas on the received SNR and BER is
presented.

The paper is organized as follows: Section II presents
the channel model, the proposed RA-MIMO structure, and
system parameters. Section III addresses small-scale fading
by designing STBCs, evaluates full-diversity and error rate
performance, and represents the system design tradeoffs. Sec-
tion IV evaluates outage probability in presence of shadowing.
In Section V, we present simulation results. Finally, Section

VI concludes the paper.
Notations: Hereafter, j =

√
−1, small letters, bold letters

and bold capital letters will designate scalars, vectors, and
matrices, respectively. Superscript (·)† and (·)∗ denote the
transpose and transpose-conjugate operators, respectively. The
sign ∠(·) stands for the phase of (·). (·)Re and (·)Im denote
the real and imaginary parts of (·), respectively. In denotes the
n×n identity matrix. Next, vec(·) denotes the vectorization of
A which is a column vector obtained by stacking the columns
of the matrix on top of one another. Further, E(·), |·|, and ||·||2
denote the expected value, absolute value, and norm-2 of (·),
respectively. (·)−1 and tr(·) denote the inverse and the trace
of matrix (·), respectively. Q(x) denotes the Q-function and
is defined as Q(x) = 1√

2π

∫∞
x

exp
(
−u

2

2

)
du. Finally, A ◦B

and A⊗B stand for the Hadamard product and the Kronecker
product of matrices A and B, respectively.

II. THE PROPOSED RA-MIMO STRUCTURE

A. Channel Model

1) MmWave propagation channel model: Due to the highly
directional mmWave propagation, a typical mmWave channel
contains only a few paths [33], [45]. Further, only one cluster
contributes to each path. Thus, the number of clusters is
the same as the number of paths [33], [45]. In general, a
cluster channel model based on the extended Saleh-Valenzuela
channel model has been widely adopted in mmWave commu-
nications [10]–[12], [14], [15], [19]. Regarding this model,
the channel matrix H0 for a uniform planar array (UPA) is
expressed by

H0 =

D∑
d=1

Hd, (1)

where D is the number of propagation paths, and Hd denotes
the dth single path channel matrix given by

Hd = $dar(φ
r
az,d,φ

r
el,d)a

∗
t (φ

t
az,d,φ

t
el,d),

where $d = αdβd is the product of small-scale fading
(αa ∈ C) and large-scale fading (βd ∈ R) of the dth path.
The parameters αd and βd will be discussed later in the rest
of the paper. φraz,d (φrel,d) and φtaz,d (φtel,d) are random azimuth
(elevation) angle of arrival (AoA) and angle of departure
(AoD), respectively. The vectors ar and at represent the array
response vectors at the corresponding AoA and AoD. Suppose
the UPA is of dimension Nx×Ny in which Nx (Ny) denotes
the number of elements of x-axis (y-axis). The array response
vector a(φaz,d,φel,d) can be defined as

a(φaz,φel) = 1√
NxNy

[
1, . . . , e−jπφm,n , . . . , e−jπφNx−1,Ny−1

]†
,

(2)
where φm,n = 2d′

λ (msinφaz,dcosφel,d + nsinφaz,dsinφel,d) for
m ∈ {0, . . . , Nx − 1} and n ∈ {0, . . . ,Ny − 1}. λ and d′ are
the wavelength and antenna spacing, respectively. Each path
or cluster consists of Nray = NxNy rays.

In (1), D channels are considered in the considered
mmWave propagation environment. It is worth mentioning
that D represents the number of propagation paths established
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Fig. 1: Two different types of channel for a single path. The channel
matrix Hd describes the dth channel between transmit lens antenna
and receive lens antenna based on the cluster-based Saleh-Valenzuela
model. htsat,tsar denotes the channel between TSA tsat located on
the transmit lens and TSA tsar on the receive lens.

via NLoS channels which are due to scatterers between the
transceiver. In practice, mmWave LoS channels exist in short
distances and variation of the received signal due to small-
scale fading and shadowing is negligible. In contrast to LoS
channels, mmWave NLoS channels are impaired by small-
scale and large-scale fading. Further, it is worth noting that the
probability of having NLoS channels in mmWave frequencies,
e.g., at 28 and 73 GHz, is much higher than LoS channels [33].

2) Channel model between a transceiver lens antenna pair:
In what follows, we derive the channel model between two
lens-based reconfigurable antennas. Before this, let us in-
troduce a lens-based reconfigurable antenna. Each antenna
contains four main functional blocks: i) RF transceiver
chain which modulates and demodulates data signal. ii) Beam
selection network is connected to the output of the RF chain
and has multiple outputs that are connected to the input ports
of the tapered slot antenna (TSA) feeds. iii) TSA feeds are
located on the focal surface of a spherical lens. Each TSA
feed steers a beam. iv) A spherical lens is positioned in
front of the TSA feeds. Note that, for simplicity, hereafter,
we use the terms TSA, lens, and lens antenna instead of TSA
feeds, a spherical lens, and lens-based reconfigurable antenna,
respectively. Further, NTSA TSAs are located on the surface
of each lens. The lens acts as a passive phase-shifter network.
Each plane wave goes through the lens. After shifting the plane
wave with different delays by the lens, the energy of the plane
wave is focused on one of the focal points. When a plane wave
hits the surface of a lens, the incident plane wave is focused on
the antipodal point on the lens [46], [47]. Accordingly, when
a feed antenna on the focal point sends a wave through the
lens, a plane wave departs the lens as in Fig. 1. We now define
each plane wave with the channel gain, direction information,
and Nray rays. Therefore, the model H0 is a suitable model to
describe the channel between two lenses.

3) Channel model between a transceiver TSA pair: The
channel impulse response for the dth path, i.e., Hd in Fig. 1,
from a TSA at the transmit lens antenna, say tsat, to a TSA
at the receive lens antenna, say tsar, is obtained as [16]

htsat,tsar = $d

√
AtAr, (3)

for tsat = 1, 2, . . . ,NTSA and tsar = 1, 2, . . . ,NTSA, where
At and Ar denote respectively the transmit and receive lens

aperture size. Here, At and Ar are directly related to Nray,
such that a bigger aperture means more rays arrive or depart
a lens. Further, $d for d = 1, 2, . . . , D is defined in (1). The
remaining D− 1 channel impulse responses can be defined in
the same fashion.

B. The Proposed RA-MIMO Architecture

As discussed earlier, hybrid beamforming systems com-
pensate the high path loss through beamforming. However,
they are not able to suppress the effect of small-scale fading
and specially shadowing in NLoS channels. To obtain reliable
transmission links, this paper aims to propose a new mmWave
MIMO structure. The proposed RA-MIMO is presented in
Fig. 2. (c). Further, for comparison purposes, two well-known
hybrid beamforming architectures are shown in Fig 2.(a) and
(b). The proposed architecture has a fundamental property.
In RA-MIMO, RF chains are separated and each of them
is connected to a specific lens whereas those of the hybrid
systems shown in Fig. 2.(a) and (b) are spaced closely and
connected to the same antenna array and lens, respectively.
Therefore, our RA-MIMO architecture provides the degree of
freedom that ensures the number of MIMO channel paths is
dictated by the number of antennas and not by the mmWave
channel.

C. System Parameters

We assume an outdoor2 frequency flat fading3 mmWave
transceiver system composed of RA-MIMO at both the trans-
mitter and the receiver as shown in Fig. 2.(c). Further, it
is assumed that the transceiver is located in an urban area
where a large number of scattering objects are available.
Therefore, sufficient independent paths are established. The
transmitter and the receiver are equipped with Nt and Nr
lens antennas, respectively. It is worth mentioning that each
transmit reconfigure antenna steers Nr beams. Analogously,
each receiver reconfigure antenna steers Nt beams.

1) Channel matrix: To determine the channel matrix of
RA-MIMO, we notice that according to Fig. 2(c) there is only
one channel between each transceiver lens antenna pair. That
is, the ntth antenna totally generates Nr beams, one beam for
each receiver antenna. Analogously, the nrth receive antenna
totally generates Nt beams, one beam for each transmit
antenna. It should be emphasized that according to (1), D
channels are established between each transceiver lens antenna
pair. However, only one of the existing D channels is selected
between each transceiver lens antenna pair. Therefore, (3)
describes the channel at the TSA’s outputs of a transceiver
lens antenna pair. The channel between the ntth lens antenna
and the nrth lens antenna at the TSA’s outputs, by changing

2For indoor communications in mmWave bands, analog systems are consid-
ered in which the transmitter and receiver are equipped with on RF chain [7]–
[9]. In this case, transmission is done through one beam. Our proposed system
can be used in indoor communications as well if only one RF chain and one
beam are assumed.

3In the case of frequency selective fading, certain modulation schemes
such as orthogonal frequency division multiplexing (OFDM) can be directly
deployed in the proposed RA-MIMO to provide robustness to the fading.
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Fig. 2: Three different mmWave architectures: (a) Hybrid beamform-
ing with RF chains and phase-shifters [10]; (b) Hybrid beamforming
with lens antenna array [14]; (c) The proposed RA-MIMO transceiver
based on lens antennas. It is assumed that all channels are NLoS.

the notations of (3), becomes hnt,nr . Eventually, the channel
matrix H is expressed as

H = [hnt,nr ]Nt×Nr . (4)

It is important to note that in order to make sure H is full-
rank, each channel should be used by only one transceiver
pair. Hence, we have NtNr ≤ D. In this paper, it is assumed
that the number of scattering objects (D) is sufficiently high.
In the case that the number of scatterers is not high enough,
the performance of RA-MIMO might be limited. One viable
solution is that the antennas should be sufficiently separated
such that multiple independent channels can be established by
using one scatterer.

2) Reconfigured channel matrix: As outlined in [41], the
proposed lens antenna can simultaneously change the phase
of each beam. That is to say, in a single transmit/receive
lens antenna, each TSA would be equipped by a phase-
shifter and can change the phase of its signal independently.
Although, we assume that only the receive lens antennas are
equipped by phase-shifters. This is because in a mmWave
MIMO system, the CSI associated to small-scale fading varies
rapidly compared to the direction of each beam [48]. Since

the steering direction changes slowly, this information can be
useful at the transmitter. However, the fast varying CSI is
of little value at the transmitter by the time it is estimated
at the receiver and fed back. In our design, we assume
that there is no CSI available at the transmitter. However,
AoD and AoA information are respectively available at the
transmitter. Mathematically, we represent role of the phase-
shifters with matrix G = [gnt,nr ]Nt×Nr . This matrix is
called reconfigurable parameter matrix of lens antenna. The
parameter gnt,nr

is related to the ntth beam of the nrth
antenna and is determined as

gnt,nr
= ejθnt,nr , nt = 1, 2, . . . , Nt, nr = 1, 2, . . . , Nr, (5)

where θnt,nr denotes the phase of the corresponding phase-
shifter at the receiver.

To realize the connection between the channel matrix and
the reconfigurable parameter matrices, assume that a typical
information signal, s, is sent from the nrth beam of the ntth
antenna. The signal is then multiplied by the channel coeffi-
cient between the ntth and the nrth antenna, i.e., s× hnt,nr

.
At the receiver, it is multiplied by gnt,nr . That is, the received
signal is equal to s × hnt,nrgnt,nr without considering the
noise term. This expression indicates that there is a one-to-
one mapping among the entries of G and H at the receiver
side. Hence, the Hadamard product can nicely describe this
mapping. That is, the reconfigurability brings about a new
matrix denoted by reconfigured channel matrix or Hg , where

Hg = H ◦G. (6)

Hg = (hg,1,hg,2, . . . ,hg,Nr
) of size Nt × Nr with entries

hg,nr
of size Nt × 1. Here, hg,nr

denotes the reconfigured
channel between the transmitter and the nrth receiver antenna.

3) Signal and noise model: Now, we express the relation-
ship between the transmit and receive antennas in baseband
as

Y =

√
Pt

NtNr
X(s)Hg + Z, (7)

where Y = (y1,y2, . . . ,yNr
) is the T × Nr received signal

matrix. Pt denotes the transmit power. The factor Pt

NtNr
is per

beam transmit power. More details about this factor will be
provided in Section III-C. T is the number of time slots in each
block. X(s) is a T×Nt STBC matrix and s = (s1, s2, . . . ,sL)†

is the L × 1 information signal vector, where its elements
are drawn from constellation A. Hg of size Nt × Nr is
defined in (6). The elements of the T × Nr noise matrix,
Z = (z1, z2, . . . ,zNr ), are modeled by independent identically
distributed (i.i.d) complex Gaussian random variables with
zero mean and σ2 variance, i.e., zt,nr

∼ CN = (0, σ2), where
σ =

√
E{|zt,nr |2} for t = 1, 2, . . . , T and nr = 1, 2, . . . , Nr.

The value of σ depends on the number of selected beams
at each receive antennas. Compared to the traditional MIMO
systems, (7) contains the reconfigured channel matrix (Hg)
rather than the channel matrix (H). The parameters G and
X(s) in (7) are flexible and should be designed.

It is worth mentioning that channel estimation is one of
the important issues in implementing RA-MIMO. We divide
channel estimation into two steps. At the first step, using beam
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search algorithms, the direction information (AoD and AoA)
of each path is determined. Then, the small-scale fading and
the large-scale fading are estimated. Since we assume that the
lens antennas are sufficiently close, all D scatters between a
typical transceiver can be seen by all antennas. This means if
the channel between one transmit and one receiver antenna is
estimated, the estimation is valid for all transceiver pairs. Due
to the directional transmission, finding accurate direction infor-
mation is not trivial. Two main direction estimation algorithms
in the mmWave band are i) exhaustive beam search [49] and ii)
hierarchical beam search [50]. Both algorithms are extensively
studied in hybrid beamforming systems with phase-shifters
and are directly or indirectly applicable in RA-MIMO system.

Beam selection is another important issue for RA-MIMO.
A proper beam selection method can increase diversity gain.
Although, in this paper, our focus is on diversity gain obtained
from STBCs and phase-shifters. To this end, only D = NrNt
channels are consider to be available and each transceiver
pair selects a channel randomly. Notice that all channels are
estimated before. Further, it is assumed that the channels
experience the same path loss. This assumption is almost firm
since the channels are considered to be NLoS [33]. However,
in the case that number of channels is higher than NtNr and
each channel experiences different path loss, beam selection
combined with STBCs can increase the diversity gain. That is,
as D > NtNr, some or all transceiver antenna pairs have more
than one option to select beam. So, an efficient beam selection
algorithm will definitely lead to higher diversity gain. Some
of the initial results on beam selection can be found in [51].
Channel estimation and beam selection are subject of future
research.

In what follows, we analyse the performance of the pro-
posed RA-MIMO considering the effect of small-scale fading
and large-scale fading. The probability density function (PDF)
of the small-scale fading and large-scale fading when they are
superimposed is highly complicated [52, Eq. (6)]. Therefore,
the analysis of the joint impact of small-scale fading and
shadow fading will be intractable. Although a simplified
expression for the PDF is studied, the obtained PDF is still
complicated [53, Eq. (3)] and the analysis will not be easy
to follow. Hence, due to the complicated PDF, the small-scale
fading and large-scale fading are evaluated separately.

III. OVERCOMING SMALL-SCALE FADING

Each element of channel matrix H contains the effect of
small-scale, large-scale fading and the transceiver lens gain.
In this section, only small-scale fading is assumed and the
effect of large-scale fading and the transceiver lens gain are
dealt with in the next section. Hence, we assume hnr,nt

= αd,
and small-scale fading is modeled by Rayleigh fading, i.e.,
αd ∼ CN (0, 1)4. The importance of suppressing the impact
of small-scale fading is that the rapid and high fluctuations
of the channel can cause unreliable handover decisions and
transmission link failures [54].

4In this paper, to provide insight to the impact of the proposed system on
the performance of mmWave NLoS channels, Rayleigh fading is assumed. The
case of Nakagami fading which generalizes Rayleigh fading and approximates
Rician fading is subject of the future work.

A. Design of System Parameters

1) Design of θnt,nr
: When the signal is received from

multiple paths, the best technique to enhance the received SNR
is to use maximum ratio combining (MRC) [55]. Utilizing
the MRC technique requires weighing the signals proportional
to the inverse of the channel coefficient amplitudes before
combining. However, due to using phase-shifters in the RA-
MIMO, this technique is not practical.

The alternative technique to improve the received SNR is
the equal gain combining (EGC) [55]. This technique equally
weights and co-phases the signals. Therefore, we have

θnt,nr = −∠hnt,nr , nt = 1, 2, . . . ,Nt, nr = 1, 2, . . . ,Nr.
(8)

Thus, gnt,nr
= e−j∠hnt,nr , and Hg in (6) is a non-negative

real-valued matrix while the channel matrix, H, is complex-
valued. In this section, we consider ideal phase-shifters, while
digital phase-shifters are covered in Section III-B. It is worth
mentioning that in the case of wide-band transmission, a single
value of a phase shift will not be valid across the whole band.
To overcome this issue, one feasible solution is to deploy filter
bank behind TSAs [56]. Next, phase of a received signal at
the output of each filter is changed by using a phase-shifter.
Then, the output signals are combined.

2) Design of the STBC Matrix X(s): To attain full-diversity
gain when CSI is not available at the transmitter, space-time
block coding is considered as a promising method. STBCs
have been designed for both real and complex channels [37].
Real STBCs are used for transmission over real-valued chan-
nels, and the complex STBCs are utilized for transmission
over complex-valued channels. Note that the channel matrix,
H, in our system is complex-valued and naturally a complex
STBC can be used. However, we propose compensating for
the channel phase, as done in (8), and using a real STBC.
Since real-valued rate-one orthogonal STBCs (OSTBCs) that
provide the maximum diversity and simple symbol-by-symbol
decoding exist for any number of transmit antennas, this will
allow us to utilize a rate-one STBC and reduce the overall
complexity by using linear receivers such as ZF. Note that
rate-one complex OSTBCs do no exist for more than two
antennas [57].

A set of real-valued square STBCs for Nt = 2, 4, and 8 have
been designed in [57]. These STBCs are suitable candidates
for the proposed RA-MIMO even though here we use them
with complex constellation points. Two examples of rate-one
X(s) for Nt = 2 and 4 are given by [57] as

X(s) =

[
s1 s2
−s2 s1

]
, (9)

and

X(s) =


s1 s2 s3 s4
−s2 s1 −s4 s3
−s3 s4 s1 −s2
−s4 −s3 s2 s1

 , (10)

respectively. Note that while the codes are similar to the STBC
in ( [57], Eqs. (3) and (4)), their application in the proposed
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design is different. Other codes for any number of antennas
can be found in [57]. All these codes can be represented as

X(s) = A1s1 + A2s2 + · · ·+ ALsL, (11)

where A` of size T ×Nt is Hurwitz-Radon family of matrices
which its entries are restricted to the set {−1,0,1}. In our
design, the information symbols s` for ` = 1, 2, . . . , L in
(11) are drawn from a complex-valued constellation. Further,
in [57], it is proved that these matrices have the following
properties:

A†kAk = INt
, k = 1,2, . . . , L,

A†kA` = −A`A
†
k, 1 ≤ k < ` ≤ L. (12)

The most important observation about (12) is that for ` = k
the matrices are orthogonal and for ` 6= k they are skew-
symmetric. In what follows, we will use these properties to
evaluate the STBCs in our RA-MIMO system.

Remark 1. As mentioned, there is a specific difference
between the STBCs in [57] and the ones in this paper. The
STBC defined by (11) encodes complex-valued symbols,
whereas [57] encodes real-valued symbols. Nevertheless, in
both cases, the code rate is equal to one, and the codes
facilitate low complexity decoding.

Remark 2. To encode complex-valued information symbols
for Nt = 2 and 4, the OSTBC [58] and the Quasi-OSTBC
(QOSTBC) [59] are well-suited rate-one codes. However,
those codes are designed for a complex-valued channel matrix
in which s and the conjugate of s are encoded to achieve
full-diversity gain. Although the channel matrix H in our
system is complex-valued, thanks to the lens antennas and
phase compensation in (8), the complex-valued elements are
converted into real-valued. That is, the reconfigure channel
matrix in (6) is real-valued. Therefore, the conjugate of the
information symbols is not required.

Remark 3. While real OSTBCs exist for any number of
antennas, for more than four antennas, low complexity rate-
one full-diversity complex STBCs are not available [57]. As
such, in addition to low complexity and full-diversity, the rate
advantage of the proposed system will result in a high coding
gain for a large number of transmit antennas.

B. Diversity and Error Probability Evaluation

This section studies the achievable diversity gain and derives
an upper bound for error probability in the presence of digital
phase-shifters. The limited resolution of digital phase-shifters
can affect the performance of the proposed RA-MIMO system
regarding diversity and coding gain. Full-diversity is the most
important factor in designing STBCs because it dramatically
reduces the error probability. On the other hand, coding gain
is important since at high SNR regions a low coding gain
can cause a big difference in error probability. Therefore,
we first study the full-diversity and SER performance of the
utilized STBCs with ideal phase-shifters. Then, we perform
full-diversity and SER analysis for the digital phase-shifters.

1) Ideal phase-shifter: By ideal phase-shifter, we mean the
phase-shifters have unlimited resolution and (8) holds. The
following lemma demonstrates that under ideal phase-shifter
the proposed RA-MIMO system achieves full-diversity.

Lemma 1. The proposed RA-MIMO system achieves full-
diversity with linear receivers and ideal phase-shifters.

Proof. See Appendix A.

Accordingly, the upper bound expression for the SER is
given in the following theorem.

Theorem 1. In RA-MIMO system, the upper bound of the
SER when using a ZF receiver with the cardinality of M is
obtained as

P(ŝ` → s`) ≤
M − 1

M
a−NtNrρ−NtNr , (13)

where a = 3
2(M2−1) ,

sin2(π/M)
2 , and 3

4(M−1) for PAM, PSK,
and square QAM constellations, respectively. Also, ρ denotes
the average received SNR of each symbol which is given by

ρ` =
Pt

NtNr

1(
S−1

)
`,`
σ2

=
Pt

NtNr

‖hg‖2

σ2
, ` = 1, 2, · · · , L,

(14)

where S is defined in (22) and the second equality follows
from (22) in Appendix A.

Proof. See Theorem 1 in [60].

Theorem 1 reveals that the upper bound is not affected by
the reconfigured channel matrix. This means the proposed RA-
MIMO reaches the maximum coding gain with the ZF receiver,
which is usually sub-optimal for other systems. Consequently,
minimum mean square error (MMSE) attains the maximum
coding gain as well as a maximum likelihood (ML) receiver.

2) Digital phase-shifter: In real-time applications, limited
resolution of digital phase-shifters becomes a serious challenge
for achieving full-diversity gain. The reason is that the discrete
resolution of the phase-shifter does not allow it to completely
compensate the phase of channel coefficients. When B-bit
resolution phase-shifters are employed, the options to select
a proper phase are constrained to be {0, . . . , (2B−1)2π/2B}.
Therefore, the reconfigured channel matrix Hg given by (6)
is no longer real. This would diminish the diversity gain and
coding gain.

Lemma 2. For any number of encoded symbols L, the
proposed RA-MIMO system can achieve full-diversity with
a linear receiver and a B-bit resolution digital phase-shifter
for B > 1. While providing full-diversity, small values of B
may result in an ill-conditioned system.

Proof. See Appendix B.

Theorem 2. The upper bound of the SER of RA-MIMO
system using B-bit digital phase-shifters for B = 2 is given
by

P(ŝ` → s`) <
M − 1

M
a−NtNrρ−NtNrC ′−NtNr , (15)
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where C ′ = 1
C

(
L
L−1

)L−1
in which C is given by det(¯̃S−1) ≥

C and ¯̃S denotes the normalization of (24) presented in
Appendix B.

Proof. See Appendix C.

C. System Design Tradeoffs

In sub-6 GHz MIMO systems which are equipped with
omni-directional antennas, the power is divided per antennas.
As said in Section II, the power in RA-MIMO is divided per
beam. It is because in RA-MIMO each beam is steered by a
single TSA. Since each TSA is an independent antenna, at the
transmitter, power is divided by the number of all beams, i.e.,
NtNr. On the other hand, at the receiver, each independent
TSA adds an i.i.d noise term to its own received signal. For
instance, in a receive lens antenna with b beams, the received
signal contains b i.i.d noise terms. This is not true in sub-6
GHz MIMO systems. That is, in sub-6 GHz MIMO systems,
a signal received through an omni-directional antenna, direc-
tional antennas, or reconfigurable antennas which add only
one AWGN noise to the received signal. Since the number of
beams of each lens antenna equals to the number of transmit
lens antennas (Nt), increasing Nt will likely impose more
noise terms which reduces the received SNR. This issue is
shown by the following corollary.

Corollary 1. In RA-MIMO system, the average received SNR
is given by

ρ =
Pt
Ntσ2

n

, (16)

where σ2
n is variance of the noise at each TSA.

Proof. See Appendix D.

Remark 4. Although it seems that the value of Nr can affect
the received SNR (See Eq. (7)), Corollary 1 indicates that only
Nt has impact on the received SNR. This important finding
leads to a tradeoff in designing RA-MIMO systems. That is,
for various Nt, the proposed RA-MIMO will show different
received SNR, which can lead to different coding gains. For
instance, suppose two RA-MIMO systems achieve the same
diversity gain with different number of transmit and receive
antennas, i.e., NtNr = N ′tN

′
r. It is obvious that, for Nt > N ′t ,

we will have Nr < N ′r. Using (16), the second system attains
a higher coding gain since it has less number of antennas
compared to the first system.

IV. OVERCOMING SHADOWING

Large-scale fading contains two parts, path loss denoted by
Υ−

n
2 and shadowing denoted by βd, e.g., β′d = Υ−

n
2 βd, where

Υ is the distance between the transmitter and receiver, n is
the path loss factor. More precisely, path loss is defined as
the constant reduction at the received SNR as the distance
between the transmitter and the receiver increases. The path
loss factor highly depends on the propagation environment and
the operational frequency. The values of the factor for different
environments and operational frequencies at mmWave bands
are obtained in [33]. Two common ways of overcoming path

loss are increasing the transmit power and the transceiver
antenna gain. It is stated that the energy focusing property
of the lens acts like beamforming [47] which increases the
received SNR by

√
AtAr gain. Hence, it is supposed that

the path loss is made up by the transmit power and the
lenses. Therefore, we normalize the channel coefficient (3) by
Υ−

n
2

√
AtAr which results in hnr,nt

= αdβd. In what follows,
we only concentrate on the impact of shadowing.

To focus on the impact of shadowing, we assume the
impact of amplitude of small-scale fading is averaged out,
i.e., |αd| = 1, and only consider the channel phase and
shadowing, i.e., hnr,nt = ej∠αdβd. The obtained channel gain
after applying (8), i.e., passing through the ideal phase-shifter,
becomes hg,nr,nt

= βd. Studies indicate that β2
d has a log-

normal distribution with parameters µ and η2 [33]. Applying
logarithm operator on β2

d leads to a simple representation
of shadowing such that 10log10β

2
d ∼ N (µ, η2) in which

µ = 0 and η depends on the environment and operating
frequency [33]. In the case of huge fluctuations, outage
probability is supposed to be a proper criterion to evaluate
performance of a system [33]. It should be noticed that the
analysis is conducted for the ideal phase-shifters. The impact
of using digital phase-shifters on the performance of RA-
MIMO in the presence of shadowing is eliminated due to space
limitations.

Theorem 3. The approximated outage probability for the
proposed RA-MIMO under the influence of shadowing is
given by

pout ≈ 1−Q

10log10
(
γσ2NtNr

Pt

)
− µ′

η′

 , (17)

where γ is the predefined threshold for outage probability.
Also, µ′ and η′2 denote the mean and variance of the random
variable 10log10

(
‖hg‖2

)
which approximately has a normal

distribution.

Proof. See Appendix E.

Remark 5. One cannot use traditional MIMO systems with
omni-directional antennas and STBCs in mmWave bands due
to high path loss. Hence, RA-MIMO provides an ability to
benefit from traditional MIMO structures by using more direc-
tional gain antennas to both overcome path loss and shadowing
and small-scale fading based on the proposed methodology.
Further, one alternative may be using only one RF chain com-
bined with equal gain combining. This causes feedback over-
head and using high-speed switches and phase-shifters since
the best beam should frequently be selected at the transmitter
and receiver. Feedback overhead reduces the allocated time for
data transmission and high-speed switches and phase-shifters
operating as mmWave frequencies are extremely expensive.
Moreover, in this paper we aim to overcome both the small-
scale fading and the large-scale fading. To this end, we have
proposed a MIMO architecture in which several replicas of a
transmit signal are received. This enables the proposed MIMO
system to simultaneously overcome the small-scale fading and
the large-scale fading. However, in a system with one RF chain
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and equal gain combining it is impossible to simultaneously
overcome the small-scale fading and large-scale fading.

Remark 6. The proposed RA-MIMO can be used in point-
to-point wireless communications such as backhaul, fronthaul,
and access links as well as in multi-user scenarios [42],
[43]. Moreover, it can be used for mmWave communications
in presence of LoS and NLoS channels. Especially, in LoS
channels, the channel matrix becomes ill-conditioned and by
adjusting the distance between the lenses which depends on
the distance between the transmitter and receiver, a full-rank
channel is obtained [61]. Further, transmit and receive diversity
techniques as well as multiplexing techniques can be used
in conjunction with RA-MIMO system. RA-MIMO has a
flexible structure which means the number of RF chains at
the transmitter can be different from the receiver. Whereas,
the existing hybrid beamforming systems require the same
number of RF chains at transmitter and receiver ends. [4]–[19].
That is to say, in hybrid beamforming systems, multiple data
streams are sent simultaneously. Each data stream requires one
RF chain at transmitter and one RF chain at receiver. Hence,
the number of RF chains at transmitter and receiver should
be the same. Last but not least, the lens antenna separation
leads to the use of common scatterers to establish mutually
orthogonal channels and therefore to achieve higher diversity
gain or multiplexing gain [62].

V. NUMERICAL RESULTS

This section presents the numerical simulations for the
proposed RA-MIMO in Fig. 2(c) along with the STBCs
in (11) and ZF receivers. The communication channel is
modeled as a Rayleigh fading channel where the channel
parameters are modeled by a zero-mean and unit-variance
Gaussian distribution. For shadowing, we consider an outdoor
environment in an urban area, where the shadowing parameters
are modeled by a log-normal distribution with a zero-mean
and variance of 8 dB for each channel as modeled in [33].
Next, we note that there are three different types of hybrid
beamforming systems mentioned in Section I. As such, these
hybrid beamforming systems provide different beamforming
gains that result in different throughputs. In particular, each
hybrid beamforming transceiver has a beamforming gain, say
Gt at transmitter or Gr at receiver. In the simulations, we set
Gt = Gr = 1. That is, before the normalization, the received
SNR is given by PtGtGr|h|2

Ntσ2
n

, where Pt and |h|2 denote the
transmit power and the channel gain, respectively, and σ2

n

denotes the noise power. Further, due to a fixed distance
between the transmitter and the receiver, the effect of pathloss
is fixed and neglected. After normalization of the SNR by the
beamforming gain GtGr, the same SNR is obtained for all
three hybrid systems which is given by Pt|h|2

Ntσ2
n

. On the other
hand, our goal is to compare the proposed RA-MIMO with
the hybrid beamforming systems in terms of the diversity
gain. Since beamforming gain does not affect the diversity
gain, it is rational to consider a normalized SNR. Hence,
far from which hybrid beamforming system is considered for
comparison, diversity gain is always the same. Throughout the
simulations the term hybrid beamforming includes all the three
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Fig. 3: BER performance of the hybrid beamforming system and the
proposed RA-MIMO of size 2× 2 and 4× 4.

types. Moreover, the STBCs in (9) and (10) are exploited in the
hybrid beamforming systems for diversity gain comparison.
Further, the described channel conditions for the RA-MIMO
are also used for the scenario of hybrid beamforming. To
make a fair comparison, we normalize the SNR of RA-MIMO
system with its beamforming gain as well.

A. BER Performance Comparison

Fig. 3 shows the BER performance of the hybrid beam-
forming and the proposed RA-MIMO systems versus SNR
for a throughput of 4 bits/s/Hz. For a 2 × 2 MIMO system,
the symbols are drawn from 16-QAM and encoded by (9).
The results show that RA-MIMO achieves diversity of order
4, i.e., full-diversity gain, whereas, the hybrid beamforming
system shows a diversity of order 2 since each transmitted
signal is sent through one path at each time slot. Further, BER
comparison is plotted for RA-MIMO and hybrid beamforming
systems for a 4×4 MIMO. The symbols are encoded via (10).
Likewise, the proposed RA-MIMO achieves diversity gain
16, i.e., full-diversity, while the hybrid beamforming gives
diversity of order 4. Hence, the BER is remarkably reduced.
That is to say, transmission via the RA-MIMO is more reliable
than the hybrid beamforming. Another important result is that
the proposed RA-MIMO system can achieve same diversity
gain as the hybrid beamforming system using less RF chains.
For instance, for a diversity of order 4, the hybrid beamforming
system requires 4 RF chains, while the RA-MIMO needs 2
RF chains. In general, maximum diversity gain that can be
achieved by the hybrid beamforming system is NRF, where
NRF denotes number of RF chains. Whereas, the proposed
RA-MIMO needs only d

√
NRFe RF chains to achieve same or

more diversity gain, where d.e denotes the ceiling function.

B. BER Performance of Digital Phase-shifters

Fig. 4 shows BER curves for the RA-MIMO of dimension
2 × 2 with digital phase-shifters with B = 1, 2, 3, and 4.
In this simulation, the STBC in (9) is used to encode two
symbols (L = 2) over two time slots (T = 2). For comparison,
the ideal phase-shifters are also considered. For B = 1,
RA-MIMO does not provide full-diversity gain as shown in
Appendix B. Simulation indicates that RA-MIMO achieves the
full-diversity gain for the resolution of digital phase-shifters
greater than 1 as well as ideal phase-shifters. This is consistent
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Fig. 4: BER performance of 2×2 RA-MIMO versus SNR with ideal
and digital phase-shifters.
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Fig. 5: BER performance of 4×4 RA-MIMO versus SNR with ideal
and digital phase-shifters.

with Lemma 2 and Theorem 2. Further, as expected for low
resolutions like (B = 2), RA-MIMO loses about 1 dB coding
gain at BER=10−4 compared to that of the ideal phase-shifters.
However, by increasing the number of bits in digital phase-
shifters, the BER performance approaches to that of ideal
phase-shifters such that for B = 3 and 4 the performances
are approximately the same. The reason for a lower coding
gain compared to the ideal phase-shifters is that in the case
of digital phase-shifters due to the quatization error, the off-
diagonal elements of the channel matrix in (24) are not zero.
Thus, the channel’s eigenvalues may not be equal as discussed
in Theorem 2 which leads to a lower coding gain.

To show more comparison, we simulate RA-MIMO of
dimension 4×4 by assuming the STBC in (10). Fig. 5 depicts
the BER curves versus SNR of various resolutions for the
digital phase-shifters. RA-MIMO with the ideal phase-shifters
achieves full-diversity gain. However, as expected, the digital
phase-shifters with B = 2, 3, and 4 achieve full-diversity
gain, whereas, for B = 1, RA-MIMO does not provide full-
diversity. It is worth noting that in the case of B = 2, the
reconfigured channel becomes ill-conditioned as mentioned in
Appendix B. This would severely degrade the coding gain of
the system. Further, for B = 3 and 4, RA-MIMO with digital
phase-shifters approximately attains the same coding gain as
that of ideal phase-shifters.

C. System Design Tradeoff

Fig. 6 reveals the impact of the antenna configuration on
the BER performance of RA-MIMO. As it is mentioned in
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Fig. 6: BER performance for different antenna configurations.

Section III-C, Nt scales the received SNR such that increasing
the Nt diminishes the SNR. To investigate this, we assume
4 different RA-MIMO antenna configurations 8 × 1, 4 × 2,
2 × 4, and 1 × 8. The last RA-MIMO uses a single-input
multiple-output structure (SIMO) which is a special case of
RA-MIMO. From Fig. 6 we conclude that all 4 RA-MIMO
configurations achieve full-diversity gain but different coding
gains. This verifies Corollary 1.

D. Outage Probability
In Fig. 7, the outage probability performance is illustrated

for a hybrid beamforming system with two RF chains and
different dimensions of RA-MIMO system. For the hybrid
beamforming system, it is assumed that the transceiver is
equipped with two RF chains, and two streams are simul-
taneously sent over two NLoS channels shown by ”Hybrid
Beamforming 2 × 2”. For RA-MIMO, three configurations
2× 2, 2× 3, and 2× 4 are considered. The threshold γ is set
to 0 dB. As shown, the hybrid beamforming system provides
the highest outage probability which is the worst performance.
That is, using only one NLoS channel for transmission of a
data stream will bring up frequent fluctuations which increases
outage probability. Whereas, RA-MIMO is able to reduce
outage probability when more number of NLoS channels are
utilized. At SNR 40 dB, outage probability for the hybrid
beamforming system is about 10−1, while that of RA-MIMO
for 2 × 2, 2 × 3, and 2 × 4 are 10−2, 10−3, and 10−5,
respectively. In addition, the derived expression for outage
probability in Theorem 3 is also plotted. The simulation
indicates that when the exact PDF of random variable v is
replaced by an approximated normal distribution, the obtained
outage probability is accurately fitted to the actual value of
outage probability. By doing exhaustive search over various
values, the log-normal parameters µ′ and η′ are obtained as
follows. For RA-MIMO of dimensions 2×2, 2×3, and 2×4,
the values of µ′ are respectively given as 15, 16.9, and 17.9
and those of η′ are respectively obtained as 9.7, 7.8, and
6.7 dB. Further, the parameters of the hybrid beamforming
system is obtained as µ′ = 8 and η′ = 13. It is revealed
that by increasing the dimension of RA-MIMO µ′ rises and
η′ diminishes.

VI. CONCLUSION

In this paper, a RA-MIMO system for mmWave wireless
communications is proposed. RA-MIMO is inspired from the
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Fig. 7: Comparison of outage probability between a hybrid beam-
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lens antennas and its aim is to combat small-scale fading and
shadowing at mmWave frequencies. First of all, the channel
matrix for the RA-MIMO is derived. Then, by using the
lens antennas along with ideal phase-shifters, the complex-
valued channel matrix is converted to the real-valued one.
Further, RA-MIMO achieves full-diversity when complex-
valued STBCs are utilized. Next, studying a practical scenario,
it is shown that even with the digital phase-shifters, the system
achieves full-diversity when the phase-shifters’ resolution is
greater than one-bit at the cost of losing coding gain. Upper
bounds are derived for the SER performance in both ideal and
digital phase-shifters. By calculating the received SNR with
respect to Nt, a tradeoff between the number of transmit an-
tennas and coding gain is found. Lastly, the outage probability
of RA-MIMO in the presence of shadowing is studied. The
numerical results confirm our analytical findings.

APPENDIX A
PROOF OF LEMMA 1

By plugging (11) into (7), the received signal can be
rewritten as

Y =

√
Pt

NtNr

(
A1s1 + A2s2 + · · ·+ ALsL

)
Hg + Z

=

√
Pt

NtNr

(
A1Hgs1 + A2Hgs2 + · · ·+ ALHgsL

)
+ Z.

(18)

Defining hg = vec(Hg), g = vec(G), and h =

vec(H), we define b` as b` = (INr
⊗A`)hg

4
=

(INr
⊗A`) (h ◦ g) for ` = 1, . . . ,L. Then, vectorization

of (18) results in

ȳ =

√
Pt

NtNr

[
b1,b2, . . . ,bL

]
s + z̄, (19)

where ȳ = vec(Y) and z̄ = vec(Z) are TNr × 1 vectors.
Also, we define Hg =

(
b1,b2, . . . ,bL

)
as the equivalent

reconfigured channel matrix. Hg is a real-valued matrix since
h ◦ g represents the real vector hg with entries equal to the
amplitude of the channel coefficients. Matrix Hg matrix exists
when Hg is non-zero. Thus, (19) can be rewritten as ȳ =

√
Pt

NtNr
Hgs+z̄. After applying the ZF receiver, the estimated

ŝZF is given by

ŝZF =

√
NtNr
Pt

(
H†gHg

)−1
H†gȳ

= s +

√
NtNr
Pt

(
H†gHg

)−1
H†gz̄. (20)

The existence of (20) depends on the existence of(
H†gHg

)−1
. Hence, H†gHg should be full-rank. It is shown

in [63] that for any real-valued n× 1 vector v, we have

v†A†kA`v = δklv
†v, k, ` = 1, . . . ,L, (21)

where δk,l is the Kronecker delta function and is 1 when k = l
and 0 when k 6= l. Considering that Hg is real-valued and
referring to (21), we can derive that

S 4= H†gHg
4
= ‖hg‖2IL. (22)

Consequently, we have det (S) = ‖hg‖2L, which is always
non-zero. Eq. (22) indicates that the equivalent reconfigured
channel matrix is orthogonal, which means the linear receivers
achieve full-diversity gain [60] for the STBC defined in (11)
under ideal phase-shifters.

APPENDIX B
PROOF OF LEMMA 2

In the case of digital phase-shifters, the equivalent
reconfigured channel matrix is expressed as H̃g =[
b̃1, . . . , b̃L

]
, where b̃` is given by b̃` = (INr ⊗A`) h̃g

4
=

(INr
⊗A`) (g̃ ◦ h) for ` = 1, . . . ,L, with g̃ = vec(G̃).

The matrix G̃ represents the receive lens antenna parameter
for digital phase-shifters. The elements of G̃ are defined as
g̃nt,nr

= e−jθ̃nt,nr . The quantized phase θ̃nt,nr
is obtained as

θ̃nt,nr =arg min
θnt,nr

|∠hnt,nr − θnt,nr |,

subject to θnt,nr
∈ {0, . . . , (2B − 1)2π

2B
}. (23)

Since digital phase-shifters are not able to provide the exact
value of the channel’s phase, the vector b̃` is not real-valued.
It is simple to show that b̃∗` b̃k 6= 0, for ` 6= k. Thus, the
matrix H̃∗gH̃g is not orthogonal. This would cast doubt on
the existence of the ZF matrix in (20) when digital phase-
shifters are employed. In order to study (20), we obtain S in
the case of digital phase shifting, S̃, as

S̃ 4= H̃∗gH̃g =


‖hg‖2 b̃∗1b̃2 · · · b̃∗1b̃L
b̃∗2b̃1 ‖hg‖2 · · · b̃∗2b̃L

...
...

. . .
...

b̃∗Lb̃1 b̃∗Lb̃2 · · · ‖hg‖2

 . (24)

Each off-diagonal element in S̃ is given by

b̃∗kb̃` = h̃∗gA
†
kA`h̃g =

(
h̃Re†
g − jh̃Im†

g

)
A†kA`

(
h̃Re
g + jh̃Im

g

)
(a)
= jh̃Re†

g A†kA`h̃
Im
g − jh̃Im†

g A†kA`h̃
Re
g

(b)
= 2jh̃Re†

g A†kA`h̃
Im
g . (25)



12

To obtain (a), for ` 6= k, we notice that based on (21) we
have h̃Re†

g A†kA`h̃
Re
g = 0 and h̃Im†

g A†kA`h̃
Im
g = 0. For Step

(b), we rewrite the second term of (a) as jh̃Im†
g A†`Akh̃

Re
g .

Noting that h̃Im†
g A†`Akh̃

Re
g is a scalar real value, after applying

the transpose operation, it can be rewritten as h̃Re†
g A†kA`h̃

Im
g .

Thus, the two terms in (a) are the same and (b) is valid.
To continue from (25), we consider the property of the
Hurwitz-Radon family of matrices where each column and
row only contains one non-zero element which is either 1 or
-1. In [57], it is revealed that A†kA` is also the Hurwitz-Radon
set of matrices, which means A†kA` is skew-symmetric. Let
(m,n) for m,n = 1, 2, . . . , L denote the position of the non-
zero element of the mth row and the nth column in matrix
A†kA`. Since the matrix is skew-symmetric, for any non-zero
element at (m,n), the element (n,m) is non-zero and its value
is negative of the value of the element (m,n). Further, let
vector i1k,` contain the first elements of all (m,n) pairs and
vector i2k,` contain the second elements of all (m,n) pairs. For
instance, let A†kA` = [0 1 0 0;−1 0 0 0; 0 0 0 − 1; 0 0 1 0].
In this 4 × 4 matrix, the non-zero elements are positioned in
(2, 1), (1, 2), (4, 3), and (3, 4) which yields i1k,` = (2, 1, 4, 3)
and i2k,` = (1, 2, 3, 4). Hence, it is not hard to see that for
k 6= `

b̃∗kb̃` = 2j
∑L
q=1(−1)q+1hRe

g,i1k,`(q)
hIm
g,i2k,`(q)

(c)
= 2j

∑L/2
q=1

(
hRe
g,i1k,`(2q−1)

hIm
g,i2k,`(2q−1)

−

hRe
g,i1k,`(2q)

hIm
g,i2k,`(2q)

)
(d)
= −2j

∑L/2
q=1 hg,i1k,`(2q−1)hg,i2k,`(2q−1)sin (∆δk,`) .

(26)

Step (c) follows from the skew-symmetric property of
A†kA` which is shown in (12). To get (d), we replace
hRe
g,i1k,`(2q−1)

and hIm
g,i2k,`(2q−1)

by hg,i1k,`(2q−1)cos(δi1k,`(2q−1))

and hg,i2k,`(2q−1)sin(δi2k,`(2q−1)), respectively, in which δ de-
notes the difference between the phase of the channel co-
efficient and the phase-shifter, then notice that sinxcosy −
cosxsiny = sin(x− y). Also, we define ∆δk,` = δi1k,`(2q−1)−
δi2k,`(2q−1). The maximum absolute value of b̃∗kb̃` is obtained
when ∆δk,` = 2π/2B+1. To take the resolution of the phase-
shifters into account, we define a new matrix Ŝ where the off-
diagonal elements are denoted by b̂∗kb̂`. For ∆δk,` = 2π

2B+1 ,
the absolute value of each off-diagonal element is defined as∣∣∣b̂∗kb̂`∣∣∣ = 2sin

(
2π

2B+1

)∑L/2
q=1 hg,i1k,`(2q−1)hg,i2k,`(2q−1).

(27)
We notice that each off-diagonal element is either b̂∗kb̂` =

j
∣∣∣b̂∗kb̂`∣∣∣ or b̂∗kb̂` = −j

∣∣∣b̂∗kb̂`∣∣∣. The diagonal elements are

equal to b̃∗` b̃`
4
= b̂∗` b̂` = ‖hg‖2. In what follows, we aim to

find an upper bound for the off-diagonal elements of Ŝ which
will be justified below. For a fixed phase-shifter resolution,
the entries of Ŝ vary only with respect to the amplitude of the
channel coefficients. Hence, we can normalize the amplitude of
channel and rewrite Ŝ as Ŝ 4= ‖hg‖2 ¯̂S in which the diagonal

elements of ¯̂S are equal to 1 and absolute value of the upper
bound of off-diagonal elements are given by∣∣∣¯̂b∗k ¯̂

b`

∣∣∣ = sin
(

2π

2B+1

) 2
∑L/2
q=1 hg,i1k,`(2q−1)hg,i2k,`(2q−1)

‖hg‖2

≤ sin
(

2π

2B+1

)
. (28)

The inequality is due to
2
∑L/2

q=1 hg,i1
k,`

(2q−1)
h
g,i2

k,`
(2q−1)

‖hg‖2 ≤ 1. To
justify this, without loss of generality, we notice that for two
arbitrary real scalars x and y the inequality x2 + y2 ≥ 2xy
always holds.

The matrix ¯̃S is positive definite if Re
(
υ∗ ¯̃Sυ

)
> 0 holds

for all non-zero vectors υ ∈ CL×1 [64]. Hence, we have

υ∗ ¯̃Sυ =

L∑
i=1

|υi|2 +

L∑
k=2

k−1∑
`=1

¯̃
b∗k

¯̃
b` (υ`υk

∗ − υ`∗υk)

(a)
=

L∑
i=1

|υi|2 − 2

L∑
k=2

k−1∑
`=1

(
¯̃
b∗k

¯̃
b`

)Im (
υ`

Imυk
Re − υ`Reυk

Im)
(b)
=

L∑
i=1

|υi|2 − 2

L∑
k=2

k−1∑
`=1

(
¯̃
b∗k

¯̃
b`

)Im
|υk||υ`|sin(θ` − θk)

(c)

≥
L∑
i=1

|υi|2 − 2

L∑
k=2

k−1∑
`=1

∣∣∣¯̃b∗k ¯̃
b`

∣∣∣ |υk||υ`|
(d)

≥
L∑
i=1

|υi|2 − 2sin
(

2π

2B+1

) L∑
k=2

k−1∑
`=1

|υk||υ`|

4
= υ†abs

¯̂Supperυabs, (29)

where υabs denotes the element-wise absolute value of υ and
¯̂Supper is obtained by replacing the off-diagonal elements of ¯̂S
by the upper bound in (28). From (a), since the terms ¯̃

b∗k
¯̃
b`

and υ`υk∗−υ`∗υk are purely imaginary, we get that υ∗ ¯̃Sυ is
always real. For Step (b), we use υ`Re = |υ`|cosθ` and υ`Im =
|υ`|sinθ` and then sinθ`cosθk − cosθ`sinθk = sin(θ`− θk). To

obtain (c), we use the inequality
(

¯̃
b∗k

¯̃
b`

)Im
sin(θ` − θk) ≤∣∣∣¯̃b∗k ¯̃

b`

∣∣∣. Then, replacing
∣∣∣¯̃b∗k ¯̃

b`

∣∣∣ by its maximum value
∣∣∣¯̂b∗k ¯̂

b`

∣∣∣
and using the upper bound

∣∣∣¯̂b∗k ¯̂
b`

∣∣∣ ≤ sin
(

2π
2B+1

)
defined

in (28) give (d).
Ineq. (29) reveals that instead of the complicated matrix ¯̃S,

we can evaluate the positive definite property of ¯̂Supper, i.e.,
if ¯̂Supper is positive definite, ¯̃Supper is positive definite as well.
Note that the opposite is not true: ¯̂Supper may not be full-rank
while ¯̃Supper is full-rank. To evaluate the positive definiteness
of ¯̂Supper we use Sylvester’s criterion [65]. According to the
criterion, if every leading principle minor of ¯̂Supper is positive,
then ¯̂Supper is positive definite. The leading principle minor is
defined as the determinant of the leading principle sub-matrix.
The leading principle sub-matrix of order p of an L×L matrix
is obtained by deleting the last L−p rows and columns of the
matrix. Let ¯̂Supper,p denote the leading principle sub-matrix
of order p of ¯̂Supper. For p = 1, it gives ¯̂Supper,1 = 1. For
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p > 1, we have ¯̂Supper,p =
(
1− sin( 2π

2B+1 )
)
Ip + ωω† with

ω =
√

sin( 2π
2B+1 )1 in which the vector 1 is of size p× 1 for

p = 2, . . . ,L where every element is equal to one. Then, we
apply Sherman-Morrison formula [66] to obtain the leading
principle minor of ¯̂Supper,p which gives

det
(

¯̂Supper,p

)
=
(
1 + (p− 1)sin

(
2π

2B+1

)) (
1− sin

(
2π

2B+1

))p−1
.

(30)
Having the leading principle minors in hand, one can

determine that for what symbol size L and phase-shifter
resolution B the matrix ¯̂Supper (respectively, ¯̃S) is positive
definite, and hence the equivalent reconfigured channel matrix
is full-rank. We note that for any symbol size and phase-
shifter resolution det

(
¯̂Supper,1

)
= 1 > 0. Also, for any

symbol size L and phase-shifter resolution B = 1, (30)
becomes 0 for p = 2, . . . , L. That is, ¯̂Supper is not positive
definite. Consequently, the equivalent reconfigured channel
matrix is not full-rank. Further, for any symbol size L and
phase-shifter resolution B > 1, (30) is always positive for
p = 2, . . . , L which means all the leading principle minors
are positive. Therefore, ¯̂Supper is positive definite and the
equivalent reconfigured channel matrix is full-rank. Although
¯̂Supper is positive definite, for some cases, its determinant is
close to zero which may result in an ill-conditioned system.
For instance, when L = 4 and B = 2, det

(
¯̂Supper

)
= 0.0784

(det
(

¯̂Supper

)
= det

(
¯̂Supper,L

)
). To resolve this issue, the

resolution B should be chosen properly.

APPENDIX C
PROOF OF THEOREM 2

Let assume that phase-shifter resolution B is chosen that
the Hermitian matrix S̃ defined in (24), and accordingly the
normalized S̃, is positive definite and its inverse exists as
well. Here, to derive the upper bound, we start by finding
an upper bound for (¯̃S−1)`,` as following. Let λmax(·) and
λmin(·) denote the maximum and the minimum eigenvalues
of a matrix (·), respectively. Since ¯̃S−1 is positive definite,
i.e., det(¯̃S−1) ≥ C, we have 0 < λmin(¯̃S−1) ≤ (¯̃S−1)`,` ≤
λmax(¯̃S−1). So, we have

(¯̃S−1)`,` ≤ λmax(¯̃S−1)
(a)
= λ−1min(¯̃S)

(b)

≤ 1

C

(∑L
`=2 λ`(

¯̃S)

L− 1

)L−1
(c)
<

1

C

(
L

L− 1

)L−1
.

(31)

To get (a), since ¯̃S is a positive definite matrix, λmax(¯̃S−1) =

λ−1min(¯̃S) holds [60]. Step (b) is explained as follows. Not-
ing

∏L
`=1 λ`(

¯̃S) = det(¯̃S) ≥ C, it gives Cλ−1min(¯̃S) ≤∏L
`=2 λ`(

¯̃S). Applying the arithmetic-geometric inequality
to
∏L
`=2 λ`(

¯̃S) results in (b). To get (c), we note that∑L
`=2 λ`(S̃) <

∑L
`=1 λ`(S̃) = tr(S̃) = L.

Now, the received SNR of the `th symbol is given by

ρ` =
Pt

NtNr

1

(S̃−1)`,`σ2
> κ′‖hg‖2, (32)

in which κ′ = 1
C aρ

(
L
L−1

)L−1
, and a and ρ are defined

in (13). Then, the SER expression is obtained as

P(ŝ` → s`|hg) <
M − 1

M
e−κ

′‖hg‖2 . (33)

Following the same procedure in Theorem 1 in [60], it yields

P(ŝ` → s`) = Ehg
[P(ŝ` → s`|hg)] <

M − 1

M
κ′−NtNr .

APPENDIX D
PROOF OF COROLLARY 1

Recall that at each lens antenna the number of oriented
beams is equal to the number of its selected TSAs. Since an
independent AWGN noise is taken into account for each TSA,
the noise term in (7), zt,nr , is comprised of the summation
of all noise terms of those TSAs in each lens antenna, i.e.,
zt,nr

=
∑Nt

nt=1 nt,nr,nt
, where nt,nr,nt

∼ CN (0, σ2
n). Due

to the i.i.d property of nt,nr,nt
, the variance of zt,nr

is equal
to σ2 = Ntσ

2
n. Regarding (14), the SNR for the symbol s` is

given by ρ` = Pt

NtNr

‖hg‖2
σ2 = Pt

NtNr

‖hg‖2
Ntσ2

n
. Taking the average

with respect to the channel vector, it yields ρ = Pt

NtNr

NtNr

Ntσ2
n

=
Pt

Ntσ2
n

.

APPENDIX E
PROOF OF THEOREM 3

Let us start from (14) in Theorem 1. The outage probability
is defined as

pout = 1− P (ρ` > γ) = 1− P
(
‖hg‖2 >

γσ2NtNr
Pt

)
. (34)

In practice, finding the exact PDF of ‖hg‖2 is not trivial.
To the best of the authors’ knowledge, two different types of
techniques are available to approximate the PDF of the sum
of variables with log-normal distribution. The first technique
assumes that the PDF of the sum of log-normal variables is
log-normal [67], [68]. To systematically estimate the parame-
ters of the log-normal distribution, i.e., µ′ and η′, four methods
are proposed: Wilkinson [67], Schwartz-Yeh [67], Farley [67],
and Cumulants matching [68]. The main advantage of these
methods is to systematically estimate the parameters. Although
for the outage probability less than 0.1 these methods result in
high estimation error [69]. Other advantages and disadvantages
of these methods are widely studied in [69]. The second
technique relaxes the log-normal distribution assumption and
focuses on finding accurate PDFs for a wide range of the
outage probabilities. To this end, several methods such as
minimax approximation [70], least square approximation [71],
and log skew normal approximation [72] are proposed. Due
to the complicated PDF of these methods, calculating (34)
is intractable. On the other hand, the log-normal distribution
assumption makes the first technique attractive to use. Hence,
we adopt a log-normal PDF for the variable ‖hg‖2. Since
the systematic methods do not provide an accurate estimation
for µ′ and η′, we do exhaustive search to find the best value
of µ′ and η′. With the log-normal assumption, the PDF of
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10log10(‖hg‖2) is normal with µ′-mean and η′2-variance in
dB. Hence, we have

pout = 1− P
(
‖hg‖2 >

γσ2NtNr
Pt

)
(a)
= 1− P

(
10log10(‖hg‖2) > 10log10

(
γσ2NtNr

Pt

))
(35)

To get (a), we apply 10log10 to both sides and notice that
the logarithm is an incremental function. Using the fact that
10log10(‖hg‖2) closely has a normal distribution, (17) is
obtained.
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