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ORIGINAL ARTICLE

Nevertheless, partisanship persisted: fake 
news warnings help briefly, but bias returns 
with time
Rebecca Hofstein Grady* , Peter H. Ditto* and Elizabeth F. Loftus 

Abstract 

Politically oriented “fake news”—false stories or headlines created to support or attack a political position or person—
is increasingly being shared and believed on social media. Many online platforms have taken steps to address this by 
adding a warning label to articles identified as false, but past research has shown mixed evidence for the effectiveness 
of such labels, and many prior studies have looked only at either short-term impacts or non-political information. This 
study tested three versions of fake news labels with 541 online participants in a two-wave study. A warning that came 
before a false headline was initially very effective in both discouraging belief in false headlines generally and eliminat-
ing a partisan congruency effect (the tendency to believe politically congenial information more readily than politi-
cally uncongenial information). In the follow-up survey two weeks later, however, we found both high levels of belief 
in the articles and the re-emergence of a partisan congruency effect in all warning conditions, even though partici-
pants had known just two weeks ago the items were false. The new pre-warning before the headline showed some 
small improvements over other types, but did not stop people from believing the article once seen again without a 
warning. This finding suggests that warnings do have an important immediate impact and may work well in the short 
term, though the durability of that protection is limited.
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Statement of significance
This research is intended to test the effectiveness of real-
world warning labels being used by major social media 
companies to help reduce the problem of politically 
driven “fake news” on their platforms. These platforms 
have tried various methods to get people to recognize 
and reject false stories, but they have not always been 
effective. This study looks at one potential improvement, 
moving warning labels to before the headline is pre-
sented, instead of with it, or presenting a correction after 
it. Past research in other areas has shown that this can 
increase the effectiveness of such labels, and Facebook 
recently added something like this to some fact-checked 

articles. However, there is a strong tendency for people to 
hold on to beliefs, even if false, that support their politi-
cal leanings, and that information that is discredited can 
continue to affect people over time. We found that pre-
senting the warning before a false headline was effective 
initially, though it was not significantly better in most 
areas than the label under the headline. But two weeks 
later, across conditions, people once again believed items 
they once knew were false, especially when those items 
supported their political views. The new pre-warning 
before the headline showed some small improvements 
over other types, but did not stop people from believing 
the article once seen again without a warning. This shows 
that warnings may have a short-term impact, which may 
help reduce how much the misinformation is spread, 
though they are not effective of an inoculation over time.
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Introduction
There is a dangerous and growing distribution of mis-
information online around important topics such as 
vaccine effectiveness, electoral fraud, and political con-
spiracies (Kavanagh & Rich, 2018). This is especially 
true on social media, where the low barrier to entry and 
algorithm-driven distribution that prioritizes views and 
clicks over accuracy drives the high spread of fake news 
on such platforms (Martens et  al., 2018). Recent con-
cerns have revolved around the impact of doctored pho-
tographs and videos. For example, a video of Speaker of 
the House Nancy Pelosi slowed down to make her look 
drunk was removed by some websites, while others left 
it on their platform (Roettgers, 2019). Unfortunately, 
fact-checking and corrections are not always enough to 
counteract people’s belief in false information. Past stud-
ies have suggested that corrections may even backfire 
and cause increased belief in that information (Nyhan & 
Reifler, 2010), though recent research has found evidence 
against such an impact (e.g., see Ecker et al., 2020; Swire-
Thompson et  al., 2020). This persistence of the original 
misinformation, even after a warning or a correction, is 
often referred to as the Continued Influence Effect or 
Belief Perseverance, in that previously believed informa-
tion that is learned to be suspect continues to affect later 
judgments (Anderson et  al., 1980; Lewandowsky et  al., 
2012).

In recent years, social media companies like Facebook 
have been partnering with fact-checking organizations 
to combat the spread of misinformation. Many sites do 
not want to block the sharing of articles, even if they 
have been identified as false by fact-checkers, because 
they do not want to infringe on the free speech rights 
of their users or become the “arbiter of truth” in making 
the determination of what is true or false (Levi, 2017). 
Instead of outright removal, sites may share the fact-
checking information or other sources to read, leaving it 
up to readers to assess their own biases and make a rea-
soned judgment about the likely truth of online informa-
tion—a skill that is not widely taught nor mastered (Britt 
et al., 2019).

One method that avoids outright removal is to attach 
a warning tag to posts that have been disputed by inde-
pendent fact-checkers. In response to criticism over the 
spread of doctored or misleading videos of 2020 presi-
dential candidate Joe Biden, Twitter started broadening 
the use of “manipulated media” labels attached to posts 
sharing such photographs and videos, while still leaving 
them visible on the site (Lima, 2020).

However, while there is meta-analytic evidence that 
corrections (both forewarnings and rebuttals) to misin-
formation can be effective in some circumstances (Wal-
ter & Murphy, 2018), multiple studies on fake news have 

found limited effectiveness for social-media style warn-
ing tags (e.g., Ecker et al., 2010; Pennycook et al., 2018). 
One study found that warning tags using stronger lan-
guage (saying an article has been “rated false” instead of 
just “disputed”) increased the effectiveness somewhat, 
but the impact was small, and the researchers did not 
look at belief over time (Clayton et al., 2019). Others have 
discussed the importance of giving a reason or alternative 
explanation for how the false claim came about (Lewan-
dowsky et al., 2012).

Sleeper effect
Why might debunked fake news continue to exert influ-
ence over time? The “sleeper effect” occurs when there is 
an initial, persuasive message, followed by a new piece of 
credible information that discounts the initial message 
(e.g., a fake news warning label). Over time, the original 
message and the discounting cue become dissociated, 
such that the original message rises in persuasiveness in 
a person’s mind as its connection to the reason to disbe-
lieve it weakens (Pratkanis et al., 1988). As the discount-
ing cue, which makes a person disbelieve the information 
initially accepted as true, becomes dissociated from the 
message, the original information is once again treated as 
true when recalled later. This is why it is important for 
research on fake news warnings to look at impact over 
time; if viewers were to see the article again later without 
the tag (for example if a friend sent it to them or if they 
came across it on another platform), it would be impor-
tant to know if the previous exposure to the “disputed” 
tag would allow them to recognize it as false, or if they 
would believe it once more. Figure 1 shows this effect vis-
ually—though the lines are abstract and illustrative, the 
basic pattern has been shown empirically (e.g., Pratkanis 
et  al., 1988; Swire et  al., 2017). We would expect those 
who receive a discounting cue to remain at zero belief 
over time, since they now know not to trust the informa-
tion, but instead their belief in the original information 
increases over time.

Research on the sleeper effect may help explain why 
fact-checks often are not fully successful in correcting 
misinformation, as well as identify conditions when they 
are likely to be most effective (Swire & Ecker, 2018). Face-
book, which has at various points attached labels below 
disputed articles to warn people to be wary of them, for a 
while stopped this practice because of the research show-
ing its lack of or negative effect (Lyons, 2017; though 
used it along with contextual fact-checking articles to 
help combat COVID-19 misinformation; Clegg, 2020). 
A meta-analysis of the sleeper effect literature shows 
that there was no significant sleeper effect, meaning no 
rise in belief after a discounting cue, in studies where the 
discounting cue came before people heard the argument 
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or information (Kumkale & Albarracín, 2004). In other 
words, if people were warned about the lack of credibil-
ity in information before receiving it, they processed it 
in a different way and persisted in not believing it over 
time. This fits with other research about correcting 
misinformation, in that forewarnings about upcoming 
misinformation are more effective than correcting the 
information after, though those warnings do not offer 
complete protection (Ecker et al., 2010; Loftus, 2005).

In response to growing research about the limited 
impact of warning tags below an article and backlash 
against the prevalence of false information on the plat-
form, Facebook recently implemented a stronger warn-
ing, where the article image and headline is obscured by 
a warning that more clearly articulates that it was false 
information until users opt-in to viewing (Rosen et  al., 
2019). As this type of intervention is newer, and not fully 
rolled out, there is little direct, public research on how 
effective it may be compared to prior styles.

Political motivation
The aforementioned studies suggest that specific, strong, 
prior warnings that come before fake news headlines are 
more likely to be effective than the warning label tags 

under an article that have been utilized widely in social 
media. However, these studies have mostly been in non-
political realms, and the additional factor of political 
motivation may limit the effectiveness of prior warn-
ing, as political misinformation is harder to correct than 
other realms such as health information (Walter & Mur-
phy, 2018). Misinformation is especially powerful when it 
supports a person’s worldview (Swire & Ecker, 2018), and 
warnings or retractions are especially likely to be ineffec-
tive if they are interpreted as an attack on a person’s iden-
tity (Paynter et al., 2019).

Pennycook et  al. (2018) studied the effect of warn-
ing tags for politically oriented fake news headlines that 
were presented multiple times and found that partici-
pants were more likely to believe stories that were con-
gruent with their political leaning (similar to other forms 
of biased information processing, seen in Ditto et  al., 
2018). A secondary analysis of their data (see full details 
in Additional file 1: Appendix A) shows some directional, 
but not statistically significant, indication that a warn-
ing tag reduced the effect of political congruency, in that 
the tag reduced belief particularly in politically congenial 
information. However, one week later, belief in politically 
friendly fake news was high once more.

Fig. 1 Visual explanation of the sleeper effect for three hypothetical groups of people. The top group receives no information so they never believe 
it, the second only receives the information so they believe it (with some fading), and the last receives the information plus a cue that tells them not 
to trust the original information. We would expect that after the cue, if trusted, people would look like the top group and continue not believing the 
information, but instead their belief rises over time, getting closer to the group that never received the discounting cue
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Purpose of the present study
While some prior studies have included longitudinal 
measures, most are conducted in single sessions, assess-
ing initial reactions or behaviors in response to warning 
tags or other fake news interventions, and many looked 
only at warning tags below headlines like Facebook used 
to use. These immediate reactions are highly impor-
tant to assess, but it is also crucial to look at belief over 
time, given what we know about the sleeper effect and 
the change in effectiveness over time seen in prior stud-
ies. This study addresses these areas by examining the 
effectiveness of various forms of fake news warnings or 
corrections, assessing how they interact with political 
congruency of the false information, and evaluating over 
a two-week time period to look at lasting impact of expo-
sure to fake news and the effectiveness of potential tags.

The goal of this study is to see if we can improve fake 
news warning labels by taking what has been learned 
from the misinformation and sleeper effect literature and 
applying it to online political news through a warning 
that comes before a headline can be seen and has a strong 
message that the item is false. Additionally, we wanted 
to assess effectiveness over time to reflect the real-world 
scenario where people see fake news while browsing 
online and then are affected by it at a later date, for exam-
ple when having a political conversation, deciding who 
to vote for, or judging a speech on TV. For a particular 
social media company looking to improve warnings, the 
first, immediate judgment may be the most important, as 
long as they can ensure the information is always tagged 
(and thus there is no repeat exposure without a warn-
ing). However, a piece of false information may be posted 
again by a new content provider, so having people be able 
to reject false information they see again later would be 
beneficial.

Our study used a paradigm where people see fake head-
lines within a group of true headlines and are warned 
about their inaccuracy. We included a condition where 
people were warned before the false headlines, similar to 
Facebook’s new false information warning, and compared 
this to the traditional label below a headline and to a cor-
rection that came after participants had read and judged 
the headline (which also allows a baseline measure of 
the belief in the news item without a label). We assessed 
belief in the false information both immediately and after 
a two week delay.

Our primary prediction was that giving people a warn-
ing before false information would be the most effec-
tive in promoting disbelief in information initially. If the 
pre-warning prompts people to think more deliberately 
or analytically about the headline as they read it (Sinder-
mann et  al., 2020), then they may also show less differ-
ence between fake news that supports or opposes their 

political allegiances (a reduced political congruency 
effect). Our core research question was how these warn-
ings would fare over time. We expected that the warning 
before the headline would show the least sleeper effect, 
in that there would be less (or ideally no) rise in belief 
over time as compared to corrections that came after the 
headline.

Method
Sample
Participants were recruited from Amazon’s Mechanical 
Turk in February 2019. The study took place over two ses-
sions, two weeks apart, and paid $0.75 for each 4–8 min 
sessions. Workers had to be US citizens, be over the age 
of 18, come from a US IP address, and agree to take part 
in both sessions. The first survey collected data from 541 
individuals, and the second had 429, for a return rate of 
79.3%. Importantly, the return rate did not differ based 
on political affiliation (χ2(2) = 4.265, p = 0.119) or on 
experimental condition (χ2(2) = 0.839, p = 0.657).

For many of the following analyses, only the 418 partic-
ipants who fully completed both surveys were included. 
This ensures that the sample is consistent between analy-
ses in order to make appropriate comparisons at each 
timepoint. Given the three experimental conditions, 
with 80% power and two-tailed α of 0.05, we can detect 
an f effect size from a one-way ANOVA as small as 0.152 
(which is equivalent to a Cohen’s d of 0.305, a small-to-
medium effect).

Time 1 materials and procedure
After consent and completion of demographic ques-
tions, participants were asked a few questions about their 
political behavior, including their interest in following 
political news and what political party they identify with. 
Those who did not select either Democrat or Republican 
initially were asked which of the two they leaned toward 
(or none). Leaners were grouped with party identifiers for 
political affiliation, as is commonly done in political polls 
because independents who profess a leaning to one party 
generally vote and behave similar to party identifiers 
(Keith et al., 1986; Klar & Krupnikov, 2018). People were 
also given some initial questions about feelings toward 
political groups for exploratory moderator analyses dis-
cussed in Additional file 1: Appendix E.

Ratings of news headlines
In the main body of the survey, people saw a series of 
15 news-like headlines, each presented on its own page 
under a photograph similar to the cards that would be 
seen on a social media feed (all cards can be found at 
https:// osf. io/ gtuha/). Below each headline were two 
questions asking participants how interesting the story 

https://osf.io/gtuha/
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was (from 1 = “Not at all interesting” to 5 = “Extremely 
interesting”) and how accurate they thought it was (from 
1 = “Completely false” to 5 = “Completely true”).

Twelve of the headlines were created based on multi-
ple credible sources from mainstream news and thus are 
considered “true.” Three of the headlines were made up 
by the first author and checked online to ensure there 
had not been any news stories on the topic (whether 
true or false), and were the “false” stories. To pick the 
false items used in the study, we conducted a small pilot 
on Reddit with a list of many made-up news headlines 
created by the first author and chose the ones that were 
most broadly believable to people across political parties 
(study details in Additional file 1: Appendix C) and were 
relatively matched in content type.

For both the true and false headlines there was an equal 
mix of headlines considered to be “Democrat-friendly,” 
“Republican-friendly,” and “Politically neutral,” with the 
partisan-friendly true news either being positive toward 
that party or politicians or negative toward the other 
party (false news headlines were only negative since there 
was only one of each persuasion). The headlines were 
randomly ordered for each person, except that the false 
headlines could not be one of the first three seen, and the 
first and last headline was always a politically neutral true 
item in order to not put people into a political or skep-
tical mindset from the start or leave them in one at the 
end. Table 1 shows all of the false headlines used, as well 
as one example of a true headline of each type. All study 
materials and headlines are in Additional file 1: Appendix 
B.

Warning condition
For the three false news items, participants were rand-
omized to one of three warning conditions and saw the 
same warning type for all three fake news items they 
rated. Those in the “Warning-After” condition were only 
told after they had answered the two questions about the 
article (its interestingness and accuracy) that the headline 
was false; when they advanced to the next page they were 
told, “Warning: the story on the previous page was found 
to be entirely made up and false.” Although this would be 
considered a “correction” and not a warning since it came 
after the information, we have kept the usage in regard 
to this condition throughout to match what was used 
with participants and to keep a consistent terminology 
between conditions. In the “Warning-During” condition, 
most similar to previous studies and the labels used on 
some social media sites, a box with similar language (say-
ing the “above” story instead of “on the previous page”) 
was presented directly under the article as part of the 
image. Finally, in the “Warning-Before” condition, the 
headline and image were obscured and covered with a 

box containing a similar warning about the “following” 
image, similar to Facebook’s recent label warning. Partic-
ipants had to click to acknowledge they understood that 
before they could see the image and answer the ques-
tions; see Fig. 2 for an example.

Participants saw the same warning for all three news 
items in their survey, and there was no condition where 
people were not told that the items were false. How-
ever, since people in the Warning-After condition rated 
the accuracy judgment of the items before the warning, 
this is a control measure of the baseline belief in the fake 
news item for comparison with other conditions, at least 
at Time 1.

At the end of the first survey, participants were 
reminded that they saw both true and false headlines and 
were told that all the ones they were told were false really 
were made-up. They were reminded about the follow-up 
in two weeks and given a chance to leave feedback in an 
open-ended text box. A flowchart of the procedure for 
each condition is shown in Fig. 3.

Time 2 materials and procedure
Two weeks after they completed the first survey, partici-
pants were emailed a link to complete the second survey, 
with a reminder email three days later to those who had 
not completed yet. The Time 2 survey was open for a 
total of seven days to ensure that participants had enough 
time to take the survey, but not so long that they could 
have a much longer time period between surveys than 
other participants. This is a longer interval than some 
similar studies of misinformation that often use a one-
week interval, though it is similar to the mean interval of 
18 days used in past sleeper effect literature (Kumkale & 
Albarracín, 2004).

The Time 2 survey was similar to the first, starting 
with two 5-point self-report questions about how much 
participants had used social media and how much they 
had followed political news since the prior survey. Next, 
in a similar format to the Time 1 survey, they again saw 
a series of headlines with images above them and ques-
tions below them. All three of the false headlines were 
presented again along with nine of the previous true 
headlines (leaving out one Democrat-friendly, one 
Republican-friendly, and one politically neutral true news 
item). Additionally, there were four new headlines added 
that were drawn from recent news: one true Democrat-
friendly, one true Republican-friendly, and one true polit-
ically neutral news item, as well as one politically neutral 
fake news items that was taken from Snopes.com. There 
were no warnings during the headline rating phase in the 
Time 2 survey, as the goal was to assess the long-term 
effectiveness of the original warnings, so all participants 



Page 7 of 16Grady et al. Cogn. Research            (2021) 6:52  

Fig. 2 How the “Warning-Before” for a false headline appeared to participants before clicking (left) and after clicking (right). True headlines would 
be in a similar style to the card on the right, while “Warning-During” false headlines had a similar red box below the headline (with the text referring 
to the “above study”), and the Warning-After were given similar text on the next page about the “previous study”

Fig. 3 Study procedures diagram
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had a similar experience regardless of initial condition 
(see Fig. 3).

Under each headline participants were again asked 
to rate how interesting and accurate the story was on a 
5-point scale. In addition, they were asked if they remem-
ber seeing the story in the Time 1 survey two weeks ago 
(Yes, Unsure, or No) and if they had seen anything about 
this story outside of this survey (Yes, Unsure, or No).

Memory bias awareness
There were two more sections at the end of the survey 
after the headlines. One section asked about their aware-
ness of their own potential biases, with questions about 
how accurate they thought they had been, which type 
of headlines (politically congruent or politically incon-
gruent) they were more likely to search for more infor-
mation about, how effective they thought the warnings 
they had seen would be, and how good they generally 
are at spotting fake news. The other section was a page 
that presented a list of all 19 headlines seen across both 
surveys, and participants were asked to decide whether 
each was—on the whole—more likely “True” or “False.” 
Participants were randomly assigned to receive either the 
self-awareness questions first or the True/False judgment 
first. This was for an exploratory investigation of whether 
prompting people to think about their biases, which may 
put them in a more critical thinking state, would affect 
their accuracy or skepticism in judging the news items in 
a final measure (presented in Additional file 1: Appendix 
E).

Debrief
At the end of the second survey, participants were 
reminded which headlines were false and were told the 
false headlines were made up for the study. They were 
then allowed to write any comments or thoughts before 
being thanked and paid for the second session.

Measures
Outcome variables
The main outcome was the judgment of the accuracy 
(on a scale of 1–5) of each of the false news items rated 
at both Time 1 and Time 2. Ideally, all would be a “1” 
because the items were all false, so anything above that 
indicates some belief in the information. Additionally, 
participants made a binary judgment at the end of the 
Time 2 survey regarding whether each of the three fake 
news items (and each of the true items) was true or false. 
This was used to get a count of how many of the three 
false items they (incorrectly) judged to be true at the end 
of the study.

Predictor variables
The first main predictor of interest is experimental con-
dition, a three-level categorical variable: Warning-Before 
condition (n = 139), Warning-During (n = 136) condition, 
and Warning-After condition (n = 140). In regressions 
the Warning-Before was chosen as a reference group in 
order to compare this novel version to both the most 
likely to be least effective condition as well as to the com-
mon current practice of warnings below headlines.

The second main predictor is whether the headline 
being judged was congruent or incongruent with a per-
son’s political beliefs. For example, for a Democrat par-
ticipant the Democrat-friendly news items would be 
“congruent” and the Republican-friendly news “incongru-
ent,” and vice versa for a Republican participant. Includ-
ing those who leaned toward either party there were 255 
Democrats and 110 Republicans for this analysis (leaving 
out the 50 non-partisans for this question).

Other predictors used for fake news belief and supple-
mental moderator analyses include social media usage (a 
5-point self-report question at Time 2 about the past two 
weeks), the number of true headlines correctly rated as 
true (which may indicate a general response bias toward 
“true” or may indicate increased knowledge of political 
news; O’Connell & Greene, 2017), conspiratorial thinking 
(measured by a single 5-point item about agreeing with 
the statement, “Big events like wars, recessions, and the 
outcomes of elections are controlled by small groups of 
people who are working in secret against the rest of us” 
taken from Uscinski et  al., 2016), and interest in politi-
cal news (a 5-point self-report question). These will help 
assess personal characteristics that may be related to a 
generally increased belief in fake news items. Descrip-
tives of these and other relevant variables are given in 
Table 2.

Results
Accuracy judgments
The main outcome was the rating of the accuracy of the 
news items depending on the warning condition (Before, 
During, or After headline and rating), political congru-
ency (politically friendly or unfriendly news), and time 
(Time 1 or Time 2). The results for each group are shown 
in Fig. 4. From this graph, we can see that at Time 1, peo-
ple in both the Warning-During, and especially in the 
Warning-Before condition, appear to believe the false 
news items less than in the Warning-After condition 
(where they judged the articles before the warning), with 
much smaller differences between politically congruent 
and incongruent news. At Time 2 however, the condi-
tions all appear much more similar, with moderate lev-
els of belief and a sizable difference between congruent 
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and incongruent news. Thus, it appears that the partisan 
congruency effect was reduced with the warnings but 
returned over time.

We conducted a number of statistical analyses to test 
the patterns that appear in the results. The primary 
analysis was 3-way linear mixed regression, predicting 
accuracy judgment of political fake news items based on 
warning condition, congruency with participant’s politi-
cal views, time, and their interactions. The analysis con-
trolled for within-person variation in general believability 
by adding subject ID as a random effect, allowing each 
person to have their own intercept. We used only random 
intercepts, not random slopes, in order to keep all the 
models a similar structure across different analyses (even 
ones with differing variables or that did not support 
the extra complexity). This analysis only considered the 
Democrat-friendly and Republican-friendly news items 
and only included those who identified or leaned toward 

Table 2 Various descriptives and demographics of main completer sample

Since there are more Democrats in the sample than Republicans, the overall averages lean more liberal/Democratic, though many analyses are agnostic of this, and 
we did not find party differences in the main outcomes

M (SD)

Personal variables

Conservatism (1 = “Extremely Liberal” to 7 = “Extremely conservative”) 3.32 (1.69)

Belief in global conspiracies (1 = “Strongly disagree” to 5 = “Strongly agree”) 2.63 (1.28)

Interest in political news (1 = “Not interested at all” to 5 = “Extremely interested”) 3.47 (1.03)

Political party (1 = “Strong Democrat” to 7 = “Strong Republican”) 3.21 (1.99)

Social media use between surveys (1 = “Not at all” to 5 = “A great deal”) 3.24 (1.09)

Intention to vote in next election (1 = “Extremely Unlikely” to 5 = “Extremely Likely”) 4.47 (1.04)

Feelings toward political institutions

Feeling toward DNC (0 = “Completely cold/negative” to 100 = “Completely warm/positive”) 44.41 (29.31)

Feeling toward RNC (0 = “Completely cold/negative” to 100 = “Completely warm/positive”) 29.42 (28.36)

Trust in information (1 = “Not at all” to 5 = “A great deal”)

Trust in information from online news sources 2.74 (0.92)

Trust in information from social media 2.21 (1.01)

Trust in information from traditional news sources 2.90 (1.08)

Trust in information from government resources 2.60 (1.07)

Trust in information from family and friends 2.65 (0.96)

Demographics %

Democrat 54%

Republican 26%

Non-leaning independent 12%

Male 55%

Female 44%

Other/non-binary 1%

White 78%

Black/African–American 6%

Asian–American 6%

Multi-racial 5%

All others 4%
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congruent and incongruent fake news headlines at Time 1 and Time 
2 based on warning condition. Error bars indicate one standard error 
of the mean
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one of those parties (n = 365, 87.3% of the sample) in 
order to create the congruency value (which would be 
missing for the politically neutral items and participants). 
The Warning-Before variable was used as the reference 
group in the dummy coded condition variable to com-
pare it to both the Warning-During and Warning-After 
condition.

This analysis found a significant 3-way interaction 
between warning condition, political congruency, and 
time for the Warning-After condition (b = − 0.618, 
SE = 0.244, p = 0.011), but not for Warning-During 
(b = − 0.077, SE = 0.244, p = 0.752). Looking at Fig. 4 and 
the interaction terms, we can see that the amount that 
the Warning-Before reduced the impact of congruency 
on fake news accuracy ratings, relative to the Warning-
After condition, reduced over time, but that this change 
in congruency impact over time was not significantly dif-
ferent between Warning-Before and Warning-During. 
To follow-up on this interaction, we conducted separate 
two-way linear regressions (warning type x political con-
gruency) at each time point.

At Time 1, there was a significant interaction between 
Warning-After and congruency (b = 0.549, SE = 0.161, 
p < 0.001) but not Warning-During and congruency 
(b = 0.139, SE = 0.161, p = 0.389). Running the regres-
sion for warning condition under each level congruency 
showed that the people in the Warning-Before condition 
believed the false news items less than those the Warn-
ing-After condition for both the congruent (b = 1.283, 
SE = 0.149, p < 0.001) and incongruent (b = 0.734, 
SE = 0.120, p < 0.001) items, while the interaction shows 
that the former was especially pronounced (i.e., the 
Warning-Before brought down belief in the congruent 
false news even more).

When looking at the impact of congruency on Time 1 
ratings in separate regressions for each condition, con-
gruency had a significant impact on belief in fake news 
for those in the Warning-After condition (b = 0.631, 
SE = 0.150, p < 0.001), but not one for those in the Warn-
ing-During (b = 0.221, SE = 0.134, p = 0.104) or Warn-
ing-Before (b = 0.0832, SE = 0.120, p = 0.492). A 2-way 
analysis (with Warning-After as the reference level) 
showed that both the Warning-During (b = − 0.410, 
SE = 0.160, p = 0.011) and Warning-Before conditions 
(b = − 0.549, SE = 0.161, p = 0.001) had significantly 
smaller effects for the congruency variable, meaning less 
difference in belief between congruent and incongru-
ent fake news. This means that both warning types were 
successful at suppressing the impact of political congru-
ency (down to a non-significant amount), and that while 
the Warning-Before condition showed the lowest con-
gruency impact, it was not significantly different from 
Warning-During.

At Time 2, however, there was no such two-way inter-
action between warning condition and congruency 
for either the Warning-After (b = − 0.070, SE = 0.170, 
p = 0.638) or Warning-During (b = 0.061, SE = 0.170, 
p = 0.719), meaning the effect of the Warning-Before in 
reducing the impact of congruency had gone away. Look-
ing just at the main effect of warning condition and con-
gruency (without their interaction) at this timepoint, we 
find a significant main effect of congruency (b = 0.501, 
SE = 0.069, p < 0.001). For warning condition, we find 
that the Warning-Before condition was not significantly 
different from the Warning-After condition (b = 0.136, 
SE = 0.116, p = 0.244), but was a bit better (in terms of 
having lower fake news belief ) than the Warning-During 
condition (b = 0.291, SE = 0.116, p = 0.013).

Overall, and as shown in Fig. 4, this indicates that the 
Warning-Before showed an immediate (Time 1) impact 
relative to the Warning-After in reducing belief in the 
fake news articles and eliminating any significant impact 
of political congruency, but was not significantly more 
impactful compared to Warning-During. Over time, 
however, that impact lessened, to where the Warning-
Before was no better than either other condition in 
reducing the impact of political congruency. It did, how-
ever, perform a small amount better than the Warning-
During condition at Time 2 in lowering belief on average. 
Analysis of each headline individually is in the online 
supplement, Additional file  1: Appendix E, along with 
tests of various individual difference moderators of the 
effect, and the raw output of all models can be found at 
https:// osf. io/ gtuha/.
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As a comparison, the ratings of true news articles 
showed no such impact of warning condition or time, as 
seen in Fig.  5. When running the same analyses above, 
except using the rating of true articles (averaged across 
multiple items for each participant), there were no sig-
nificant two- or three-way interactions between warn-
ing condition, congruency, and time. The only significant 
effect was a main effect (when running a linear mixed 
regression with those variables, without interactions) of 
political congruency (b = 0.679, SE = 0.030, p < 0.001) the 
impact of which did not change based on timepoint or 
warning condition. This means that people believed the 
true news more when it was favorable to their political 
views, and neither this effect nor overall belief changed 
over time or depending on warning condition.

Memory of headlines
We also looked at the impact of whether participants 
reported that they remembered seeing the headline at 
time 1 by running a similar 3-way mixed regression pre-
dicting belief in the fake news item by warning condi-
tion, time, and memory of seeing the headline (treating 
the three-point measure as a scale, with higher numbers 
being more confident of memory). This analysis was done 
on the full sample of respondents and false news items, as 
it did not include the congruency variable that required 
limiting to non-partisans. On average across the false 
news items, 36% of respondents reported that they did 
not remember seeing the headline in the survey at time 
1, 24% were unsure if they had seen it, and 40% remem-
bered seeing it. There was statistically significant a 3-way 
interaction such that the relationship between memory 
and accuracy changed over time differently between the 
Warning-Before condition and Warning-after condi-
tion (b = − 0.282, SE = 0.121, p = 0.020), though there 
was no significant difference between Warning-Before 
and Warning-During (b = − 0.052, SE = 0.120, p = 0.666). 
Follow-up analyses show that at Time 2, those in the 
Warning-Before condition believed the fake news more 
the more they remembered it from Time 1 (b = 0.249, 
SE = 0.069, p < 0.001), whereas there was no significant 
impact of this memory variable in the Warning-After 
condition (b = − 0.110, SE = 0.068, p = 0.108), as seen 
in Fig. 6. And there was no significant impact at Time 1 
based on whether that headline was eventually recalled at 
Time 2 or not (b = 0.060, SE = 0.038, p = 0.110). The low-
est belief in the fake news headlines at Time 2 came from 
people who saw the Warning-Before but did not remem-
ber seeing it at Time 1.

For the question about whether people remembered 
seeing the false story anywhere outside of the survey 
(which should not have happened since they were created 
for the study), 20% of participants reported remembering 

at least one of them. This rate did not differ between 
warning condition (χ2(2) = 0.458, p = 0.795) and did not 
impact warning effectiveness between any conditions or 
their interactions over time (all ps > 0.05). It did, however, 
interact with the time variable (b = 1.032, SE = 0.245, 
p < 0.001), in that those that reported remembering the 
story outside of the survey rose significantly more in 
their belief from Time 1 to Time 2.

Count of false items believed
Finally, we conducted a regression predicting the num-
ber of the false items rated as “True” in the final assess-
ment of all news items to find other possible individual 
factors (e.g., political disposition, trust in online news) 
that may increase susceptibility to false news items. This 
analysis used a Poisson regression (overdispersion esti-
mate = 0.823, p = 0.996, indicating overdispersion was 
not an issue) on the full sample. Coefficients of the model 
are in Table 3.

On average, participants believed 1.36 of the fake 
news items (out of 3) at the end. There was no impact 
of either the warning condition or the order of whether 
the respondents first rated the items as true or false or 
first gave an assessment of their own potential bias. For 
the personal variables, there was no significant effect of 
gender, political ideology or being more interested in pol-
itics. However, there was a significant effect of conspira-
torial belief, measured by how much participants agreed 
or disagreed (on a single 5-point item) that big events are 
controlled by a secret group working against the rest of 
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us. Importantly, conspiratorial thinking was only pre-
dictive of believing more false stories; there was no sig-
nificant correlation between that conspiracy item and 
believing more of the true stories (r = − 0.030, p = 0.544).

Finally, the model included self-reported social media 
usage in the prior two weeks, self-reported trust in online 
news sources, and self-reported trust in information 
found on social media, none of which predicted the num-
ber of false items believed as true. We did find that the 
more true news stories were (correctly) believed as true, 
the more false items were also rated as true. A correla-
tion table between items is available in Additional file 1: 
Appendix D.

Discussion
The warning that came before the headline had a strong 
impact on getting people to reject the fake news and get-
ting them to show no difference based on the political 
congruency of the information. However, its improve-
ment over the more common label under the headline 
was not statistically significant at that time. And over 
time, that difference from the correction condition, the 
closest we had to a control condition, largely went away. 
Two weeks after reading the headline, people who had 
received that strong warning rated the accuracy of those 
news items at similar levels as those who had received 
the warning after the headline, meaning the warning 
did not have an “inoculation” effect as hoped, where the 
news would be remembered as false if it came up again 

elsewhere. This mostly contradicts our expectation based 
on prior sleeper effect literature, which has shown a lack 
of a sleeper effect when the discounting cue came before 
the information (Kumkale & Albarracín, 2004), though 
it did have a slight improvement compared to the con-
current warning label. By Time 2, the effect of political 
congruency strongly returned and at similar levels in all 
conditions. This shows that even after a strong, initially 
effective warning, what remains is the on-going tendency 
to believe what fits with our political views. As memory 
fades and warning effectiveness lessens, the impact of 
partisanship stays on after a temporary setback—parti-
sanship persisted.

It is possible that the warning before may have shown 
more of a positive impact one week out (if the before 
warning decayed slower than others), though past anal-
yses have not found a significant impact of time inter-
val on the sleeper effect (Kumkale & Albarracín, 2004). 
Future studies may look at varying the time interval, as 
people may be re-exposed to misinformation in the real 
world anywhere from minutes to years from when they 
first saw it.

There was a mix of people who remembered the head-
line from the prior survey and people who were unsure 
or did not. When looking at belief at Time 2, those who 
were in the Warning-Before (the forewarning condition) 
were better at rejecting the fake news headlines the less 
they reported a memory of that headline from the Time 
1 survey. Other research has found that feeling more 

Table 3 Predictors of increased number of false items believed to be true

Items with *** were statistically significant at p < 0.001, ** are significant at p < 0.01, and others were not significant (p > 0.05). The reference categories were Warning 
Before for Warning condition, Bias awareness questions first for Order condition, and female for Gender (with other genders excluded due to sample size)

Poisson regression model predicting count of false items rated as true at end

Coefficient Standard error p value

Warning condition

Warning-After 0.128 0.108 0.238

Warning-During 0.087 0.110 0.428

Order condition

Memory items first 0.086 0.087 0.322

Personal variables

Male gender (relative to female) 0.031 0.090 0.732

Ideology (higher is more conservative) − 0.010 0.027 0.718

Interest in politics − 0.034 0.044 0.434

Conspiratorial disposition** 0.108 0.035 0.002

Online news variables

Social media usage 0.015 0.043 0.717

Trust in social media − 0.015 0.051 0.765

Trust in online news − 0.021 0.054 0.702

True news stories rated as true*** 0.074 0.022 0.001

Constant − 0.500 0.312 0.109
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confident in one’s memory can be associated with more 
biased recall of thinking that past political attitudes were 
more similar to current attitudes than they actually were 
(Grady, 2019); it could be that the feeling of familiarity 
of a story that leads to more reported (but not actual) 
memory also leads to reduced effectiveness of the oth-
erwise strong warning because that familiarity is also 
associated with truthfulness (Polage, 2012; Whittlesea, 
1993). Future studies may want to investigate not just 
whether people remember seeing the headline before but 
whether they remember seeing the disputed notice on 
it, since the memory of the information alone may have 
been encoded as true simply by reading it, even after the 
warning (Gilbert et al., 1993). About 1/5th of the sample 
reported a potential false memory, reporting remember-
ing at least one of the stories from outside of the survey, 
and those who did were especially likely to have come to 
believe the story was true later.

As expected, political congruency was highly related to 
the final accuracy judgments, such that people thought 
that headlines that were more friendly to their political 
affiliation were more likely to be accurate than news that 
was not, even though participants had been told that all 
of them were false and had shown less of a congruency 
affect with a warning at time 1. Past research has shown 
that this political effect is driven not just by motivation 
to find truth in the friendly story, but that the congru-
ent information is accepted more uncritically or “lazily,” 
while the incongruent information is given more critical 
thought about why one should be (rightfully) skeptical of 
it (Ditto & Lopez, 1992; Pennycook & Rand, 2018).

This effect occurred similarly for both Democrats 
and Republicans, who did not significantly differ in the 
amount they were affected by political congruency of 
the news nor in how much they believed false news on 
average. This is not surprising given past research show-
ing similar levels of information processing bias between 
liberals and conservatives (Ditto et al, 2018). This differ-
ence was present for the true news items as well, which 
were steady over time and across conditions, indicating 
that the presence of these various types of warnings did 
not significantly impact how people rated headlines that 
they saw without any warnings.

These results do not suggest that warnings have no 
benefit or that the new Warning-Before model is not a 
better choice than the other versions like the concurrent 
label or post-correction. While it did not show as strong 
of a long-term effect as hoped, where most people would 
continue rating the false news as false multiple weeks 
later, the before-warning was still the best overall. It had a 
strong initial impact relative to the correction condition, 
and a slight long-term advantage over the more com-
monly used concurrent warning (though not significantly 

better than the correction condition expected to have the 
worst long-term performance), making it the same or 
better than the other version at every test.

Importantly, this study required people to view all the 
headlines in order to assess memory for them at follow-
up. However, when given a forewarning and given an 
option to not view, it is possible that many users would 
opt to avoid reading the article in the first place, whereas 
those with the warning label next to an already-visi-
ble headline may not have that option to choose to not 
expose themselves to the false information. Thus, the 
Warning-Before may be a much more powerful warning 
in real-world usage if it causes people to avoid the infor-
mation entirely, something not assessed in this study but 
worth future investigation.

One individual variable that did come out as a sig-
nificant predictor of believing false headlines in general 
was conspiratorial thinking, which matches with prior 
research showing those higher in conspiratorial thinking 
are more susceptible to believing in politically oriented 
false news (Anthony & Moulding, 2019; Grady, 2019). 
It may be that this goes along with a less analytical style 
or more dogmatic form of thinking that other research-
ers have found associated with belief in fake news (Bron-
stein et  al., 2018), and that targeting specific groups of 
people or trying to increase analytical thinking style may 
be important in the future. Those high in conspiratorial 
thinking are more likely to share fake news due to their 
increased belief in them (Halpern et  al., 2019), so any 
reduction in their long-term confidence is likely to limit 
sharing behavior as well.

Given these noticeable but modest (in the long-term) 
impacts, these results suggest that warnings are not 
likely, alone, to be sufficient to counter the impact of false 
information online, given how hard misinformation is to 
correct once read. Even if people recognize an article as 
false the first time they encounter it, they may believe it 
just as much if seen again later without a tag. Additional 
measures should also be trying to limit the amount of 
false information that is distributed in the first place, 
rather than trying to relying only on warnings or correc-
tions to mitigate their impact, such as how various sites 
like Facebook and YouTube are now starting to remove 
content that aims to misinform people.

Limitations
There were several important limitations of this study. 
First, people knew they were participating in a research 
study. This may have caused the warnings to be less 
effective because people were suspicious of the agenda 
of the researchers in giving the warning, or the warn-
ings may have been more effective than they would be 
in the real world if people trusted in the authority of the 
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information (e.g., one participant commented that they 
wished to know who had rated the story as false, as that 
would help them decide whether to trust it). The act of 
asking participants to rate articles makes them more crit-
ical in judging accuracy (Moravec et al., 2019), meaning 
that real-world belief is likely even higher. Future studies 
should look to real-world settings and behavior (e.g., opt-
ing in to view articles, sharing behavior) to understand 
how these warnings work in appropriate contexts.

Power was adequate for the between-subjects test 
for a medium size effect, but given the modest impacts 
of warnings found in other studies, and the many 
subgroups to test, a larger sample might be needed 
to detect smaller effect sizes, especially between the 
Warning-Before and Warning-During conditions.

The design of the study used three fake news items, 
and many analyses focused on the two partisan items. If 
there were issues with the believability or reception of 
a particular item, that may impact the results in a way 
that a larger study with many items may be able to bal-
ance out. We chose to use just one of each type to keep 
them balanced to each other on believability and con-
sistent across participants, but future replications with 
larger, more diverse set of fake news items (varying in 
topic and believability) would improve our understand-
ing of the generalizability of the results. For example, 
the politically neutral fake news item was believed 
more often because it was more similar to actual accu-
sations that had happened against the company. This 
presents an important aspect for future research to 
address, in that often the “fake” news being spread is 
not 100% false, instead but misleading or incorrect in 
some way. News that is similar to real events, or based 
on outdated information, or presented in a misleading 
manner may have similar negative effects as a com-
pletely untrue story, but may be harder to detect and 
thus correct than something entirely made up.

Finally, we did not have a true control group without 
warning or correction at time 1 to know whether belief 
would have risen over time regardless. This concern is 
lessened by seeing that true items (which had no warn-
ings) did not show any increase over time, and by the 
fact that we were mostly comparing warnings to each 
other and not a control. We made the choice not to 
have to condition for ethical considerations, wanting to 
avoid a situation where we gave any participants nega-
tive information about two current presidential candi-
dates that we left uncorrected for two weeks (and not 
corrected at all for those who did not return).

Conclusions and future directions
These results are in line with other research showing the 
limits of effectiveness in warnings and the high, lasting 

impact of political congruency. This is important as social 
media organizations and other online sites continue to 
try and rely upon fake news warning labels, which may 
not be effective alone at combating the spread of misin-
formation. Overall, we found that the warning before 
a headline is likely an improvement upon the warning 
below a headline, but with a disappointing long-term 
effectiveness that warrants it not being the only solution.

Research on the continued effects of misinformation 
on memory have pointed out that the reason corrections 
are often ineffective is that the original information has 
already been accepted as legitimate and true (Seifert, 
2002), and corrections are least effective when the infor-
mation fits strongly with a person’s worldview (Cook 
et al., 2015). As negative affect toward opposing political 
parties increases (Iyengar et al., 2012), negative informa-
tion about opposing candidates and their immoral behav-
ior is likely to be accepted readily by partisans, even when 
in a skeptical mindset. In a practical sense, this shows 
how difficult it is to encourage rejection of politically 
congenial fake news; the news that people want to believe 
is likely to be accepted over time, and the rest rejected, 
leading to a self-fulfilling cycle of partisan expectations.

Given this, it may be that headline-level interventions 
are not going to be completely effective, and structural 
changes that limit the spread of fake news in the first 
place are needed to more effectively contain its danger-
ous influence (Levi, 2017). While any change to increase 
the effectiveness of warning tags would be beneficial, 
suggesting that a move to warnings before an article may 
be warranted, they need to be part of a broader solution, 
especially if people would not recognize the information 
is false if they encounter it again elsewhere.

Additionally, future interventions may want to look 
into addressing the emotional aspect in additional to 
the cognitive. Factual warning labels are a form of “cold” 
intervention—more cognitive, grounded, interventions 
designed to increase critical thinking—attempting to 
address a “hot” issue, where partisan emotions over-
whelm people’s typical rational patterns. Seeing an out-
rage-inducing headline about a divisive political figure or 
topic feeds into increasing feelings of mistrust and anger 
(beyond just disagreement) toward the “other side” of the 
political aisle. While a person may immediately under-
stand cognitively that a fact is false, it may be harder to 
undo the deeply partisan resonance that is felt when it 
fits well into an existing worldview.

Supplementary Information
The online version contains supplementary material available at https:// doi. 
org/ 10. 1186/ s41235- 021- 00315-z.

https://doi.org/10.1186/s41235-021-00315-z
https://doi.org/10.1186/s41235-021-00315-z


Page 15 of 16Grady et al. Cogn. Research            (2021) 6:52  

Additional file 1. Contains Appendix A (secondary data analysis), Appen-
dix B (all study materials), Appendix C (pilot study to select materials), 
Appendix D (correlation table for individual variables) and Appendix E 
(other analyses not included in main paper).

Acknowledgements
Not applicable.

Authors’ contributions
RHG designed and conducted the study, analyzed the data, and drafted the 
manuscript. PHD and EFL significantly contributed to the conceptualiza-
tion, design, and write-up of the study and materials. All authors read and 
approved the final manuscript.

Funding
Funding for this study was provided by a Dean’s Dissertation Data Collection 
Stipend from the School of Social Ecology at the University of California, Irvine. 
The funding body did not play a role in the design, analysis, interpretation, or 
drafting of the study.

Availability of data and material
All study materials are available in Additional file 1: Appendix B. Data and 
scripts used to generate the findings in this paper are available from the 
first author by request, with some materials, models, and output available at 
https:// osf. io/ gtuha/.

Declarations

Ethics approval and consent to participate
The study was determined to be exempt from UC Irvine’s IRB review due to 
involving only survey interactions and not asking participants to disclose 
sensitive (e.g., financial, legal, employability) information.

Consent for publication
The manuscript does not include any participant information that requires 
consent.

Competing interests
The authors declare that they have no competing interests.

Received: 23 August 2020   Accepted: 29 June 2021

References
Anderson, C. A., Lepper, M. R., & Ross, L. (1980). The perseverance of social 

theories: The role of explanation in the persistence of discredited infor-
mation. Journal of Personality and Social Psychology, 39(6), 1037–1049.

Anthony, A., & Moulding, R. (2019). Breaking the news: Belief in fake news 
and conspiracist beliefs. Australian Journal of Psychology, 71(2), 154–162. 
https:// doi. org/ 10. 1111/ ajpy. 12233

Britt, M. A., Rouet, J. F., Blaum, D., & Millis, K. (2019). A reasoned approach to 
dealing with fake news. Policy Insights from the Behavioral and Brain Sci-
ences, 6(1), 94–101. https:// doi. org/ 10. 1177/ 23727 32218 814855

Bronstein, M. V., Pennycook, G., Bear, A., Rand, D. G., & Cannon, T. D. (2018). 
Belief in fake news is associated with delusionality, dogmatism, religious 
fundamentalism, and reduced analytic thinking. Journal of Applied 
Research in Memory and Cognition. https:// doi. org/ 10. 1016/j. jarmac. 2018. 
09. 005

Clayton, K., Blair, S., Busam, J. A., Forstner, S., Glance, J., Green, G., Kawata, A., 
Kovvuri, A., Martin, J., Morgan, E., & Sandhu, M. (2019). Real solutions 
for fake news? Measuring the effectiveness of general warnings and 
fact-check tags in reducing belief in false stories on social media. Political 
Behavior. https:// doi. org/ 10. 1007/ s11109- 019- 09533-0

Clegg, N. (2020). Combating COVID-19 misinformation across our apps. Face-
book. Retrieved December 11, 2020, from https:// about. fb. com/ news/ 
2020/ 03/ comba ting- covid- 19- misin forma tion/.

Cook, J., Ecker, U., & Lewandowsky, S. (2015). Misinformation and how to 
correct it. In R. Scott & S. Kosslyn (Eds.) Emerging trends in the social and 
behavioral sciences: An interdisciplinary, searchable, and linkable resource 
(pp. 1–17). Retrieved July 31, 2020, from https:// www. resea rchga te. net/ 
profi le/ Ullri ch_ Ecker/ publi cation/ 27781 6966_ Misin forma tion_ and_ its_ 
Corre ction/ links/ 55750 66108 ae753 6374ff 554/ Misin forma tion- and- its- 
Corre ction. pdf.

Ditto, P., Liu, B., Clark, C., Wocjik, S., Chen, E. E., Grady, R. H., Celnicker, J., & Zinger, 
J. (2018). At least bias is bipartisan: A meta-analytic comparison of politi-
cal bias in liberal and conservative Americans. Perspectives on Psychologi-
cal Science, 14, 273–291. https:// doi. org/ 10. 1177/ 17456 91617 746796

Ditto, P. H., & Lopez, D. F. (1992). Motivated skepticism: Use of differential 
decision criteria for preferred and nonpreferred conclusions. Journal of 
Personality and Social Psychology, 63, 568–584.

Ecker, U. K., Lewandowsky, S., & Chadwick, M. (2020). Can corrections spread 
misinformation to new audiences? Testing for the elusive familiarity back-
fire effect. Cognitive Research: Principles and Implications, 5, 1–25. https:// 
doi. org/ 10. 1186/ s41235- 020- 00241-6

Ecker, U. K., Lewandowsky, S., & Tang, D. T. (2010). Explicit warnings reduce but 
do not eliminate the continued influence of misinformation. Memory & 
Cognition, 38(8), 1087–1100. https:// doi. org/ 10. 3758/ MC. 38.8. 1087

Gilbert, D. T., Tafarodi, R. W., & Malone, P. S. (1993). You can’t not believe every-
thing you read. Journal of Personality and Social Psychology, 65, 221–233.

Grady, R. H. (2019). Examining, correcting, and failing to correct politically 
biased judgments and memories in real-world contexts (Doctoral Dis-
sertation). Retrieved July 31, 2020, from https:// escho larsh ip. org/ uc/ item/ 
37722 8jv.

Halpern, D., Valenzuela, S., Katz, J., & Miranda, J. P. (2019). From belief in 
conspiracy theories to trust in others: Which factors influence exposure, 
believing and sharing fake news. In International conference on human-
computer interaction (pp. 217–232). Springer, Cham. https:// doi. org/ 10. 
1007/ 978-3- 030- 21902-4_ 16.

Iyengar, S., Sood, G., & Lelkes, Y. (2012). Affect, not ideology: A social identity 
perspective on polarization. Public Opinion Quarterly, 76, 405–431. https:// 
doi. org/ 10. 1093/ poq/ nfs038

Kavanagh, J. & Rich, M. D. (2018). Truth decay: A threat to policy-making and 
democracy. Santa Monica, CA: Rand Corporation. Retrieved July 31, 2020, 
from https:// www. rand. org/ pubs/ resea rch_ briefs/ RB100 02. html.

Keith, B. E., Magleby, D. B., Nelson, C. J., Orr, E., Westlye, M. C., & Wolfinger, R. E. 
(1986). The partisan affinities of independent ‘leaners.’ British Journal of 
Political Science, 16, 155–185.

Klar, S. & Krupnikov, Y. (2018, October 17). How to win wing voters (and how to 
lose them). New York Times. Retrieved August 2, 2020 from https:// www. 
nytim es. com/ 2018/ 10/ 17/ opini on/ midte rms- indep enden ts- swing- voter 
s-. html.

Kumkale, G. T., & Albarracín, D. (2004). The sleeper effect in persuasion: A meta-
analytic review. Psychological Bulletin, 130, 143–172.

Levi, L. (2017). Real fake news and fake fake news. First Amendment Law Review, 
16, 232.

Lewandowsky, S., Ecker, U. K., Seifert, C. M., Schwarz, N., & Cook, J. (2012). 
Misinformation and its correction: Continued influence and successful 
debiasing. Psychological Science in the Public Interest, 13, 106–131.

Lima, C. (2020, August 31). Twitter changing labeling practices after 
deceptive videos hit Biden. Politico. Retrieved December 11, 2020, 
from https:// www. polit ico. com/ news/ 2020/ 08/ 31/ twitt er- docto 
red- video- policy- biden- 406632.

Loftus, E. (2005). Planting misinformation in the human mind: A 30-year inves-
tigation of the malleability of memory. Learning & Memory, 12, 361–366. 
https:// doi. org/ 10. 1101/ lm. 94705

Lyons, T. (2017). Replacing disputed flags with related articles. Facebook. 
Retrieved July 31, 2020, from https:// about. fb. com/ news/ 2017/ 12/ news- 
feed- fyi- updat es- in- our- fight- again st- misin forma tion/.

Martens, B., Aguiar, L., Gomez-Herrera, E., & Mueller-Langer, F. (2018). The digital 
transformation of news media and the rise of disinformation and fake 
news: An economic perspective. Digital Economy Working Paper 2018-
02. Retrieved July 31, 2020, from https:// papers. ssrn. com/ sol3/ papers. 
cfm? abstr act_ id= 31641 70.

Moravec, P., Kim, A., Dennis, A. R., & Minas, R. (2019). Do you really know if 
it’s true? How asking users to rate stories affects belief in fake news on 
social media. In Proceedings of the 52nd Hawaii international conference on 
system sciences (pp. 6602–6611). https:// doi. org/ 10. 2139/ ssrn. 32710 57.

https://osf.io/gtuha/
https://doi.org/10.1111/ajpy.12233
https://doi.org/10.1177/2372732218814855
https://doi.org/10.1016/j.jarmac.2018.09.005
https://doi.org/10.1016/j.jarmac.2018.09.005
https://doi.org/10.1007/s11109-019-09533-0
https://about.fb.com/news/2020/03/combating-covid-19-misinformation/
https://about.fb.com/news/2020/03/combating-covid-19-misinformation/
https://www.researchgate.net/profile/Ullrich_Ecker/publication/277816966_Misinformation_and_its_Correction/links/5575066108ae7536374ff554/Misinformation-and-its-Correction.pdf
https://www.researchgate.net/profile/Ullrich_Ecker/publication/277816966_Misinformation_and_its_Correction/links/5575066108ae7536374ff554/Misinformation-and-its-Correction.pdf
https://www.researchgate.net/profile/Ullrich_Ecker/publication/277816966_Misinformation_and_its_Correction/links/5575066108ae7536374ff554/Misinformation-and-its-Correction.pdf
https://www.researchgate.net/profile/Ullrich_Ecker/publication/277816966_Misinformation_and_its_Correction/links/5575066108ae7536374ff554/Misinformation-and-its-Correction.pdf
https://doi.org/10.1177/1745691617746796
https://doi.org/10.1186/s41235-020-00241-6
https://doi.org/10.1186/s41235-020-00241-6
https://doi.org/10.3758/MC.38.8.1087
https://escholarship.org/uc/item/377228jv
https://escholarship.org/uc/item/377228jv
https://doi.org/10.1007/978-3-030-21902-4_16
https://doi.org/10.1007/978-3-030-21902-4_16
https://doi.org/10.1093/poq/nfs038
https://doi.org/10.1093/poq/nfs038
https://www.rand.org/pubs/research_briefs/RB10002.html
https://www.nytimes.com/2018/10/17/opinion/midterms-independents-swing-voters-.html
https://www.nytimes.com/2018/10/17/opinion/midterms-independents-swing-voters-.html
https://www.nytimes.com/2018/10/17/opinion/midterms-independents-swing-voters-.html
https://www.politico.com/news/2020/08/31/twitter-doctored-video-policy-biden-406632
https://www.politico.com/news/2020/08/31/twitter-doctored-video-policy-biden-406632
https://doi.org/10.1101/lm.94705
https://about.fb.com/news/2017/12/news-feed-fyi-updates-in-our-fight-against-misinformation/
https://about.fb.com/news/2017/12/news-feed-fyi-updates-in-our-fight-against-misinformation/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3164170
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3164170
https://doi.org/10.2139/ssrn.3271057


Page 16 of 16Grady et al. Cogn. Research            (2021) 6:52 

Nyhan, B., & Reifler, J. (2010). When corrections fail: The persistence of political 
misperceptions. Political Behavior, 32, 303–330.

O’Connell, A., & Greene, C. M. (2017). Not strange but not true: Self-reported 
interest in a topic increases false memory. Memory, 25, 969–977.

Paynter, J., Luskin-Saxby, S., Keen, D., Fordyce, K., Frost, G., Imms, C., Miller, S., 
Trembath, D., Tucker, M., & Ecker, U. (2019). Evaluation of a template for 
countering misinformation: Real-world Autism treatment myth debunk-
ing. PLoS ONE, 14, e0210746. https:// doi. org/ 10. 1371/ journ al. pone. 02107 
46

Pennycook, G., Cannon, T. D., & Rand, D. G. (2018). Prior exposure increases per-
ceived accuracy of fake news. Journal of Experimental Psychology: General, 
147, 1865–1880. https:// doi. org/ 10. 1037/ xge00 00465

Pennycook, G., & Rand, D. G. (2018). Lazy, not biased: Susceptibility to partisan 
fake news is better explained by lack of reasoning than by motivated 
reasoning. Cognition. https:// doi. org/ 10. 1016/j. cogni tion. 2018. 06. 011

Polage, D. C. (2012). Making up history: False memories of fake news stories. 
Europe’s Journal of Psychology, 8, 245–250. https:// doi. org/ 10. 5964/ ejop. 
v8i2. 456

Pratkanis, A. R., Greenwald, A. G., Leippe, M. R., & Baumgardner, M. H. (1988). In 
search of reliable persuasion effects: III. The sleeper effect is dead: Long 
live the sleeper effect. Journal of Personality and Social Psychology, 54, 
203–218.

Roettgers, J. (2019, May 24). Facebook on defensive over fake Pelosi video. 
Variety. Retrieved July 31, 2020, from https:// varie ty. com/ 2019/ digit al/ 
news/ faceb ook- fake- pelosi- video- 12032 25374/.

Rosen, G., Harbath, K., Gleicher, N., & Leathern, R. (2019). Helping to protect the 
2020 US elections. Facebook. Retrieved July 21, 2020, from https:// about. 
fb. com/ news/ 2019/ 10/ update- on- elect ion- integ rity- effor ts/.

Seifert, C. M. (2002). The continued influence of misinformation in memory: 
What makes a correction effective? In B. H. Ross (Eds.), Psychology of learn-
ing and motivation (Vol. 41, pp. 265–292). Academic Press. https:// www. 

resea rchga te. net/ publi cation/ 24731 7334_ The_ conti nued_ influ ence_ of_ 
misin forma tion_ in_ memory_ What_ makes_a_ corre ction_ effec tive.

Sindermann, C., Cooper, A., & Montag, C. (2020). A short review on suscepti-
bility to falling for fake political news. Current Opinion in Psychology, 36, 
44–48. https:// doi. org/ 10. 1016/j. copsyc. 2020. 03. 014

Swire-Thompson, B., DeGutis, J., & Lazer, D. (2020). Searching for the backfire 
effect: Measurement and design considerations. Journal of Applied 
Research in Memory and Cognition, 9, 286–299. https:// doi. org/ 10. 1016/j. 
jarmac. 2020. 06. 006

Swire, B., & Ecker, U. K. H. (2018). Misinformation and its correction: Cogni-
tive mechanisms and recommendations for mass communication. In 
B. Southwell, E. A. Thorson, & L. Sheble (Eds.), Misinformation and mass 
audiences. University of Texas Press.

Swire, B., Ecker, U., & Lewandowsky, S. (2017). The role of familiarity in correct-
ing inaccurate information. Journal of Experimental Psychology Learning: 
Memory, and Cognition, 43, 1948–1961. https:// doi. org/ 10. 1037/ xlm00 
00422

Uscinski, J. E., Klofstad, C., & Atkinson, M. D. (2016). What drives conspirato-
rial beliefs? The role of informational cues and predispositions. Political 
Research Quarterly, 69, 57–71.

Walter, N., & Murphy, S. T. (2018). How to unring the bell: A meta-analytic 
approach to correction of misinformation. Communication Monographs, 
85, 423–441. https:// doi. org/ 10. 1080/ 03637 751. 2018. 14675 64

Whittlesea, B. W. A. (1993). Illusions of familiarity. Journal of Experimental Psy-
chology: Learning, Memory, and Cognition, 19, 1235–1253. https:// doi. org/ 
10. 1037/ 0278- 7393. 19.6. 1235

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

https://doi.org/10.1371/journal.pone.0210746
https://doi.org/10.1371/journal.pone.0210746
https://doi.org/10.1037/xge0000465
https://doi.org/10.1016/j.cognition.2018.06.011
https://doi.org/10.5964/ejop.v8i2.456
https://doi.org/10.5964/ejop.v8i2.456
https://variety.com/2019/digital/news/facebook-fake-pelosi-video-1203225374/
https://variety.com/2019/digital/news/facebook-fake-pelosi-video-1203225374/
https://about.fb.com/news/2019/10/update-on-election-integrity-efforts/
https://about.fb.com/news/2019/10/update-on-election-integrity-efforts/
https://www.researchgate.net/publication/247317334_The_continued_influence_of_misinformation_in_memory_What_makes_a_correction_effective
https://www.researchgate.net/publication/247317334_The_continued_influence_of_misinformation_in_memory_What_makes_a_correction_effective
https://www.researchgate.net/publication/247317334_The_continued_influence_of_misinformation_in_memory_What_makes_a_correction_effective
https://doi.org/10.1016/j.copsyc.2020.03.014
https://doi.org/10.1016/j.jarmac.2020.06.006
https://doi.org/10.1016/j.jarmac.2020.06.006
https://doi.org/10.1037/xlm0000422
https://doi.org/10.1037/xlm0000422
https://doi.org/10.1080/03637751.2018.1467564
https://doi.org/10.1037/0278-7393.19.6.1235
https://doi.org/10.1037/0278-7393.19.6.1235

	Nevertheless, partisanship persisted: fake news warnings help briefly, but bias returns with time
	Abstract 
	Statement of significance
	Introduction
	Sleeper effect
	Political motivation
	Purpose of the present study

	Method
	Sample
	Time 1 materials and procedure
	Ratings of news headlines
	Warning condition

	Time 2 materials and procedure
	Memory bias awareness
	Debrief

	Measures
	Outcome variables
	Predictor variables


	Results
	Accuracy judgments
	Memory of headlines
	Count of false items believed

	Discussion
	Limitations
	Conclusions and future directions

	Acknowledgements
	References




