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Perspective: Simulations of nonradiative processes in semiconductor
nanocrystals

Dipti Jasrasaria,1, a) Daniel Weinberg,1, 2, b) John P. Philbin,3, c) and Eran Rabani1, 2, 4, d)
1)Department of Chemistry, University of California, Berkeley, California 94720,
USA
2)Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720,
USA
3)Harvard John A. Paulson School of Engineering and Applied Sciences, Harvard University, Cambridge, MA 02138,
USA
4)The Raymond and Beverly Sackler Center of Computational Molecular and Materials Science, Tel Aviv University,
Tel Aviv 69978, Israel

(Dated: 1 November 2022)

The description of carrier dynamics in spatially confined semiconductor nanocrystals (NCs), which have en-
hanced electron-hole and exciton-phonon interactions, is a great challenge for modern computational science.
These NCs typically contain thousands of atoms and tens of thousands of valence electrons with a discrete
spectra at low excitation energies, similar to atoms and molecules, that converges to the continuum bulk limit
at higher energies. Computational methods developed for molecules are limited to very small nanoclusters,
and methods for bulk systems with periodic boundary conditions are not suitable due to the lack of transla-
tional symmetry in NCs. This perspective focuses on our recent efforts in developing a unified atomistic model
based on the semiempirical pseudopotential approach, which is parametrized by first-principle calculations
and validated against experimental measurements, to describe two of the main nonradiative relaxation pro-
cesses of quantum confined excitons: exciton cooling and Auger recombination. We focus on the description
of both electron-hole and exciton-phonon interactions in our approach and discuss the role of size, shape, and
interfacing on the electronic properties and dynamics for II-VI and III-V semiconductor NCs.

I. INTRODUCTION

Colloidal semiconductor nanocrystals (NCs) offer an
idealized test bed to explore the behavior of excitons and
multiexcitons from the discrete, molecular limit to the
continous, bulk limit.1–6 At low excitation energies, NCs
have discrete spectra due to quantum confinement effects,
which resemble those of atoms and molecules, while at
higher excitation energies, due to increasingly large den-
sities of states, their spectra converge to the bulk contin-
uum limit. Understanding the interplay of degeneracy,
size, shape, and material composition on NC electronic
structure has been the subject of numerous studies over
the past several decades.2,7–14

From a theoretical perspective, the description of exci-
tons and multiexcitons in semiconductor NCs poses sev-
eral challenges. Because NCs contain several hundreds
to thousands of atoms and valence electrons, quantum
chemistry techniques that were developed to study the
excited states of molecules are far too computationally
expensive to be applicable to NCs. Thus, early work
focused on the development of continuum approaches
starting from the bulk limit, within a family of effec-
tive mass models, to describe the quantum confinement
of excitons and dielectric screening.7,15 The most popular
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single-parabolic band approximation provides a qualita-
tive description of the optical properties of NCs, but it
does not account for non-parabolic effects and valence-
band degeneracies that are important in NCs. A more
quantitative description based on the multi-band effective
mass model revealed rich behavior and provided accurate
predictions of the exciton fine structure and band-edge
exciton splittings as well as their dependence on the size,
shape, and crystal structure of the NC.11,16–18 In addi-
tion, the inclusion of many-body exchange interactions of
electrons and holes resulted in optically forbidden dark
excitons and explained the non-monotonic temperature
dependence of the radiative lifetime in NCs.19–22

Despite the significant progress made based on the ef-
fective mass model, the lack of an underlying atomistic
description has limited the application primarily to the
description of optical properties, which are less sensitive
to the atomistic detail of the NC, particularly in the
strong confinement limit (R < aB, where R is the NC
radius and aB is the bulk exciton Bohr radius). To ac-
count for inhomogeneities in the NC structure, semiem-
pirical pseudopotential models, which became popular in
the 1970s and 1980s to describe the electronic and op-
tical properties of bulk semiconductors and surfaces,23

were employed and further developed to study excitons
in a variety of semiconductor NCs,9,24–26 demonstrating
remarkable success in postdicting and predicting the ex-
citon fine structure21 as well as the roles of defects,27,28

stress, and strain on the electronic structure.29,30

In recent years, growing interest in the dynamics of ex-
citons inspired by novel experimental observations,31–47
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has shifted the focus for theory to address issues related
to the transients of these nonequilibrium species.48 Un-
derstanding the radiative and nonradiative decay chan-
nels depicted in Fig. 1 as well as the dephasing and en-
ergy transfer mechanisms of confined excitons, which are
dictated by the exciton-phonon and exciton-exciton cou-
plings, is key to the rational design of NC-based technolo-
gies with reduced thermal losses and increased quantum
yields. Two central decay channels are the main focus
the current perspective.

The first decay channel is that of nonradiative relax-
ation of hot excitons, or cooling, illustrated in Fig. 1.
The study of this process is motivated by conflicting
results for the relaxation times of hot excitons to the
band edge in confined structures relative to those of ex-
citons in bulk.31,33,49–56 Due to the discrete nature of
the excitonic levels in confined NCs, exciton cooling via
phonon emission, especially near the band edge, has been
thought to require multi-phonon processes and would,
therefore, be inefficient, a phenomenon known as the
phonon bottleneck.57 One mechanism for breaking the
phonon bottleneck that allows for fast cooling is the
Auger process.58 In many NCs, holes relax rapidly to
the band edge via phonon emission because valence band
degeneracies and a larger hole effective mass lead to a
higher density of hole states with smaller energy spac-
ings that are on the order of the phonon frequencies. An
electron, then, can relax to the band edge by nonradia-
tively transferring its energy to a hole via an Auger-like
process, and the re-excited hole can quickly relax back
to the valence band edge. The Auger-assisted cooling
mechanism59 has been supported by experimental obser-
vations54,55,60 but, as far as we know, the exciton cool-
ing mechanism has not been confirmed or validated by
atomistic calculations,61 mainly because of the significant
computational challenges of describing excitons and their
coupling to phonons in systems containing thousands of
atoms and valence electrons.

The second decay channel involves the nonradiative de-
cay of multiexcitonic states and is motivated by the ob-
servation of a “universal volume scaling law” for Auger
recombination (AR) lifetimes in NC.32,62 At high photo-
carrier densities, which are typical of most optoelectronic
devices, all semiconductor materials suffer from enhanced
exciton-exciton annihilation that occurs primarily via
AR processes, shown in Fig. 1, in which one exciton re-
combines by transferring its energy to another exciton.58

This nonradiative process leads to reduced photolumi-
nescence quantum yields and decreases maximum device
efficiencies. Thus, understanding the properties of mul-
tiexcitonic states and their decay channels is central to
improving and further developing many light-induced NC
applications. From a theoretical/computational perspec-
tive, calculating AR lifetimes within Fermi’s golden rule
requires a description of the initial biexcitonic (or higher
multiexcitonic) state and all possible final electron-hole
pair states, a challenging task for NCs of experimentally
relevant sizes. Thus, previous theoretical works have re-

lied on effective mass continuum models, which ignore
electron-hole correlations in the biexcitonic state,63 re-
sulting in a much steeper scaling of the AR lifetimes with
the NC volume.64–66 The discrepancy between theory
and experiments had been a mystery for several decades.

In this perspective, we summarize our recent efforts
to develop a unified model that address both problems.
In Sec. II we describe the atomistic approach we have
adopted to calculate quasiparticle excitations and neu-
tral excitations in semiconductor NCs. First princi-
ples approaches, such as time-dependent density func-
tional theory (DFT)67–69 or many-body perturbation
approximations,70 are limited to describing excitons in
relatively small clusters, typically those with fewer than
100 atoms, due to their steep computational scaling.71,72

To make meaningful contact with experimental results on
NCs that contain thousands of atoms and tens of thou-
sands of electrons, we rely on the semiempirical pseu-
dopotential model9,25,26,73 to describe quasiparticle ex-
citations. We use a converged real-space grid method
to represent the single-particle states combined with the
filter diagonalization method74,75 to compute the single-
particle states near the band edge and at higher excita-
tion energies. We then use a subset of converged quasi-
particle eigenstates to solve the Bethe-Salpeter equa-
tion76 within the static screening approximation to ac-
count for electron-hole correlations in neutral optical
excitations.77 Sec. II also provides validation of the ap-
proach for the quasiparticle and optical gaps and the ex-
citon binding energies for II-VI and III-V semiconductor
NCs in both the strongly (R < aB) and weakly (R > aB)
confined regimes.

In Sec. III we present and assess the accuracy of our ap-
proach for determining the exciton-phonon couplings in
semiconductors NCs, and we analyze the contributions of
acoustic, optical, and surface modes to the overall mag-
nitude of the exciton-phonon couplings. The standard
model Hamiltonian that describes a manifold of excitonic
states and phonons that are coupled to first order in the
atomic displacements is given by:78

H =
∑
n

En |ψn〉 〈ψn|+
∑
α

~ωαb†αbα

+
∑
αnm

V αn,m |ψn〉 〈ψm| qα , (1)

where |ψn〉 describes exciton n with energy En, and b†α
and bα are the Boson creation and annihilation opera-
tors, respectively, of phonon mode α with frequency ωα

and displacement qα =
√

~
2ωα

(
b†α + bα

)
. Describing the

nonequilibrium dynamics of excitons requires knowledge
of the excitonic transition energies En, the phonon modes
and their corresponding frequencies, ωα, and the exciton-
phonon couplings, V αn,m. Sec. III provides the details
for obtaining both the phonon modes using an atomistic
force field79 and the exciton-phonon couplings directly
from the atomistic pseudopotential model described in
Sec. II. We compare the predictions for the reorganiza-
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FIG. 1. Photoexcitation of a nanocrystal can create multiple electron-hole pairs, which quickly relax to the band edge in a
process called cooling. From the band edge, the multi-excitonic state can undergo Auger recombination, which nonradiatively
annihilates one exciton and forms a hot electron-hole pair. The hot carriers then cool back to the band edge, from which they
can radiatively recombine.

tion energies (i.e., polaron shifts) computed from V αn,n to
experimentally measured Stokes shifts and demonstrate
that acoustic modes that are delocalized across the NC
contribute more significantly than optical modes to the
reorganization energy in all NC systems and sizes. Exci-
tons in smaller NCs are more strongly coupled to modes
localized near the surface of the NC, while excitons in
larger NCs are more strongly coupled to modes in the in-
terior of the NC. The assessment of the exciton-phonon
couplings is essential for addressing the dynamics and
mechanism for exciton cooling. This topic is further dis-
cussed in Sec. VI.

Next, in Sec. IV we turn to the “universal volume scal-
ing law” for AR lifetimes and present our recent devel-
opments for calculating AR lifetimes in NCs that have
thousands to tens of thousands of electrons.77 We demon-
strate that the inclusion of electron-hole correlations in
the initial biexcitonic state (but not in the final electron-
hole state) is imperative to capturing the experimentally
observed scaling of AR lifetimes with the size and shape
of the NC. In addition, we find that electron-hole corre-
lations are essential for obtaining quantitatively accurate
lifetimes and that neglecting such correlations can result
in AR lifetimes that are orders of magnitude too long. We
demonstrate the strength of our approach for 0D spheri-
cal quantum dots, 1D nanorods, and 2D nanoplatelets of
varying diameters and lengths. To perform these calcu-
lations and compute AR lifetimes, we developed a low-
scaling approach80 based on the stochastic resolution of
identity,81,82 which is briefly summarized in Sec. IV.

The role of interfaces on reorganization energies and
AR lifetimes is the central topic of Sec. V. We focus on
core-shell quantum dots and elucidate the shell thick-
ness and band alignment dependencies for quasi-type II
CdSe/CdS and type I CdSe/ZnS systems. The introduc-
tion of interfaces in these heterostructures allows for wave
function engineering that affects electron-hole correla-
tions, exciton-phonon couplings, and exciton-exciton in-
teractions, which impacts both the magnitudes of reorga-
nization energies and AR lifetimes. These insights serve
as a starting point for realizing NC systems that readily
control both exciton-phonon and exciton-exciton inter-

actions, enabling unique, emergent phenomena, such as
room-temperature superfluorescence, fast exciton trans-
port, and near-unity photoluminescence quantum yields.
Finally, in Sec. VI we summarize the main conclusions
and provide an outlook for future directions.

II. MODEL HAMILTONIAN

The diversity of dynamic processes in NCs requires a
comprehensive model that captures a wide spectrum of
physics. The finite size of NCs modifies the electronic
structure relative to the bulk material. The continu-
ous conduction and valence bands of the bulk are split
into discrete states for finite crystals, and the quantum
confinement of carriers gives rise to NCs’ hallmark size-
dependent optical properties. To properly describe these
optical properties, a model must go beyond the ground
state to describe the excited electronic configurations.
While these excited states are generally well understood
in the bulk, quantum confinement complicates our un-
derstanding by significantly enhancing the electron-hole
interactions.73 The small size of NCs compared to the
exciton Bohr radius forces the electron and hole closer
to each other than they would be in bulk, increasing
the strength of their Coulomb interactions. Addition-
ally, dielectric screening is reduced at the nanoscale as
quantum confinement widens the band gap and increases
the energy required to polarize the medium. This ef-
fect leads to a size-dependent reduction in screening, fur-
ther contributing to size-dependent modifications of ex-
cited states in NCs. These enhanced interactions must
be properly considered in order to describe the correla-
tions between electrons and holes and in order to achieve
agreement with experimental measurements.

Experimentally relevant NCs are highly crystalline,
and, in the interior of the structure, they closely resem-
ble the corresponding bulk materials. The atomic con-
figuration aligns closely with the bulk crystalline lattice
across the majority of unit cells, suggesting that a de-
scription based on bulk bands would be a valid starting
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FIG. 2. (a) The bulk band structures of wurtzite CdSe (right) and CdS (left) obtained from the pseudopotential Hamiltonian
(red points) are compared to literature values83 (black lines). The resulting band structures show excellent agreement both
around the band gap and across the entire Brilouin zone. (b) The corresponding real-space pseudopotentials for Cd, Se,
and S. The inset illustrates a cross-section of the pseudoptential for a wurtzite 3.9 nm CdSe NC as constructed from these
atom-centered functions.

point. However, NCs possess additional features that dis-
tinguish them from bulk. The NC surface truncates the
lattice symmetry, which gives rise to quantum confine-
ment. Core-shell structures also form a nanoscale hetero-
junction that can introduce significant amounts of strain
into the crystal structure.84,85 Both these internal inter-
faces and surfaces cause deformations from crystallinity
on the scale of individual atoms, so accurate modeling
of NCs must include this atomistic detail. For exam-
ple, localized trap states at surfaces or interfaces due to
atomic defects are ubiquitous in experimental studies of
NCs, where they are observed to rapidly quench photo-
luminescence and result in significantly lower quantum
yields.86,87 An atomistic description of the NC structure
allows for the introduction of site-specific defects or al-
loying to understand their roles in trap formation and to
determine the dynamics of trapping in NC systems.28,88

In addition to the static deformation of the crystal lat-
tice, the effects of lattice fluctuations (i.e., phonons) play
a key role in the physics of NCs and must be properly
incorporated.89 Finally, in order to make meaningful con-
tact with experimental measurements on NCs that con-
tain thousands of atoms and tens of thousands of elec-
trons, computational evaluation of the model must scale
moderately with system size in comparison to first prin-
ciples approaches. Because NC systems have important
size dependent properties, such as optical gaps,90 radia-
tive lifetimes, and AR lifetimes,80 and the scaling of these
properties with system size is often an important ques-
tion, the ability to access experimentally relevant sizes
with volumes ranging across multiple orders of magni-
tude is crucial.

These considerations have informed our development
of the semiempirical pseudopotential model as a suffi-
ciently detailed description of NCs that can also tackle
calculations of experimentally relevant systems. For ex-
ample, a CdSe quantum dot only 4 nm in diameter has
over ∼1000 atoms and ∼4000 valence electrons, so the

conventional workhorses of quantum chemistry, such as
DFT and related methods for excited states, despite mak-
ing significant progress,68,69 are still far from being able
to tackle this problem. On the other hand, continuum
models based on the effective mass approximation have
produced successful predictions for simple, linear spectro-
scopic observables11 but are unable to capture many of
the more complicated dynamic processes that determine
the timescales of process like nonradiative exciton re-
laxation and AR. Furthermore, these continuum models
are, by nature, blind to atomistic detail, such as defects,
strain at heterostructure interfaces, and facet-dependent
properties.91,92

Our approach is based on the semiempirical pseudopo-
tential method,9,26,73 which was first developed to char-
acterize the band structures of simple bulk materials23

and was later extended to describe the role of surfaces93

and confinement.9,24 The basic assumption made is that
the bulk band structure can be described by a simple,
non-interacting model Hamiltonian

ĥqp = t̂+ v̂(r) = t̂+
∑
µ

v̂µ(r) , (2)

where t̂ is the single-particle kinetic energy operator, and
v̂(r) is the local (or non-local) pseudopotential, which is
given by a sum over all atoms µ of a pseudopotential
v̂µ(r) centered at the location of each atom Rµ. The
parameters used to describe the pseudopotential of each
atom are obtained by fitting the form factors to the bulk
band structure obtained either from experimental mea-
surements or high-accuracy electronic structure calcula-
tions, such as DFT+GW.23,94 Within the fitting pro-
cedure, we describe the real-space atomistic pseudopo-
tential v̂µ(r) by its reciprocal-space counterpart, ˆ̃vµ(q).
For example, one popular form of a local reciprocal-space
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FIG. 3. (a) Densities of the quasi-electron (red) and quasi-hole (blue) wave functions reveal that they are periodic across
several unit cells in the interior of the NC. The electron states are labeled based on the symmetry of the envelope function in
analogy to effective mass descriptions. (b) The densities of single-particle states (DOS) for wurtzite CdSe NCs of different sizes
shows the effects of quantum confinement and the larger density of hole states in these II-VI systems. The inset illustrates
the density of states across a larger energy range (that is normalized to the fundamental gap, Eg, of each NC), where the
continuum of high energy states can be seen.

pseudopotential is given by:29

ˆ̃vµ(q) = [1 + a4 Tr εµ]
a0
(
q2 − a1

)
a2ea3q

2 − 1
, (3)

where εµ is the local strain tensor around atom µ, the pa-
rameters {a0, a1, a2, a3} are used to fit the band structure
at the equilibrium configuration, and a4 is fit to match
the absolute hydrostatic deformation potentials of the
valence and conduction bands.95 The trace of the local
strain tensor at each atom is approximated by the ratio
of the volume of the tetrahedron formed by the near-
est neighbors in the strained structure to that volume in
the equilibrium bulk structure. For NCs with significant
strain, such as core-shell QDs or other heterostructures,96

additional fitting parameters multiplying higher orders
of the strain tensor can be included. Furthermore, note
that this formalism accounts for hydrostratic strain that
occurs due to isotropic compression or expansion of a
material, such as the core in spherical core-shell QDs.
In anisotropic core-shell nanoplatelets, however, the core
experiences biaxial strain,97 which may need to be incor-
porated into the model using additional terms.

The fitting of parameters {a0, a1, a2, a3} proceeds by
comparing the generated band structure to the expected
band structure with special care taken to correctly cap-
ture the band gaps and effective masses. As shown in
Fig. 2a, the model captures all band features and de-
scribes the band structure across the entire Brillouin
zone. The real-space forms of the corresponding pseu-
dopotentials are illustrated in Fig. 2b, where the psue-
dopotentials have been simultaneously fit to generate the
correct band structures for both wurtzite and zincblende
CdSe and CdS. The effects of strain are then incorporated
through the a4 parameter (and any necessary higher-

order terms) to fit the absolute deformation potentials
of both the conduction band minimum and valence band
maximum. This fitting procedure ensures that hydro-
static deformation of the crystal alters the energies of
the electron and hole levels in the correct manner.

Once the pseudopotentials have been fit to describe
bulk systems (the fits are not unique and often other
physical measures are used to choose the best set of pa-
rameters25), they are used to construct the NC Hamil-
tonian. The central assumption made here is that the
pseudopotentials that describe single particle properties
in the bulk are adequate also when applied to quantum
confined nanostructures. While this might seem a large
leap, the error introduced by this assumption is relatively
small compared to the fundamental band gap.104 A cross-
section of the resulting pseudopotential for a wurtzite
3.9 nm CdSe NC is shown in the inset of Fig. 2b, il-
lustrating both the near-periodic potential in the inte-
rior of the NC and the manner by which it is modified
at the surface. The NC atomic configurations are ob-
tained by first pruning the correctly sized NC from bulk.
The atomic positions are then relaxed using molecular
dynamics-based geometry optimization with previously-
parameterized force fields,79,105 which includes two- and
three-body terms to enforce tetrahedral bonding geome-
tries, to produce NC configurations that are relatively
crystalline in agreement with experiment.106 In the case
of core-shell structures, the core is cut from bulk, and the
shell material is grown on the surface using the lattice
constant of the core material. The subsequent geometry
optimization allows the shell to relax and results in com-
pressive strain on the core to minimize the stress along
the core-shell interface.96,97

The description of the surface of the NC presents a
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FIG. 4. Gaps for wurtzite CdSe quantum dots of different sizes (left). The optical gaps computed by our semiempirical
pseudopotential method agree with experimental measurements of the optical gap by Fan et al.98 (black squares) and Yu et
al.99 (black triangles). The inset shows the exciton binding energy, EB, computed by our method and compared to values
computed by Franceschetti and Zunger100 (black asterisks). Gaps for zincblende CdSe-CdS core-shell nanoplatelets with
different thicknesses of CdS shell (middle). The optical gaps calculated by our method compare favorably with those measured
experimentally by Hazarika et al.97 (black squares). Gaps for zincblende InAs quantum dots of different sizes (right). The
fundamental gaps calculated are in excellent agreement with those measured by Banin et al.101 using scanning tunneling
microscopy (black squares), and the optical gaps compare well with those measured by Guzelian et al.102 (black triangles) and
computed by Franceschetti and Zunger103 (black asterisks).

challenge, as simply terminating the NC will result in
dangling bonds. These dangling bonds can give rise to
localized electronic states within the band gap, which
act as traps. For the II-VI and III-V families of semi-
conductors, we have found that dangling bonds from the
non-metal atoms result in hole traps slightly above the
valence band maximum, but metal dangling bonds do
not result in electron traps due to the light electron ef-
fective mass relative to the hole effective mass.28,88 To
passivate the surface of the NC, the outermost layer of
atoms is replaced with passivation potentials that mimic
the effect of organic ligands that terminate the surfaces
of experimentally synthesized NCs, pushing the mid-gap
electronic states out of the band gap.9 This procedure
for building NC structures can be easily adapted to pro-
duce more complicated NCs, such as the core-shell NCs,
nanorods, and nanoplatelets. Further modification, such
as alloying, multi-layered NCs, dimer NC assemblies, and
structural defects can also be modeled with atomistic de-
tail.

While a NC of experimentally relevant size will have
many single-particle states (see Fig. 3b), only a few
highest-energy, occupied and lowest-energy, unoccupied
states are relevant to describing the optical properties
near the band edge. These single-particle states are ob-
tained using the filter diagonalization method,74,75 which
provides a framework to extract all the eigen-solutions
within a specific energy window. This process can be
done with nearly linear scaling with the system size due
to the locality of the single-particle Hamiltonian, making
feasible the calculation for NCs with volumes spanning
several orders of magnitude. As the pseudopotentials are
fit to reproduce quasiparticle band structures, the eigen-

states of the pseudopotential Hamiltonian are assumed to
describe the quasi-electron and quasi-hole wave functions
of the NC. Examples of the quasi-electron and quasi-hole
densities are shown in Fig. 3a. We see that both the elec-
tron and hole states show Bloch-like oscillations, which
are significantly more pronounced for the hole, and the
electron states show a progression of envelope functions
with s- then p-type characteristics, in line with effective
mass descriptions of NC electronic states.11,107

As previously stated, connection to experiments also
requires an accurate description of the neutral excited
states probed by optical spectroscopy. To account
for electron-hole correlations, we use the single-particle
eigenstates as the basis to solve the Bethe-Salpeter equa-
tion (BSE)76 for the correlated excitonic states using
the static screening approximation.108 This approach de-
scribes electron-hole correlations beyond the standard
perturbation technique and is essential to describe ex-
citons even in the strongly confined limit. We take the
excitonic states to be a linear combination of noninter-
acting, electron-hole pair states:

|ψn〉 =
∑
ai

cna,ia
†
aai|0〉 , (4)

where a†a and ai are electron creation and annihilation
operators in quasiparticle states a and i, respectively.
The indexes a, b, c, . . . refer to quasi-electron (unoccu-
pied) states while the indexes i, j, k, . . . refer to quasi-
hole (occupied) states. The expansion coefficients ca,i
are determined by solving the eigenvalue equation76

(En −∆εai)c
n
a,i =

∑
bj

(
Kd
ai;bj +Kx

ai;bj

)
cnb,j , (5)
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which also determines the energy of exciton n, En, in
terms of the direct and exchange parts of the electron-
hole interaction kernel,76 Kd

ai;bj and Kx
ai;bj , respectively,

and the quasiparticle energy difference ∆εai = εa − εi.
The direct part of the kernel describes the main attrac-
tive interaction between quasi-electrons and quasi-holes
while the exchange part controls details of the excita-
tion spectrum, such as the singlet-triplet splittings. Im-
portantly, the direct term is mediated by a screened
Coulomb interaction,76 which we approximate using the
static screening limit with a dielectric constant that is ob-
tained directly from the quasiparticle Hamiltonian73 and
that depends on the size and shape of the NC. The bind-
ing energy of the nth excitonic state, EnB, is calculated
as

EnB =
∑
abij

(
cna,i
)∗ (

Kd
ai;bj +Kx

ai;bj

)
cnb,j . (6)

As this model was built on semiempirical foundations,
it is necessary to validate the resulting calculations on
well-known NC properties before using the model to ex-
plore more complex phenomena. Furthermore, the fitting
was carried out on pure bulk materials, so it is important
to assess the performance of the model on different NCs
across a range of sizes and compositions. One of the
most fundamental properties we need to capture is the
optical gap. As shown in Fig. 4, we obtain results that
compare favorably with experiments with respect to the
magnitude of the gap and the scaling with NC size for
several different NC compositions and geometries. We
additionally validate properties, such as exciton binding
energies,77,109, exciton fine structure effects on polarized
emission,109,110 radiative and AR lifetimes,77,80,111 and
optical signals of trapped carriers.28 The strong agree-
ment we obtain between theoretical predictions and ex-
perimental observations across a variety of system sizes,
compositions, and dimensionalities demonstrates that
our approach is suitable for understanding and rational-
izing trends across a wide range of nanomaterial systems.
Additionally, as we will discuss in the following sections,
this model is extremely versatile and lends itself to new
development and expansion.

III. PHONONS AND EXCITON-PHONON COUPLINGS

Electronic degrees of freedom couple to phonons in
semiconductors, resulting in a diverse set of processes
that affect electronic properties and dynamics. These
electron-phonon interactions in bulk semiconductors tend
to be weaker than electron-vibrational interactions in
molecular systems because the relatively large dielec-
tric screening in bulk semiconductors leads to delocal-
ized, Wannier-Mott excitons, which do not depend as
sensitively on the nuclear configuration as do the lo-
calized, Frenkel excitons in molecular systems.2 Addi-
tionally, phonons in bulk semiconductors are also delo-

calized over the material, unlike localized vibrations in
molecules.112

Semiconductor NCs lie somewhere in between the bulk
and molecular limits. Excitons in NCs are delocalized
over multiple atoms, but they are confined to the extent
of the NC. Similarly, lattice vibrations resemble phonons
in bulk semiconductors, but they are finite in number and
spatially confined to the NC. The effects of confinement
on the magnitude of exciton-phonon coupling (EXPC)
are still poorly understood, and the challenges associ-
ated with studying EXPC, both experimentally and the-
oretically, have led to a set of outstanding questions re-
garding EXPC in semiconductor NCs. A detailed de-
scription of EXPC in NCs is essential for understanding
the temperature dependence of excitonic properties113

and phenomena, such as exciton dephasing (i.e., homoge-
neous emission linewidths),114,115 phonon-mediated car-
rier relaxation,57,61,116 and charge transfer.117,118

Before delving into the role of confinement on EXPC,
we will examine the phonon states in NCs. Phonon con-
finement to the spatial extent of the NC results in quan-
tization of the phonon frequencies. This confinement in-
troduces additional complicating factors, such as the role
of the NC surface,119,120 that motivate the need for an
atomistic description of phonon modes.106 While DFT-
based frozen phonon approaches have been used to com-
pute phonon modes and frequencies,121–123 their compu-
tational expense restricts these methods to small NCs or
to the computation of specific modes which are known
a priori to be relevant for the properties or processes of
interest. Therefore, we model phonons using classical,
atomic force fields, which allows for the computation of
all phonon modes and frequencies in NC systems of ex-
perimentally relevant sizes. The dynamical matrix, or
mass-weighted Hessian, can be computed at the equilib-
rium configuration of a NC:124

Dµk,µ′k′ =
1

√
mµmµ′

(
∂2U(R)

∂uµk∂uµ′k′

)
R0

, (7)

where U(R) is the potential energy given by the force
field, uµk = Rµk − R0,µk is the displacement of nucleus
µ away from its equilibrium position in the k ∈ {x, y, z}
direction, and mµ is the mass of nucleus µ. This 3N×3N
dynamical matrix, where N is the number of atoms in
the NC, can be diagonalized to obtain the phonon mode
frequencies and coordinates.

The phonon densities of states (PDOS) for wurtzite
CdSe NCs of different sizes computed using a previously-
parameterized Stillinger-Weber interaction potential79

are illustrated in Fig. 5a. Acoustic modes, which in-
volve in-phase motion of atoms, have lower frequencies
(1 THz∼ 5 meV or lower in CdSe NCs) while optical
modes, which are made up of out-of-phase movements
of atoms, have higher frequencies (4 THz∼ 16 meV or
higher).128 Modes at intermediate frequencies are diffi-
cult to characterize due to the overlap of acoustic and
optical branches in the bulk phonon dispersion relation
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FIG. 5. (a) The phonon densities of states (PDOS) calculated for wurtzite CdSe NCs of different sizes. The inset shows the
phonon gap, ωgap, which decreases with increasing NC size. (b) Phonon lifetimes calculated for wurtzite CdSe NCs. For all
systems, almost all modes have sub-picosecond lifetimes, indicating significant phonon-phonon coupling. (c) Reorganization
energies for wurtzite CdSe NCs. Values calculated by our approach are compared to experimental measurements by Liptay
et al.125 (black triangles) and Salvador et al.126 (black squares) as well as to calculations using an effective mass model by
Kelley127 (black asterisks). The inset schematically depicts the reorganization energy, λ, which corresponds to the energy of
lattice rearrangement after vertical excitation from the electronic ground state |g〉 to the excited state |e〉. The ground and
excited state minima are displaced along the phonon mode coordinate q by a distance d. (d) The spectral densities, J(ω),
calculated for wurtzite CdSe NCs show significant coupling to lower-frequency acoustic modes and to optical modes around
~ω ∼ 30 meV.

as well as the confounding effects of phonon confine-
ment. Phonon confinement also leads to a gap in the
PDOS near zero-frequency since the longest-wavelength
(i.e., lowest-frequency) phonon mode in a NC is dictated
by the NC size. As shown in the inset of Fig. 5a, the
lowest-frequency phonon mode in the system is inversely
proportional to the NC diameter, as observed by Raman
spectroscopy measurements.129,130

This zero-frequency gap has led to a hypothesized
hot phonon bottleneck in NCs, in which phonon-phonon
scattering rates are slow because of the lack of low-
frequency modes, and phonon thermalization becomes
the rate-limiting step in processes, such as hot carrier
relaxation.131–133 However, we have found that phonons
have significant coupling with one another (i.e., are an-
harmonic) at room temperature (300 K).87 We performed

molecular dynamics simulations using a force field that
consists of Lennard-Jones and Coulomb terms105 to com-
pute phonon relaxation lifetimes of CdSe NCs, shown
in Fig. 5b. Unlike the Stillinger-Weber potential, this
force field includes long-range interactions that are nec-
essary to accurately describe the splitting between acous-
tic and optical branches at the Brillouin zone edge in
bulk polar semiconductors134 and, thus, the phonon life-
times. Our calculations are within linear response the-
ory, so they assume phonon modes are only weakly ex-
cited, but no assumptions are made about the strength
of coupling between different phonon modes. The life-
times, which are dictated by the phonon-phonon interac-
tions, are sub-picosecond for all modes except for the
lowest-energy acoustic modes, for which the lifetimes
reach ∼4 ps. Smaller NCs have shorter lifetimes be-
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cause surface atoms, which are proportionally larger in
number in smaller NCs, have increased anharmonic mo-
tion that leads to greater phonon-phonon coupling. For
all systems, the phonon dynamics are overdamped, in
agreement with experimental observations,135,136 and the
relaxation timescales are less than the periods of the
phonon modes. We expect that phonon modes that are
strongly out of equilibrium would thermalize even more
quickly, indicating that a hot phonon bottleneck is un-
likely in these systems. (Note that the “hot phonon bot-
tleneck” is distinct from the “phonon bottleneck”, which
describes slow carrier relaxation due to the mismatch be-
tween electronic gaps and phonon frequencies, that is dis-
cussed in Secs. I and VI.)

With this discussion of NC phonons in mind, we
now turn to discuss the EXPC terms, V αn,m, that ap-
pear in Eq. (1). Historically, studies of EXPC in NCs
have described electronic states within parameterized
models and/or have described phonons as vibrations
of an elastically isotropic sphere,127,137–141 leading to
widely varying results, as the magnitude of EXPC is ex-
tremely sensitive to the descriptions of both excitons and
phonons. Fully atomistic ab initio methods have been
used for small NCs of ∼100 atoms or fewer, for which
the electron-phonon coupling can be inferred from fluc-
tuations of the adiabatic electronic states that are gener-
ated “on the fly” within DFT and time-dependent DFT
frameworks.142–145 While these methods have been mod-
erately effective in modeling electron-phonon coupling,
they are often limited to small systems due to the com-
putational expense of DFT, and they ignore excitonic ef-
fects. One recent study that did include these excitonic
effects using ab initio methods was limited to clusters of
tens of atoms.146

Instead, we rely on the semiempirical pseudopotential
model to describe excitonic states and atomic force fields
to describe phonons.89 Within this framework, the stan-
dard electron-nuclear matrix element to first order in the
atomic displacements is given by:78

V µkn,m ≡
〈
ψn

∣∣∣∣(∂v̂(r)

∂Rµk

)
R0

∣∣∣∣ψm〉 , (8)

where |ψn〉 is the state of exciton n (cf., Eq. (4)),
v̂(r) =

∑
µ v̂µ(r) is the sum over atomic pseudopoten-

tials given in Eq. (2), Rµk is the position of atom µ in
the k ∈ {x, y, z} direction, and R0 is the equilibrium
configuration of the NC. Using the static dielectric BSE
approximation for the excitonic wave function, we can re-
duce the calculation of these matrix elements to a simpler
form given by:89

V µkn,m =
∑
abi

cna,ic
m
b,iv
′
ab,µ(Rµk)−

∑
aij

cna,ic
m
a,jv

′
ij,µ(Rµk) ,

(9)
where

v′rs,µ =

∫
drφ∗r(r)

∂v̂(r)

∂Rµk
φs(r) . (10)

Here, cna,i represent the Bethe-Salpeter coefficients intro-
duced in Eq. (4), and φa(r) are the real-space quasipar-
ticle wave functions. The first term in Eq. (9) repre-
sents the electron channel of EXPC, in which excitons
comprised of different single-particle electron states are
coupled. The second term describes the hole channel, in
which excitons comprised of different single-particle hole
states are coupled. These matrix elements can be trans-
formed to phonon mode coordinates using the eigenvec-
tors of the dynamical matrix:

V αn,m =
∑
µk

1
√
mµ

e−1α,µkV
µk
n,m , (11)

where eα,µk is the µk element of the α eigenvector of the
dynamical matrix given in Eq. (7), and mµ is the mass
of atom µ. The diagonal matrix elements V αn,n describe
the renormalization of the energy of exciton n through
its interaction with phonon mode α, and the off-diagonal
matrix elements V αn,m describe the interaction of excitons
n and m through the absorption or emission of a phonon
of mode α.

One measure of the EXPC is the reorganization
energy,16,126 depicted schematically in the inset of
Fig. 5c, which is the energy associated with rearrange-
ment of the NC lattice after exciton formation and is
relevant for optical Stokes shifts, charge transfer pro-
cesses, and NC-based device efficiencies. In the har-
monic approximation, the total reorganization energy for
a NC is the sum of reorganization energies for each mode,
λ =

∑
α λα, where

λα =
2

Z

∑
n

e−βEn
(

1

2ωα
V αn,n

)2

. (12)

The above equation includes a Boltzmann-weighted av-
erage over excitonic states, where Z =

∑
n e
−βEn is the

partition function, β = 1
kBT

, and T is the temperature.
For wurtzite CdSe NCs ranging from 3 to 5 nm in diam-
eter, we calculated the reorganization energy to be be-
tween 60 and 20 meV, which is in good agreement with
experimentally measured values125,126 and previous effec-
tive mass model calculations127, as shown in Fig. 5c. The
remarkable agreement is an important validation of the
semiempirical technique and is essential for describing the
nonadiabatic transitions involved in exciton cooling. To
investigate the contribution of each mode to the overall
reorganization energy, we examine the spectral density,
or weighted density of states, (J(ω) =

∑
α λαδ(ω−ωα)),

which is illustrated in Fig. 5d. Lower-frequency acous-
tic modes, which tend to involve collective motions of
many atoms in the NC, are more significantly coupled to
the exciton. Higher-frequency optical modes have weaker
EXPC, but they have a large density of phonon states
around 25 meV and 30 meV, which are at an energy
scale that is more relevant for excitonic transitions. This
feature suggests that optical modes may, in fact, be more
important than acoustic modes for phonon-mediated ex-
citon dynamics, but further assessment of the model and
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the EXCP is required for developing a better under-
standing of the exciton cooling process. The spectral
density, however, may explain discrepancies in experi-
mental results, some of which find stronger exciton cou-
pling to acoustic modes126,147–149 while others observe
stronger exciton coupling to optical modes.138,150–153 Ex-
citon formation causes NC lattice distortion primarily
along the phonon coordinates of acoustic modes while
optical modes may play a larger role in exciton dynam-
ics.

Furthermore, our calculations show that excitons in
all core and core-shell NCs are more strongly coupled to
phonons via the hole channel (i.e., the second term in
Eq. (9)) than through the electron channel.89 This effect
is a result of the heavier effective hole mass, which makes
hole states more sensitive to nuclear configuration and
decreases the energy spacing between hole states, allow-
ing them to couple more readily via phonon absorption or
emission. Moreover, we have found that phonon modes
localized to the surface of the NC have significant con-
tributions to the overall reorganization energy in small
NCs because of increased surface strain and strong exci-
ton confinement, which causes the exciton wave function
to extend to the NC surface. This surface effect decreases
drastically as the NC size increases.

Our framework includes electron-hole correlations,
exciton-phonon coupling, and phonon-phonon interac-
tions, enabling our ongoing work to address open ques-
tions regarding timescales and mechanisms of phonon-
mediated exciton dynamics, such as hot exciton cooling.
This atomistic theory can simultaneously study both hy-
pothesized mechanisms – the Auger decay mechanism,
which would occur on the order of picoseconds, and the
slower phonon-mediated transitions – allowing a unified
mechanism to emerge from the theory to explain experi-
mental results in a range of NC systems.

IV. AUGER RECOMBINATION

Auger recombination (AR) is the primary nonradia-
tive, Coulomb-mediated, exciton-exciton decay channel
of multiexcitons, in which one exciton recombines and
transfers its energy to an additional electron-hole pair,
as schematically illustrated in Fig. 1, on timescales of
a few hundreds of picoseconds.3 The energy given to the
second exciton primarily excites one of the carriers, which
then quickly dissipates the excess energy via phonon
emission.154,155 While fast AR in NCs is often responsi-
ble for decreased photoluminescence quantum yields and
device efficiencies, it also makes NCs potentially useful
as single photon sources.156,157 AR lifetimes are com-
monly measured using time-resolved photoluminescence
and transient absorption experiments.32,62,158–162 Recent
experiments have demonstrated that for quasi-0D quan-
tum dots (QDs),163 quasi-1D nanorods,164 and quasi-
2D nanoplatelets,111,133,165 AR lifetimes increase linearly
with the volume of the NC. Understanding the key factor

that leads to this so-called “universal volume scaling” of
AR lifetimes is key to further controlling AR processes.
Understanding the dependence of AR lifetimes on NC
size, shape, and composition as well as on the number of
excitons present in the NC is central to our understand-
ing of this many-body relaxation process and will provide
tools to control AR lifetimes, as further discussed below.

Prior to focusing on the microscopic origins of AR,
we will discuss the nature of Coulomb-mediated interac-
tions within and between excitons and their particular
importance in confined semiconductors. The strength of
Coulomb-mediated interactions within an exciton is nor-
mally characterized by the exciton binding energy (see
Eq. (6)), which is typically ∼10 meV in bulk semiconduc-
tors. Due the small sizes and reduced dimensionalities of
NCs, Coulomb interactions are enhanced, leading to ex-
citon binding energies that are greater than 100 meV in
QDs,166 nanorods,167–169 and nanoplatelets.2,109,170,171

As this exciton binding energy is much greater than
the thermal energy scale at room temperature (kBT ∼
25 meV), electrons and holes readily form bound exci-
tons in NCs. The physics of electrons and holes form-
ing bound, correlated electron-hole pairs impacts almost
all physical processes, both radiative and nonradiative,
in NCs. The enhancement of Coulomb interactions in
NCs also affects interactions between excitons. Bulk ma-
terials require optical excitation from intense lasers to
reach the exciton densities at which Coulomb-mediated
exciton-exciton interactions are important. However, the
small volumes of NCs lead to these large exciton densities
even with just two excitons on a NC. Moreover, two ex-
citons on a single NC will have significant wave function
overlap, further increasing Coulomb interactions between
excitons in confined systems. These enhanced Coulomb
interactions are the primary reason for significant AR in
NCs.

We will now dive into the details of the approach we
have developed for computing AR lifetimes, τAR. AR
is a process by which an initial biexcitonic state, |B〉,
of energy EB decays into a final excitonic state, |S〉, of
energy ES via Coulomb scattering, V . AR lifetimes of
a NC can be calculated using Fermi’s golden rule, where
we average over thermally distributed initial biexcitonic
states and sum over all final decay channels into single
excitonic states:

τ−1AR =
∑
B

e−βEB

ZB

2π

~
∑
S

|〈B |V |S〉|2 δ (EB − ES) .(13)

In the above, the Dirac delta function (δ (EB − ES)) en-
forces energy conservation between the initial and final
states and the partition function, ZB =

∑
B e
−βEB , de-

scribes a thermal average of initial biexcitonic states (as-
suming Boltzmann statistics for biexcitons). Despite the
known fact that electron-hole interactions in NCs are sig-
nificant, AR lifetimes had previously been calculated by
approximating the initial biexcitonic state as two quasi-
electrons and two quasi-holes, without any correlations
between them.59,64–66,172 Mathematically, this approxi-
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mation yields the initial biexcitonic state as

|B〉(0) = a†baja
†
cak |0〉 ⊗ |χB〉 , (14)

and E
(0)
B = εb − εj + εc − εk where the superscript “(0)”

signifies that a noninteracting formalism is used. In the

above, a†b and aj are electron creation and annihilation
operators in quasiparticle states b and j, respectively,
as defined in Sec. II, and |χB〉 is the spin part of the
biexciton wavefunction.

Intuitively, this approximation is only valid in the limit
where the kinetic energy is much larger than the exciton
binding energy (i.e., for very small quasi-0D QDs in the
very strong confinement limit, as shown in Fig. 6), and
it quickly breaks down with increasing QD size.77 Fur-
thermore, this approximation results in computed AR
lifetimes that are orders of magnitude too long for quasi-
1D nanorods and quasi-2D nanoplatelets (Fig. 6).77,111

While this approximation to the initial biexcitonic state
is conceptually and computationally simple, it leads to
discrepancies between theoretical predictions and exper-

imental measurements on the volume dependence of AR
lifetimes in colloidal QDs that persisted for over 20 years.

Beyond this approximation, the initial biexcitonic
state can be written as a combination of two excitonic
states that includes electron-hole correlations within each
exciton77,176 but that ignores correlations between exci-
tons, which are typically two (or more) orders of mag-
nitude weaker. The initial biexcitonic state within this
formalism, which we previously termed the interacting
formalism, is given by

|B〉 =
∑
b,j

∑
c,k

cnb,jc
m
c,ka

†
baja

†
cak |0〉 ⊗ |χB〉 , (15)

where the excitonic coefficients cnb,j and cmb,j are deter-

mined by solving the Bethe-Salpeter equation,76 as de-
tailed in Sec. II. In this formalism the energy of this biex-
citonic state is EB = En +Em, which is simply the sum
of the two exciton energies. Thus, a deterministic calcu-
lation of the AR lifetime can be performed using77

τ−1AR =
2π

~ZB

∑
B

e−βEB
∑
a,i

∣∣∣∣∣∣
∑
b,c,k

cnb,ic
m
c,kVabck

∣∣∣∣∣∣
2

δ (EB − εa + εi) (16)

+
2π

~ZB

∑
B

e−βEB
∑
a,i

∣∣∣∣∣∣
∑
j,c,k

cna,jc
m
c,kVijck

∣∣∣∣∣∣
2

δ (EB − εa + εi) .

In Eq. (16), the first term on the right hand side indi-
cates the electron channel, in which the electron of the
final state is excited, and the second term corresponds to
the hole channel, in which the hole of the final state is
excited. The final states are still approximated by non-
interacting electron-hole pairs, |S〉 = a†aai|0〉, for which
ES = εa − εi. This representation of the final state is a
reasonable approximation given that the final states are
high in energy (Fig. 1), above the dissociation energy of
the exciton. Eq. (16) was first shown to predict quantita-
tively accurate AR lifetimes for QDs and nanorods77 and
was then extended and applied to large core-shell QDs80

and nanoplatelets111 using stochastic orbital techniques
to reduce the computational cost of the interacting for-
malism given by Eq. (16). Specifically, stochastic orbitals
were used to sample the final states via the stochastic
resolution of the identity81,82 and also to represent the
Coulomb operator.177 The overall computational scaling
of the stochastic implementation of the interacting for-
malism was multiple factors of the system size lower than
the deterministic implementation.80

We have yet to find a system in which Eq. (16) and the
underlying approximation of treating the initial biexci-
tonic state as a product of two correlated excitonic states
(Eq. (15)) fail to agree with experimental AR lifetimes.

However, future work may need to treat the initial state
as a fully-correlated biexcitonic state given by

|B〉 =
∑
b,c,j,k

cb,c,j,ka
†
baja

†
cak |0〉 ⊗ |χB〉 . (17)

In particular, there should be a size at which the
AR lifetimes become independent of the volume of the
QD (perhaps above the biexcitonic radius), where such
exciton-exciton correlation becomes important. For ex-
ample, recent advances in synthesizing single NCs that
have multiple, spatially separated excitonic sites92,178,179

may require the inclusion of all possible quasiparticle-
quasiparticle correlations to accurately model the decay
of biexcitonic states.

Returning to the scaling of the AR lifetime with NC
size, the universal volume scaling of the AR lifetime
with the volume of the QD (τAR ∝ VQD) is shown in
Fig. 6. This volume scaling can be understood from an-
alyzing the volume dependence of the Coulomb coupling
and density of final states used to calculate the AR life-
time in Eq. (13). The density of final states increases
linearly with the volume of the QD, as it also does for
nanorods and nanoplatelets.12,77,111,180 However, the de-
creasing Coulomb coupling between the initial biexcitonic
state and final high energy excitonic states with increas-
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FIG. 6. Biexciton Auger recombination (AR) lifetimes, τAR, for CdSe quantum dots as a function of volume (left).
Calculations77 are compared to experimentally measured lifetimes by Taguchi et al.173 (black squares), Htoon et al.174 (black
triangles), and Klimov et al.32 (black asterisks), demonstrating excellent agreement between the interacting formalism and
experiment. AR lifetimes for CdSe nanorods as a function of volume (middle). Calculated lifetimes77 are shown with those
measured by Taguchi et al.173 (black squares), Htoon et al.174 (black triangles), and Zhu et al.175 (black asterisks). AR lifetimes
for 4 monolayer CdSe nanoplatelets as a function of nanoplatelet area. Calculated lifetimes80 compare well with measurements
by Philbin et al.111 (black squares), She et al.165 (black triangles), and Li and Lian133 (black asterisks). For all systems, the
interacting formalism predicts the same volume scaling as experiment while the noninteracting formalism predicts a steeper
scaling with NC volume.

ing system size counteracts the increasing number of final
states. We previously reported that these Coulomb cou-
plings decrease with the square of the QD volume in the
interacting formalism, such that the overall AR lifetime
increases linearly with the volume of the QD, as found
experimentally. In AR lifetime calculations that utilize
noninteracting biexcitonic states (Eq. (14)), the Coulomb
couplings decrease too fast with the QD volume, which
was responsible for the disagreement between theoretical
predictions and experimental measurements of the scal-
ing of the AR lifetime with QD volume. The inclusion of
electron-hole correlations in the initial biexcitonic state
leads to a less steep volume dependence of these Coulomb
couplings, as they are related to the electron-hole over-
lap. Increasing this overlap by properly accounting for
the attractive interactions between electrons and holes,
as is done in the interacting formalism, leads to increased
Coulomb couplings.

Thus far, we have been concerned with understand-
ing the decay of initial biexcitonic states via AR. The
decay of multiexcitonic states can be modeled by classi-
cal master equations (i.e., classical rate equations) that
use decay rates of single excitons and biexcitons. These
methods have proven to be surprisingly accurate for
modeling the decay of a general number of excitons,
Nexc, in a NC181,182 as well as Auger heating,87 or the
long-lived heating of the NC lattice that occurs due to
the sequence of AR events and subsequent hot carrier
cooling.154,155 To this end, the rate that Nexc excitons
decays to (Nexc − 1) excitons can be well-approximated
by modeling AR as a bimolecular collision between exci-

tons, such that the overall AR rate (KAR) is given by

KAR =

(
Nexc

2

)
kAR , (18)

where kAR is the inverse of the biexciton AR lifetime
(kAR = τ−1AR) and

(
Nexc

2

)
is the binomial coefficient equal

to Nexc(Nexc − 1)/2.
The modeling of AR in terms of a bimolecular collision

between excitons seems to be consistent with our find-
ings that the interacting formalism, which includes the
physics of electrons and holes forming correlated electron-
hole pairs (excitons), predicts accurate AR lifetimes. The
noninteracting formalism lends itself to modeling the to-
tal AR rate as a trimolecular collision between either two
quasi-holes and a quasi-electron or two quasi-electrons
and a quasi-hole. Given that the noninteracting formal-
ism predicts biexciton AR lifetimes that are far too long,
we believe that modeling the total AR decay rate as a
trimolecular collision is inappropriate in semiconductor
NCs, especially in QDs with radii that are comparable
to the exciton Bohr radius of the material and in all
nanorods and nanoplatelets.175

V. ROLE OF INTERFACES IN NANOCRYSTALS

The decay channels described thus far, such as hot ex-
citon cooling and AR, are dictated by electron-hole cor-
relations, exciton-phonon couplings, and exciton-exciton
interactions. In addition to size, dimensionality, and ma-
terial composition, these interactions can be tuned in
NCs by the synthesis of heterostructures, such as core-
shell NCs.183–185 The core-shell interface introduces an-
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FIG. 7. (a) Projected electron (top) and hole (bottom) carrier densities of the ground excitonic state for CdSe/CdS (left)
and CdSe/ZnS (right) core-shell quantum dots with a core diameter of 2.2 nm and different shell thicknesses.80 (b) The large
contribution of surface modes to the reorganization energy in small CdSe NCs can be mitigated by the addition of a passivating
shell, lowering the overall reorganization energy. (c) Auger recombination lifetimes, τAR, (top) and root-mean-square exciton

radii, re-h =
√
〈r2e-h〉, (bottom) of CdSe/CdS and CdSe/ZnS core-shell quantum dots as a function of shell monolayers for a

CdSe core diameter of 2.2 nm.80 (d) The reorganization energies of bare CdSe quantum dots are significantly larger than those
of CdSe cores with 3 monolayers of CdS shell. The black triangle corresponds to the experimentally measured reorganization
energy of a CdSe/CdS core-shell particle with a core diameter of 4 nm and 3 monolayers of shell by Talapin et al.129

other point of control that enables wave function engi-
neering.

For example, CdSe/CdS NCs have a quasi-type II
band alignment due to the valence band offset between
these bulk materials. The interplay of quantum con-
finement, band alignment, and electron-hole correlation
confines the hole density to the core while the electron
density delocalizes into the CdS shell.186 On the other
hand, CdSe/ZnS core-shell systems have a type I band
alignment that confines both the electron and hole to
the core.187 These behaviors are well-captured by our
atomistic electronic structure framework, as illustrated
in Fig. 7a. The qualitative differences in wave functions
in single-material NCs versus heterostructures have large
effects on the magnitudes of both EXPC and AR life-
times.

As described in Sec. III, phonon modes localized to the
surface of NCs have significant contributions to the over-

all EXPC, especially in NCs that are in the strongly con-
fined regime (Fig. 7b). This result suggests that EXPC
can be mitigated by treatment of the NC surface, such
as through the introduction of a passivating shell. For
CdSe/CdS core-shell QDs, the overall reorganization en-
ergy can be almost an order of magnitude smaller than
that of bare CdSe cores, as shown in Fig. 7d, depend-
ing on the core size. This effect is a direct consequence
of the quasi-type II band alignment that confines the
exciton hole to the CdSe core. As the hole channel is
the dominant channel for EXPC,89 hole localization sup-
presses coupling of the exciton to surface modes and low-
frequency acoustic modes that are delocalized over the
NC.

Growth of a passivating shell on CdSe core NCs also
has a profound effect on the AR lifetimes. Fig. 7c high-
lights the dramatic differences between AR lifetimes in
CdSe/CdS versus CdSe/ZnS systems.80 The type I band
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alignment in CdSe/ZnS means that the root-mean-square
exciton radius, or average electron-hole radial coordi-
nate, is relatively independent of ZnS shell thickness after
the growth of one shell monolayer. In the quasi-type II
systems, however, the root-mean-square exciton radius
grows linearly with the number of CdS shell monolayers
as the electron delocalizes over the CdS shell. These re-
sults directly affect the AR lifetime, which depends on
electron-hole wavefunction overlap via the Coulomb cou-
pling. The CdSe/ZnS QDs show AR lifetimes that do not
change with growth of ZnS shell while those of CdSe/CdS
QDs increase dramatically with growth of CdS shell.

In addition to core-shell QDs, dimers and superlattices
of NCs and NC heterostructures are being developed and
studied theoretically.91,188–192 These materials offer the
potential for significant engineering and control of both
electronic and phononic properties, enabling the realiza-
tion of new phenomena.

VI. OUTLOOK

FIG. 8. The calculated absorption spectrum (top) and den-
sity of excitonic states (bottom) for a wurtzite 3.9 nm CdSe
quantum dot. The vertical lines in the top panel indicate the
oscillator strength of the transition from the ground state to
that excitonic state. The inset depicts the cooling process
schematically, indicating that exciton cooling occurs through
a cascade of states.

Thus far, we have described our framework for comput-
ing the electronic/vibronic properties of confined semi-
conductor NCs of experimentally relevant sizes. Our
approach includes electron-hole correlations, which are
key to accurately describing excited-state phenomena,
and exciton-phonon coupling, which are essential for
understanding room-temperature optical properties and
phonon-mediated exciton dynamics. Calculations using
our approach yield very good agreement with experimen-
tal measurements of observables, such as fundamental

and optical gaps, phonon lifetimes, reorganization ener-
gies, and AR lifetimes, for II-VI and III-V materials of a
variety of sizes, dimensionalities, and compositions.

The main short-term goal is to use these tools to
address the longstanding controversy surrounding the
phonon bottleneck. The original hypothesis57 of the
phonon bottleneck in NCs is based on a single-particle
picture of the electronic states, for which the energy
spacing between states near the band edge becomes sev-
eral hundreds of meV. In this case, because the phonon
frequencies in these systems are ∼30 meV and lower,
a multiphonon process would be required for phonon-
mediated relaxation, which would be extremely slow.
In this electron-hole picture, one requires Auger-like,
Coulomb-mediated coupling to break the phonon bot-
tleneck. This picture is translated to a relatively high
density of excitonic states due to the dense spectrum of
holes. Fig. 8 illustrates the calculated absorption spec-
trum of a wurtzite 3.9 nm CdSe quantum dot, which is
made up of a few very bright excitonic states that have
large oscillator strengths and several dim excitonic states
that have small oscillator strengths. While the energy
spectrum is relatively sparse near the ground excitonic
state, the largest excitonic energy gap in this system is
25 meV, and the energy spacing quickly decreases for
states higher in energy.100 This would result in a cascade
of relaxation events to dark/bright excitons that would
be relatively fast due to the small energy spacing, break-
ing the phonon bottleneck.

Future work will focus on dynamical processes to de-
scribe spectral lineshapes, providing means to further as-
sess and improve the approach, as well as integrating this
model with a framework for nonadiabatic dynamics to
simulate the exciton cooling process and delineate the
timescales and mechanism of cooling as a function of ex-
citation energy, NC dimensionality, and NC size.
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