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Autonomous vehicles operate in highly interactive environments. They share the

road with humans and human driven vehicles, and they may share control with humans

in the cabin. Consider scenarios such as freeway merges, unsignalized intersections or

unprotected turns. These require cooperating with other on-road agents and predicting

their intent and future motion. Similarly, consider scenarios in partial or conditional

autonomy where control needs to be transferred to a human driver. It is critical to predict

the driver’s takeover readiness and reaction times to ensure safe transfer of control. The

goal of this dissertation is to develop models for predicting agent behavior in and around

xxv



autonomous vehicles. We present our contributions in two parts.

In part I, we address the task of trajectory prediction of surrounding agents. We

propose models that incorporate multi-agent behavior, generalize to novel scene layouts,

and output a multimodal distribution over future trajectories. Concretely, our contributions

are: (i) A unified framework for maneuver classification and trajectory prediction for

highway traffic. (ii) An LSTM encoder-decoder with convolutional social pooling for

modeling agent-agent interaction, and maneuver conditioned decoders for predicting a

multimodal distribution. (iii) P2T: a model that infers goals and path preferences of agents

in novel scenes using a discrete grid-based policy and predicts scene compliant trajectories.

(iv) PGP: a model that predicts trajectories conditioned on paths traversed by a discrete

policy in a graph representation of the scene, leading to computational efficiency and

better accuracy.

In part II we focus on agents inside the autonomous vehicle. We address control

transitions where control needs to be transferred from the vehicle to a human driver via a

takeover request. Given the driver’s gaze, hand and foot activity prior to the takeover

request, we predict their readiness and reaction times during takeovers. Our contributions

are: (i) a metric for the driver’s takeover readiness based purely on observable cues and

a model to estimate it, (ii) a model for predicting takeover time and analysis using a

real-world dataset of control transitions.
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Chapter 1

Introduction

Autonomous driving is one of the most exciting technological challenges of our

times. Not only is it a rich source of unsolved engineering problems, but it also promises to

make our roads safer and transportation more accessible. Spurred by advances in computer

vision and deep learning, as well as the availability of high quality datasets, there has been

incredible progress in perception for autonomous driving. Autonomous vehicles now have

the ability to understand the scene around them by detecting, tracking and segmenting

objects from raw sensor data, as well as the scene within them through driver gaze, hand

and foot analysis using driver facing cameras.

However, perception alone isn’t sufficient for autonomous vehicles to make safety

critical decisions. Autonomous vehicles need to operate in highly interactive environments.

They need to share the road with humans and human driven vehicles, and they might

need to share control with humans in the cabin. Consider scenarios such as merging

onto the highway, making lane changes, passing through unsignalized intersections, or

making unprotected turns. These require cooperating with other on-road agents, reasoning

about their goals and intents and predicting their future motion. Similarly, autonomous

vehicles need to cooperate with humans within the cabin in cases of partial or conditional

autonomy. Consider scenarios where control needs to be transferred from the autonomous

vehicle to the human driver. It is critical to predict the driver’s takeover readiness and
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reaction times to ensure safe transfer of control. Behavior prediction of agents thus serves

as a bridge between perception and planning.

The goal of this dissertation is to develop models for predicting agent behavior for

autonomous driving. We present our contributions in two parts. Part I focuses on agents

around the autonomous vehicle that share the road with it. Part II focuses on agents in

the autonomous vehicle, with whom it might need to share controls. For agents around the

autonomous vehicle, we address the task of trajectory prediction. Given the past locations

of all agents in the scene and a structured representation of static scene elements, we

predict the future locations of agents over a 5 to 10 second prediction horizon. For agents

in the autonomous vehicles, we address the tasks of takeover readiness estimation, and

takeover time prediction. We consider control transitions in conditionally autonomous

vehicles where control needs to be transferred from the autonomous vehicle to the human

driver via a takeover request. Given the driver’s gaze, hand and foot activity prior to the

takeover request, we predict their takeover readiness and reaction times to get their eyes

on the road, hands on the wheel and foot on the pedal.

1.1 Research themes

1.1.1 Predicting Trajectories of Surrounding agents

Modeling agent-agent interaction: Drivers and pedestrians cooperate with other

drivers and pedestrians while navigating through traffic. Their motion is affected by

nearby agents. Consider the examples shown in Figure 1.1. The speed of a vehicle on

freeways is limited by the speed of its leading vehicle. The locations and speeds of vehicles

in adjacent lanes determine the feasibility of lane changes. Finally, unprotected turns

are affected by cross-traffic and pedestrians crossing the intersection. Throughout part

I of this dissertation, we develop models that incorporate agent-agent interaction into

trajectory prediction. In chapter 2, we propose a vehicle interaction module that jointly

2



Figure 1.1. Modeling agent-agent interaction: The locations and motion of nearby
agents affects the future trajectories of vehicles and pedestrians. Throughout part I, we
present trajectory prediction models that incorporate agent-agent interaction.

assigns feasible maneuver classes for all vehicles around the ego-vehicle. In chapter 3, we

propose convolutional social pooling, a more robust alternative to social pooling proposed

in [3] for modeling agent-agent interaction. In chapters 4 and 5, we use attention [6,175] to

selectively model the effect of agents along specific routes that the target agent may take.

Scene compliant trajectory prediction: Static scene elements such as the network of

lanes and their curvature, the locations of crosswalks and sidewalks, as well as locations

of buildings and parked cars contain useful cues to infer goals and path preferences of

surrounding agents. Vehicles tend to move along lane centerlines, stop at stop lines and

cross walks and make legal lane changes to adjacent lanes. Pedestrians tend to walk

along sidewalks and crosswalks. Trajectory prediction models need to encode the static

scene to accurately predict trajectories over long prediction horizons. In particular, we

need models that can generalize to novel configurations of scene elements and still predict

scene-compliant trajectories. In chapters 4 and 5, we model routes taken by agents in

a given scene using a discrete policy exploring a grid (chapter 4) or graph (chapter 5)

3



Figure 1.2. Multimodal trajectory prediction: We develop models that output a
multimodal distribution over future trajectories conditioned on maneuver classes (chapter
3) or routes sampled from a discrete policy exploring a grid representation of the scene
(chapter 4) or graph representation of the scene (chapter 5).

representation of the scene. This allows us to encode local scene elements at each grid

cell, or node of the graph, rather than encoding the entire scene as a whole. This leads to

better generalization to unknown scenes with a different configuration of scene elements,

and scene compliant trajectories.

Multimodal trajectory prediction: In a given scene, drivers and pedestrians could

have one of multiple plausible goals. Additionally, they could take one of multiple paths

to their goals. Thus, the distribution of future trajectories of these agents is multimodal.

The modes of the distribution correspond to different goals, routes and motion profiles

along routes. Predicting a single trajectory or a unimodal distribution over trajectories

can suffer from mode averaging. This can often lead to egregious predictions. For example,

going straight and making a right turn can both be reasonable predictions, however their

average trajectory might veer offroad. We thus develop models that output a multimodal

distribution over future trajectories as shown in Figure 1.2. In chapter 3, we predict a

multimodal distribution over maneuver classes for vehicle motion on freeways. In chapters

4 and 5, we learn a learn a discrete policy that explores a grid or graph representation of
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Figure 1.3. Predicting driver behavior during control transitions: We learn a
holistic representation of the driver’s state using CNNs for driver gaze, hand and foot
activity recognition. The outputs of the CNNs are aggregated over a time window using
LSTM models to encode driver activity prior to takeover requests. We then predict the
takeover readiness of the driver (pictured here) based on the encoding, or predict the
driver’s reaction times to get their eyes on the road, hands on the wheel and foot on the
pedal, if a takeover request is issued at a given instance.

the scene. The learned policy induces a multimodal distribution over plausible goals and

routes to these goals. We then predict trajectories conditioned on these routes leading to

a multimodal trajectory distribution.

1.1.2 Predicting Driver Behavior during Control Transitions

Holistic representation of driver activity: In conditionally autonomous vehicles, a

driver can could be engaged in several non-driving tasks while the vehicle operates in

autonomous mode. The nature of this non driving task can affect the driver’s preparedness

to takeover control when a takeover request is issued. Since we wish to develop models

to predict takeover readiness and takeover time, it is crucial that we learn a useful

representation of driver activity prior to the takeover request. We use multiple driver

monitoring cameras and IR sensors and estimate frame by frame features using CNNs

developed in prior work [22,137,139,177,184,186]. These include the driver’s gaze zones,

hand locations, the hand’s distance to the steering wheel, held objects, body pose keypoint

locations and the foot’s distance to the pedals. We then use RNNs to encode these features
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over a time window. Through ablations we show the relative utility of each of these cues

for predicting takeover readiness (chapter 6) and reaction times (chapter 7) of the driver.

Metrics for takeover readiness using purely observable cues: We wish to predict

takeover readiness of drivers when a takeover request is issued purely using cameras. While

wearable sensors such as electroencephalogram (EEG) or photoplethysmography (PPG)

sensors provide the most faithful representation of the driver’s state, they are too intrusive

to be viable in commercial vehicles. An important question then, is whether it is even

possible to define a metric for the driver’s takeover readiness based on observable cues. In

chapter 6, we collect subjective ratings of driver takeover readiness from multiple human

observers viewing feed from driver monitoring cameras and show that there is remarkable

consistency in the trend of ratings assigned by observers. We leverage this wisdom of the

crowd by normalizing and averaging the ratings assigned by multiple raters, and using the

resulting value as the ground truth metric for the driver’s takeover readiness, termed the

observable readiness index (ORI). We then train an LSTM model to predict this takeover

readiness metric based on driver activity prior to the takeover request.

Predicting takeover time with real-world data: In chapter 7, we go a step further

and predict reaction times of the driver during control transitions, termed takeover time.

Specifically, we predict the time it takes the driver to get their eyes on the road, hands

on the wheel and foot on the pedal post takeover request. While this is a more objective

metric of takeover readiness, training models to predict takeover time require a dataset of

takeovers performed by drivers. Chapter 7 presents a large realworld dataset of takeover

events in autonomous vehicles as well as a data augmentation scheme, since such data is

expensive to collect. We present LSTM models for predicting takeover time trained using

the augmented dataset, and also show the utility of pretraining the model to predict ORI

before takeover time prediction.
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1.2 Contributions and Outline

The remainder of this dissertation is organized into 6 chapters. The key contribu-

tions of each chapter are summarized as follows.

• A unified framework for maneuver classification and trajectory prediction:

In chapter 2, we propose a unified framework for surrounding vehicle maneuver

classification and motion prediction that exploits multiple cues, namely, the estimated

motion of vehicles, an understanding of typical motion patterns of freeway traffic and

inter-vehicle interaction. We report our results in terms of maneuver classification

accuracy and mean and median absolute error of predicted trajectories against the

ground truth for real traffic data collected using vehicle mounted sensors on freeways.

We perform an ablative analysis to analyze the relative importance of each cue for

trajectory prediction. Additionally, we provide an analysis of execution time for the

components of the framework is presented. Finally, we present multiple case studies

analyzing the outputs of our model for complex traffic scenarios.

• Convolutional Social Pooling and Maneuver-based LSTMs: In chapter 3, we

propose an LSTM encoder-decoder model that uses convolutional social pooling as

an improvement to social pooling layers for robustly learning inter-dependencies in

vehicle motion. Additionally, our model outputs a multimodal predictive distribution

over future trajectories based on maneuver classes. We evaluate our model using the

publicly available NGSIM US-101 and I-80 datasets. Our results show improvement

over the state of the art in terms of RMS values of prediction error and negative

log-likelihoods of true future trajectories under the model’s predictive distribution.

We also present qualitative analysis of the model’s predicted distributions.

• Trajectory Prediction Conditioned on Grid-based Plans: In chapter 4, we

address the problem of predicting pedestrian and vehicle trajectories in unknown
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scenes, conditioned on their past motion and scene structure. Unlike prior approaches

that directly learn one-to-many mappings from observed context to multiple future

trajectories, we propose to condition trajectory forecasts on plans sampled from a

grid based policy learned using maximum entropy inverse reinforcement learning

(MaxEnt IRL). We reformulate MaxEnt IRL to allow the policy to jointly infer

plausible agent goals, and paths to those goals on a coarse 2-D grid defined over the

scene. We propose an attention based trajectory generator that generates continuous

valued future trajectories conditioned on state sequences sampled from the MaxEnt

policy. Quantitative and qualitative evaluation on the publicly available Stanford

drone and NuScenes datasets shows that our model generates trajectories that are

diverse, representing the multimodal predictive distribution, and precise, conforming

to the underlying scene structure over long prediction horizons.

• Trajectory Prediction Conditioned on Lane-graph Traversals: Accurately

predicting the future motion of surrounding vehicles requires reasoning about the

inherent uncertainty in driving behavior. This uncertainty can be loosely decoupled

into lateral (eg, keeping lane, turning) and longitudinal (eg, accelerating, braking).

In chapter 5, we present a novel method that combines learned discrete policy

rollouts with a trajecotry decoder focused on subsets of a lane graph representation

of the scene. The policy rollouts explore different routes given current observations,

ensuring that the model captures lateral variability. Longitudinal variability is

captured by a latent variable model decoder that is conditioned on various subsets

of the lane graph. Our model achieves state-of-the-art performance on the nuScenes

prediction dataset, and qualitatively demonstrates high scene compliance. Detailed

ablations highlight the importance of the policy rollouts and the decoder architecture.

• Predicting Take-Over Readiness of Drivers using Vision Sensors: In chapter

6, we propose a data-driven approach for estimating the driver’s take-over readiness
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based purely on observable cues from in-vehicle vision sensors. We present an

extensive naturalistic driving dataset of drivers in a conditionally autonomous vehicle

operating in freeway traffic. We collect subjective ratings for the driver’s take-over

readiness from multiple human observers viewing the sensor feed. Analysis of the

ratings in terms of intra-class correlation coefficients (ICCs) shows a high degree of

consistency in the ratings across raters. We define a metric for the driver’s take-over

readiness termed the ‘Observable Readiness Index (ORI)’ based on the ratings.

Finally, we propose an LSTM model for continuous estimation of the driver’s ORI

based on a holistic representation of the driver’s state, capturing gaze, hand, pose

and foot activity.

• Predicting Take-over Time for Autonomous Driving with Real-World

Data: In chapter 7, we present a model for predicting takeover time during control

transitions based on driver gaze, hand and foot activity prior to takeover requests.

Our model is trained and evaluated using a real-world dataset of control transitions in

an autonomous vehicle with drivers engaged in various non-driving activities. Since

such a dataset is costly to collect, we introduce a scheme for data augmentation.

We perform ablations on driver activity cues (gaze, hand and foot), as well as

model architectures, showing that a takeover time prediction model supported by

augmented data can be used to produce continuous estimates of take-over times

without delay, suitable for complex real-world scenarios.
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Part I

Predicting Trajectories of

Surrounding Agents
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Chapter 2

A Unified Framework for Maneuver
Recognition & Trajectory Prediction

2.1 Introduction

For successful deployment in challenging traffic scenarios, autonomous vehicles need

to ensure the safety of its passengers and other occupants of the road, while navigating

smoothly without disrupting traffic or causing discomfort to its passengers. Existing

tactical path planning algorithms [118,162,172] hinge upon reliable estimation of future

motion of surrounding vehicles over a prediction horizon of up to 10 s. While approaches

leveraging vehicle-to-vehicle communication [61,161,163], offer a possible solution, these

would require widespread adoption of autonomous driving technology in order to become

viable. In order to safely share the road with human drivers, an autonomous vehicle needs

to have the ability to predict the future motion of surrounding vehicles purely based on

perception. Thus, we address the problem of surrounding vehicle motion prediction purely

based on data captured using vehicle mounted sensors.

Prediction of surrounding vehicle motion is an extremely challenging problem due

to a large number of factors that affect the future trajectories of vehicles. Prior works

addressing the problem seem to incorporate three cues in particular: the instantaneous

estimated motion of surrounding vehicles, an understanding of typical motion patterns

of traffic and inter-vehicle interaction. A large body of work uses the estimated state
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Figure 2.1. From surround perception to behavior prediction: We propose a
unified model for trajectory prediction that leverages the instantaneous motion of the
vehicles, the maneuver being performed by the vehicles and inter-vehicle interactions, while
working purely with data captured using vehicle mounted sensors. The above figure shows
the data captured by 8 surround cameras (top), the track histories of surrounding vehicles,
the mean predicted trajectories (bottom left) and a heat map of the predicted distribution
in the ground plane (bottom right).
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of motion of surrounding vehicles along with a kinematic model to make predictions

of their future trajectories [4, 8, 65, 69, 77, 131, 159, 167]. While these approaches are

computationally efficient, they become less reliable for long term prediction, since they

fail to model drivers as decision making entities capable of changing the motion of

vehicles over long intervals. An alternative is offered by probabilistic trajectory prediction

approaches [75,88,156,157,170,180] that learn typical motion patterns of traffic from a

trajectory dataset. However these approaches are prone to poorly modeling safety critical

motion patterns that are under represented in the training data. Many works address these

shortcomings of motion models and probabilistic models by defining a set of semantically

interpretable maneuvers [5, 13, 45, 49, 68, 80, 104, 113, 158]. A separate motion model or

probabilistic model can then be defined for each maneuver for making future predictions.

Finally some works leverage inter-vehicle interaction for trajectory prediction [78,89].

While many promising solutions have been proposed, they seem to have the following

limitations. (i) Most works consider a restrictive setting such as only predicting longitudinal

motion, a small subset of motion patterns, or specific cases of inter-vehicle interaction,

whereas many of the biggest challenges for vehicle trajectory prediction originate from the

generalized setting of simultaneous prediction of the complete motion of all vehicles in

the scene. (ii) Many approaches have been evaluated using simulated data, or based on

differential GPS, IMU readings of target vehicles, whereas evaluation using real traffic data

captured using perceptual vehicle mounted sensors is more faithful to the setting being

considered. (iii) There is a lack of a unifying approach that combines each of the three

cues mentioned above and analyzes their relative importance for trajectory prediction.

2.1.1 Contributions

In this chapter, we propose a framework for holistic surrounding vehicle trajectory

prediction based on three interacting modules: A hidden Markov model (HMM) based

maneuver recognition module for assigning confidence values for maneuvers being performed
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by surrounding vehicles, a trajectory prediction module based on the amalgamation of an

interacting multiple model (IMM) based motion model and maneuver specific variational

Gaussian mixture models (VGMMs), and a vehicle interaction module that considers

the global context of surrounding vehicles and assigns final predictions by minimizing

an energy function based on outputs of the other two modules. We work with vehicle

tracks obtained using 8 vehicle mounted cameras capturing the full surround and generate

the mean predicted trajectories and prediction uncertainties for all vehicles in the scene

as shown in Figure 2.1. We evaluate the model using real data captured on Californian

freeways. The main contributions of this chapter are:

1. A unified framework for surrounding vehicle trajectory prediction that exploits

instantaneous vehicle motion, an understanding of typical motion patterns of traffic

and inter-vehicle interaction.

2. Ablations for determining the relative importance of each cue in trajectory prediction.

3. Evaluation based on real traffic data captured using vehicle mounted sensors.

2.2 Related Research

2.2.1 Data-driven trajectory prediction

Data driven trajectory prediction approaches can be broadly classified into clustering

based approaches and probabilistic approaches. Clustering based approaches [64, 113,174,

174] cluster the training data to give a set of prototype trajectories. Partially observed

trajectories are matched with a prototype trajectory based on distance measures such as

DTW, LCSS or Hausdorff distance, and the prototype trajectory used as a model for future

motion. The main drawback of clustering based approaches is the deterministic nature of

the predictions. Probabilistic approaches in contrast, learn a probability distribution over

motion patterns and output the conditional distribution over future motion given partial
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trajectories. These have the added advantage of associating a degree of uncertainty to

the future predictions. Gaussian Processes are the most popular approach for modeling

trajectories [75, 88,170]. Other approaches include [156] and [157] where the authors use

Gaussian mixture regression for predicting the longitudinal and lateral motion of vehicles

respectively. Of particular interest is the work by Weist et al. [180] who use variational

Gaussian mixture models (VGMMs) to model the conditional distribution over snippets of

trajectory futures given snippets of trajectory history. This approach is much leaner and

computationally efficient as compared to Gaussian process regression and was shown to be

effective at predicting the highly non-linear motion in turns at intersections. While Weist

et al. use the velocity and yaw angle of the predicted vehicle obtained from its Differential

GPS data, we extend this approach by learning VGMMs for freeway traffic using positions

and velocities of surrounding vehicles estimated using vehicle mounted sensors, similar to

our prior work on pedestrian trajectory prediction [36].

2.2.2 Maneuver-based trajectory prediction

Classification of vehicle motion into semantically interpretable maneuver classes has

been extensively addressed in both advanced driver assistance systems as well as naturalistic

drive studies [5, 13, 45,49,68,80,88,104,113,157,158,170]. Most approaches involve using

heuristics [68] or training classifiers such as SVMs [5,104], HMMs [13,49,88,113], LSTMs [80]

and Bayesian networks [158] using motion based features such as speed, acceleration, yaw

rate and other context information such as lane position, turn signals, distance from

leading vehicle. The works most closely related to our approach are those that use the

recognized maneuvers to make predictions of future trajectories. Houenou et al. [68]

classify a vehicle’s motion as a keep lane or lane change maneuver based on distance to

nearest lane marking and predict the future trajectory by fitting a quintic polynomial

between the current motion state of the vehicle and a pre-defined final motion state for

each maneuver class. Schreier et al. [158] classify vehicle motion into one of six different
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maneuver classes using a Bayesian network based on multiple motion and context based

features. A class specific motion model is then defined for each maneuver to generate

future trajectories. Most similar in principle to our approach are [156], [170] and [88]

where separate probabilistic prediction models are trained for each maneuver class. Tran

and Firl [170] define a separate Gaussian process for three maneuver classes and generate

a multi-modal distribution over future trajectories using each model. However, only case

based evaluation has been presented. Laugier et al. [88] also define separate Gaussian

processes for 4 different maneuvers that are classified using a hierarchical HMM. While they

report results for maneuver classification on real highway data, they evaluate trajectory

prediction in the context of risk assessment simulated data. Schlechtriemen et al. [157] use

a random forest classifier to classify maneuvers into left or right lane changes or keep lane.

They use a separate Gaussian mixture regression model for making predictions of lateral

movement of vehicles for each class, reporting results on real highway data. Along similar

lines, but without maneuver classes, they also predict longitudinal motion for surrounding

vehicles [156]. Contrary to this approach, we make predictions for the complete motion of

vehicles based on maneuver class, since detection of certain maneuvers like overtakes can

help predict both lateral and longitudinal motion of vehicles.

2.2.3 Interaction-aware trajectory prediction

Relatively few works address the effect of inter-vehicle interaction in trajectory

prediction. Kafer et al. [78] jointly assign maneuver classes for two vehicles approaching

an intersection using a polynomial classifier that penalizes cases which would lead to near

collisions. Closer to our proposed approach, Lawitzky et al. [89] consider the much more

complex case of assigning maneuver classes to multiple interacting vehicles in a highway

setting. However, predicted trajectories and states of vehicle motion are assumed to be

given, and results reported using a simulated setting. Contrarily, our evaluation considers

the combined complexity due to multiple interacting vehicles as well the difficulty of
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estimating their future motion. We note that inter-vehicle interaction is implicitly modeled

in [157] by including relative positions and velocities of nearby vehicles as features for

maneuver classification and trajectory prediction.

2.3 Overview

Figure 2.2 shows our proposed approach. We restrict our setting to purely per-

ception based prediction of surrounding vehicle motion, without any vehicle-to-vehicle

communication. The ego vehicle is equipped with 8 cameras that capture the full surround.

All vehicles within 40 m of the ego vehicle in the longitudinal direction are tracked for

motion analysis and prediction. While vehicle tracking is not the focus of this work, we

refer readers to a multi-perspective vision based vehicle trackers described in [49,140]. The

tracked vehicle locations are then projected to the ground plane to generate track histories

of the surrounding vehicles in the frame of reference of the ego vehicle.

The goal of our model is to estimate the future positions and the associated

prediction uncertainty for all vehicles in the ego vehicle’s frame of reference over the next tf

seconds, given a th second snippet of their most recent track histories. The model essentially

consists of three interacting modules, namely the trajectory prediction module, the maneuver

recognition module and the vehicle interaction module. The trajectory prediction module

is the most crucial among the three and can function as a standalone block independent of

the remaining two modules. It outputs a linear combination of the trajectories predicted

by a motion model that leverages the estimated instantaneous motion of the surrounding

vehicles and a probabilistic trajectory prediction model which learns motion patterns of

vehicles on freeways from a freeway trajectory training set. We use constant velocity

(CV), constant acceleration (CA) and constant turn rate and velocity (CTRV) models

in the interacting multiple model (IMM) framework as the motion models since these

capture most instances of freeway motion, especially in light traffic conditions. We use
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Variational Gaussian Mixture Models (VGMM) for probabilistic trajectory prediction

owing to promising results for vehicle trajectory prediction at intersections shown in [180].

The motion model becomes unreliable for long term trajectory prediction, especially

in cases involving a greater degree of decision making by drivers such as overtakes, cut-ins

or heavy traffic conditions. These cases are critical from a safety stand-point. However,

since these are relatively rare occurrences, they tend to be poorly modeled by a monolithic

probabilistic prediction model. Thus we bin surrounding vehicle motion on freeways into

10 maneuver classes, with each class capturing a distinct pattern of motion that can be

useful for future prediction. The intra-maneuver variability of vehicle motion is captured

through a VGMM learned for each maneuver class. The maneuver recognition module

recognizes the maneuver being performed by a vehicle based on a snippet of it’s most

recent track history. We use hidden Markov models (HMM) for this purpose. The VGMM

corresponding to the most likely maneuver can then be used for predicting the future

trajectory. Thus the maneuver recognition and trajectory Prediction modules can be used

in conjunction for each vehicle to make more reliable predictions.

Up to this point, our model predicts trajectories of vehicles independent of each

other. However the relative configuration of all vehicles in the scene can make certain

maneuvers infeasible and others more likely. This makes it a useful cue for trajectory

prediction especially in heavy traffic. The vehicle interaction module (VIM) leverages this

cue. The maneuver likelihoods and predicted trajectories for the K likeliest maneuvers for

each vehicle being tracked are passed to the VIM. The VIM consists of a Markov random

field that optimizes an energy function over the discrete space of maneuver classes for

all vehicles in the scene. The energy function takes into account the confidence values

for all maneuvers given by the HMM and the feasibility of the maneuvers given the

relative configuration of all vehicles. Minimizing the energy function gives the recognized

maneuvers and corresponding trajectory predictions for all vehicles in the scene.
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Figure 2.3. Maneuver Classes for Freeway Traffic: We bin the trajectories of
surrounding vehicles in the ego-vehicle frame of reference into 10 maneuver classes: 4 lane
pass maneuvers, 2 overtake maneuvers, 2 cut-in maneuvers and 2 maneuvers involving
drifting into ego vehicle lane.

2.4 Maneuver Recognition Module

2.4.1 Maneuver classes

We define 10 maneuver classes for surrounding vehicle motion on freeways in the

ego-vehicle’s frame of reference. Figure 2.3 illustrates the maneuver classes.

1. Lane Passes : Lane pass maneuvers involve vehicles passing the ego vehicle without

interacting with the ego vehicle lane. These constitute a majority of the surrounding

vehicle motion on freeways and are relatively easy cases for trajectory prediction

owing to approximately constant velocity profiles. We define 4 different lane pass

maneuvers as shown in Figure 2.3

2. Overtakes : Overtakes start with the surrounding vehicle behind the ego vehicle in

the ego lane. The surrounding vehicle changes lane and accelerates in order to pass

the ego vehicle. We define 2 different overtake maneuvers, depending on which side

the the surrounding vehicle overtakes.

3. Cut-ins : Cut-ins involve a surrounding vehicle passing the ego vehicle and entering

the ego lane in front of the ego-vehicle. Cut-ins and overtakes, though relatively
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rare, can be critical from a safety stand-point and also prove to be challenging cases

for trajectory prediction. We define 2 different cut-ins depending on which side the

surrounding vehicle cuts in from.

4. Drift into Ego Lane: Another important maneuver class is when a surrounding

vehicle drifts into the ego vehicle lane in front or behind the ego vehicle. This is also

important from a safety standpoint as it directly affects how sharply the ego vehicle

can accelerate or decelerate. A separate class is defined for drifts into ego-lane in

front and to the rear of the ego vehicle.

2.4.2 Hidden Markov Models

Hidden Markov models (HMMs) have previously been used for maneuver recognition

[13,49,113] due to their ability to capture the spatial and temporal variability of trajectories.

HMMs can be thought of as combining two stochastic models, an underlying Markov

chain of states characterized by state transition probabilities and an emission probability

distribution over the feature space for each state. The transition probabilities model

the temporal variability of trajectories while the emission probabilities model the spatial

variability, making HMMs a viable approach for maneuver recognition.

Previous works [49, 113] use HMMs for classifying maneuvers after they have been

performed, where the HMM for a particular maneuver is trained using complete trajectories

belonging to that maneuver class. In our case, the HMMs need to classify a maneuver

based on a small th second snippet of the trajectory. Berndt et al. [13] address the problem

of maneuver classification based on partially observed trajectories by using only the initial

states of a trained HMM to fit the observed trajectory. However, this approach requires

prior knowledge of the starting point of the maneuver. In our case, the trajectory snippet

could be from any point in the maneuver, and not necessarily the start. We need the

HMM to classify a maneuver based on any intermediate snippet of the trajectory. We thus
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divide the trajectories in our training data into overlapping snippets of th seconds and

train the maneuver HMMs using these snippets.

For each maneuver, we train a separate HMM with a left-right topology with only

self transitions and transitions to the next state. The state emission probabilities are

modeled as mixtures of Gaussians with diagonal covariances. The x and y ground plane

co-ordinates and instantaneous velocity are used as features for training the HMMs. The

parameters of the HMMs: the state transition probabilities and the means, variances and

weights of the mixture components are estimated using the Baum-Welch algorithm [9].

For a car i, the HMM for maneuver k outputs the log likelihood:

Li
k = log(P (xi

h,y
i
h,vx

i
h,vy

i
h|m

i = k; Θk)) (2.1)

where xi
h, yi

h are the x and y locations of vehicle i over the last th seconds and

vx
i
h, vy

i
h are the velocities along the x and y directions over the last th seconds. mi is the

maneuver assigned to car i and Θk are the parameters of the HMM for maneuver k

2.5 Trajectory Prediction Module

The trajectory prediction module predicts the future x and y locations of sur-

rounding vehicles over a horizon of tf seconds and assigns an uncertainty to the predicted

locations in the form of a 2×2 covariance matrix. It averages the predicted future locations

and covariances given by a motion model and a probabilistic trajectory prediction model.

The outputs of the trajectory prediction module for a prediction instant tpred are

xf (t) =
1

2

(
xfmotion(t) + xf prob(t)

)
(2.2)

yf (t) =
1

2

(
yfmotion(t) + yf prob(t)

)
(2.3)
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Σf (t) =
1

2

(
Σfmotion(t) + Σf prob(t)

)
(2.4)

where tpred ≤ t ≤ tpred + tf

2.5.1 Motion Models

We use the interacting multiple model (IMM) framework for modeling vehicle

motion, similar to [69,167]. The IMM framework combines an ensemble of Bayesian filters

for motion estimation and prediction by weighing the models with probability values. The

probability values are estimated at each time step based on the transition probabilities of

an underlying Markov model and how well each model fits the observed motion prior to

that time step. We use the following motion models in our ensemble:

1. Constant velocity (CV): The CV model maintains an estimate of the position and

velocity of the surrounding vehicles under the constraint that the vehicles move with

a constant velocity. We use a Kalman filter for estimating the state and observations

of the CV model. The CA model captures a majority of freeway vehicle motion.

2. Constant acceleration (CA): The constant acceleration model maintains estimates of

the the vehicle position, velocity and acceleration under the constant acceleration

assumption using a Kalman Filter. The CA model can be useful for describing

freeway motion especially in dense traffic.

3. Constant turn rate and velocity (CTRV): The CTRV model maintains estimates of

the the vehicle position, orientation and velocity magnitude under the constant yaw

rate and velocity assumption. Since the state update for the CTRV model is non-

linear, we use an extended Kalman filter for estimating the state and observations.

The CTRV model can be useful for modeling motion during lane changes
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2.5.2 Probabilistic Trajectory Prediction

We formulate probabilistic trajectory prediction as estimating the distribution:

P (vxf ,vyf |xh,yh,vxh,vyh,m) (2.5)

i.e. the conditional distribution of the vehicle’s predicted velocities given the

vehicles past positions, velocities and maneuver class. In particular, we are interested in

estimating the conditional expected values [v̂xf ; v̂yf ] and conditional covariance Σvf of

the distribution 2.5. The predicted locations and xf prob, yf prob can then be obtained by

taking the cumulative sum of the predicted velocities, which can be represented using an

accumulator matrix A

[xf prob;yf prob] = A[v̂xf ; v̂yf ] (2.6)

Similarly, the uncertainty of prediction Σprob can be obtained using the expression:

Σf prob = AΣvfA
T (2.7)

We use the framework proposed by Weist et al. [180] for estimating the conditional

distribution 2.5. (xh,yh,vxh,vyh) and (vxf ,vyf ) are represented in terms of their Chebyshev

coefficients, ch and cf . The joint distribution P (cf , ch|m) for each maneuver class is

estimated as the predictive distribution of a variational Gaussian mixture model (VGMM).

The conditional distribution P (cf |ch,m) can then be estimated in terms of the parameters

of the predictive distribution. We briefly review the the expressions for P (cf , ch|m) and

P (cf |ch,m). However, the reader is encouraged to refer to [180] for more details.

VGMMs are the Bayesian analogue to standard GMMs, where the model parameters,

{π, µ1, µ2, ... µK , Λ1, Λ2, ... ΛK} are given conjugate prior distributions. The prior over
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mixture weights π is a Dirichlet distribution

P (π) = Dir(π|α0) (2.8)

The prior over each component mean µk and component precision Λk is an independent

Gauss-Wishart distribution

P (µk,Λk) = N (µk|m0k , (β0kΛk)−1)W(Λk|W0k , ν0k) (2.9)

The parameters of the posterior distributions are estimated using the Variational Bayesian

Expectation Maximization algorithm [17]. The predictive distribution for a VGMM is

given by a mixture of Student’s t-distributions

P (ch, cf ) =
1

sum(α)

K∑
k=1

αkSt(ch, cf |mk,Lk, νk + 1− d) (2.10)

where d is the number of degrees of freedom of the Wishart distribution and

Lk =
(νk + 1− d)βk

1 + βk

Wk (2.11)

For a new trajectory history ch, the conditional predictive distribution P (cf |ch) is given
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by:

P (cf |ch) =
1

sum(α̂)

K∑
k=1

α̂kSt (cf |ch, m̂k,Lk, νk + 1− d) (2.12)

where (2.13)

ν̂k = νk + 1− d (2.14)

α̂k =
αkSt(ch|mk,ch ,Lk,ch , ν̂k)∑K
j=1 αjSt(ch|mj,ch ,Lj,ch , ν̂j)

(2.15)

m̂k = mk,cf + Σk,cfchΣ
−1
k,chch

(ch −mk,ch) (2.16)

L̂−1
k =

ν̂k
ν̂k + d− 2

(
1 + ∆T

k

Σk,chch

ν̂k
∆k

)
Σ∗

k (2.17)

∆k = (ch −mk,ch) (2.18)

Σ∗
k = Σk,cfcf −Σk,cfchΣk,chc

−1
h
Σk,chcf (2.19)

Σk =
ν̂k + d− 2

ν̂k + d
L−1

k (2.20)

2.6 Vehicle Interaction Module

The vehicle interaction module is tasked with assigning discrete maneuver labels to

all vehicles in the scene at a particular prediction instant based on the confidence of the

HMM in each maneuver class and the feasibility of the future trajectories of all vehicles

based on those maneuvers given the current configuration of all vehicles in the scene. We

set this up as an energy minimization problem. For a given prediction instant, let there be

N surrounding vehicles in the scene with the top K maneuvers given by the HMM being

considered for each vehicle. The minimization objective is given by:

y∗ = arg min
y

n∑
i=1

K∑
k=1

yik
[
Ehmm

ik + λEego
ik

]
+ λ

n∑
i=1

K∑
k=1

n∑
j=1
j ̸=i

K∑
l=1

yiky
j
lE

vi
ijkl (2.21)
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s.t.

∑
k

yik = 1 ∀i (2.22)

yik =


1, if car i is assigned maneuver k

0, otherwise

(2.23)

The objective consists of three types of energies, the individual Energy terms Ehmm
ik ,

Eego
ik and the pairwise energy terms Evi

ijkl. The individual energy terms Ehmm
ik are given

by the negative of the log likelihoods provided by the HMM. Higher the confidence of

an HMM in a particular maneuver, lower is −Li
k and thus the individual energy term.

The individual energy term Eego
ik takes into account the interaction between surrounding

vehicles and the ego vehicle. We define the Eego
ik as the reciprocal of the closest point of

approach for vehicle i and the ego vehicle over the entire prediction horizon, given that it

is performing maneuver k, where the ego vehicle position is always fixed to 0, since it is

the origin of the frame of reference. Similarly, the pairwise energy term Evi
ijkl is defined as

the reciprocal of the minimum distance between the corresponding predicted trajectories

for the vehicles i and j, assuming them to be performing maneuvers k and l respectively .

The terms Eego
ik and Evi

ijkl penalize predictions where at any point in the prediction horizon,

two vehicles are very close to each other. This term leverages the fact that drivers tend to

follow paths with low possibility of collisions with other vehicles. The weighting constant

λ is experimentally determined through cross-validation.

The minimization objective in the formulation shown in Eq. 2.21, 2.22 and 2.23

has quadratic terms in y values. In order to leverage integer linear programming for

minimizing the energy, we modify the formulation as follows:
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y∗, z∗ = arg min
y,z

n∑
i=1

K∑
k=1

yik
[
Ehmm

ik + λEego
ik

]
+ λ

n∑
i=1

K∑
k=1

n∑
j=1
j ̸=i

K∑
l=1

zi,jk,lE
vi
ijkl (2.24)

s.t.

∑
k

yik = 1 ∀i (2.25)

yik ∈ 0, 1 (2.26)

zi,jk,l ≤ yik (2.27)

zi,jk,l ≤ yjl (2.28)

zi,jk,l ≥ yik + yjl − 1 (2.29)

This objective can now be optimized using integer linear programming. The optimal

values y∗ give the maneuver assignments for all vehicles. These assigned maneuvers are

used by the trajectory prediction module to make future predictions for all vehicles.

2.7 Experimental Evaluation

2.7.1 Dataset

We evaluate our framework using real freeway traffic data captured using the

testbed described in [142]. The vehicle is equipped with 8 RGB video cameras, LIDARs

and RADARs synchronously capturing the full surround at a frame rate of 15 fps. Our

complete dataset consists of 52 video sequences extracted from multiple drives spanning ap-

proximately 45 minutes. The sequences were chosen to capture varying lighting conditions,

vehicle types, and traffic density and behavior.

The 4 longest video sequences, of about 3 minutes each were ground-truthed

by human annotators and used for evaluation. Three sequences from the evaluation
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Figure 2.4. Dataset: Examples of annotated frames from the evaluation set (top left and
top right) and trajectories belonging to all maneuver classes projected in the ground plane
(bottom). We can observe that the trajectory patterns implicitly capture lane information

set represent light to moderate or free-flowing traffic conditions, while the remaining

sequence represents heavy or stop-and-go traffic. The video feed from the evaluation

set was annotated with detection boxes and vehicle track-ids for each of the 8 views.

All tracks were then projected to the ground plane and assigned a maneuver class label

corresponding to the 10 maneuver classes described in Section 2.4.1. If a vehicle track was
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Table 2.1. Dataset Statistics

Maneuver
Number of

trajectories

Number of

trajectory snippets

Lane Pass (Left Forward) 59 9500

Lane Pass (Left Back) 75 10332

Lane Pass (Right Forward) 110 10123

Lane Pass (Right Back) 48 12523

Overtake (Left) 8 1629

Overtake (Right) 17 2840

Cut-in (Left) 8 1667

Cut-in (Right) 19 3201

Drift into ego lane (Front) 11 1317

Drift into ego lane (Rear) 8 553

comprised by multiple maneuvers, the start and end-point of each maneuver was marked.

A multi-perspective tracker [49] was used for assigning vehicle tracks for the remaining

48 sequences. These tracks were only used for training the models. Figure 2.4 shows the

track annotations as well as the complete set of trajectories for each maneuver. Since each

trajectory is divided into overlapping snippets of th = 3 seconds for training and testing

our models, we report the data statistics in terms of the total number of trajectories as

well as the number of trajectory snippets for each maneuver class in Table 2.1

We report all results using a leave on sequence cross-validation scheme. For each

of the 4 evaluation sequences, the HMMs and VGMMs are trained using data from the

remaining 3 evaluation sequences as well as the 48 training sequences. Additionally, we

use two simple data-augmentation schemes for increasing the size of our training datasets

in order to reduce overfitting in the models:

1. Lateral inversion: We flip each trajectory along the lateral direction in the ego frame

to give an instance of a different maneuver class. For example, a left cut-in on lateral

inversion becomes a right cut in.

2. Longitudinal shifts: We shift each of the trajectories by ± 2, 4 and 6 m in the
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longitudinal direction in the ego frame to give additional instances of the same

maneuver class. We avoid lateral shifts since this would interfere with lane information

that is implicitly learned by the probabilistic model.

2.7.2 Evaluation Measures and Experimental Settings

Our models predict the future trajectory over a prediction horizon of 5 seconds for

each 3 second snippet of track history based on the maneuver classified by the HMMs or

by the VIM. We use the following evaluation measures for reporting our results:

1. Mean Absolute Error : This measure gives the average absolute deviation of the

predicted trajectories from the underlying ground truth trajectories. To compare

how the models perform for short term and long term predictions, we report this

measure separately for prediction instants up to 5 seconds into the future, sampled

with increments of 1 second. The mean absolute error captures the effect of both

the number of errors made by the models as well as the severity of the errors.

2. Median Absolute Error : We also report the median values of the absolute deviations

for up to 5 seconds into the future with 1 second increments, as was done in [156].

The median absolute error better captures the distribution of the errors made by

the models while sifting out the effect of a few drastic errors.

3. Maneuver classification accuracy : We report maneuver classification accuracy for

configurations using the maneuver recognition module or the VIM.

4. Execution time: We report the average execution time per frame, where each frame

involves predicting trajectories of all vehicles being tracked at a particular instant.

In order to analyze the effect of each of our proposed modules, we compare the

trajectory prediction results for following systems

31



• Motion model (IMM): We use the trajectories predicted by the IMM based motion

model as our baseline.

• Monolithic VGMM (M-VGMM): We consider the trajectories predicted by our

trajectory prediction module, where the probabilistic model used is a single monolithic

VGMM. This alleviates the need for the maneuver recognition module, since the

same model makes predictions irrespective of the maneuver being performed

• Class VGMMs (C-VGMM): Here we consider separate VGMMs for each maneuver

class in the trajectory prediction module. We use the VGMM corresponding to

the maneuver with the highest HMM log likelihood for making the prediction. In

this case, maneuver predictions for each vehicle are made independent of the other

vehicles in the scene. To keep the comparison with the M-VGMM fair, we use 8

mixture components for each maneuver class for the C-VGMMs, while we use a

single VGMM with 80 mixture components for the M-VGMM, ensuring that both

models have the same complexity.

• Class VGMMs with Vehicle Interaction Module (C-VGMM + VIM): We finally

consider the effect of using the vehicle interaction module. In this case, we use the

C-VGMMs with the maneuver classes for each of the vehicles in the scene assigned

by the vehicle interaction module

We report our results for the complete set of trajectories in the evaluation set. Additionally,

we also report results on the subsets of overtake and cut-in maneuvers and stop-and-go

traffic. Since overtakes and cut-ins are rare safety critical maneuvers with significant

deviation from uniform motion, these are challenging cases for trajectory prediction.

Similarly, due to the high traffic density in stop-and-go scenarios, vehicles affect each

others motion to a much greater extent as compared to free-flowing traffic, making it a

challenging scenario for trajectory prediction.
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2.7.3 Ablative Analysis

Table 2.2 shows the quantitative results of our ablation experiments. We note from

the results on the complete evaluation set that the probabilistic trajectory prediction

models outperform the IMM. The M-VGMM has lower values for both mean as well as

median absolute error as compared to the IMM suggesting that the probabilistic model

makes fewer as well as less drastic errors on an average. We get further improvements in

mean and median absolute deviations using the C-VGMMs suggesting that subcategorizing

trajectories into maneuver classes leads to a better probabilistic prediction model.

This is further highlighted based on the prediction results for the challenging

maneuver classes of overtakes and cut-ins. We note that the C-VGMM significantly

outperforms the CV and M-VGMM models both in terms of mean and median absolute

deviation for overtakes and cut-ins. This trend becomes more pronounced as the prediction

horizon is increased. This suggests that the motion model is more error prone due to the

non-uniform motion in overtakes and cut-ins while these rare classes get underrepresented

in the distribution learned by the monolithic M-VGMM. Both of these issues get addressed

through the C-VGMM. We analyze this further by considering specific cases of predictions

made by the IMM, M-VGMM and C-VGMM in Section 2.7.5

Comparing the maneuver classification accuracies for the case of C-VGMM and

C-VGMM + VIM, we note that the VIM corrects some of the maneuvers assigned by

the HMM. This in turn leads to improved trajectory prediction as seen from the mean

and median absolute error values. We note that this effect is more pronounced in case of

stop-and-go traffic, since the dense traffic conditions cause more vehicles to affect each

others motion leading to a greater proportion of maneuver class labels to be re-assigned by

the VIM. Section 2.7.6 analyses cases where the VIM reassigns maneuver labels assigned

by the HMM due to the relative configuration of all vehicles in the scene.
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2.7.4 Analysis of execution time

Table 2.2 also shows the average execution time per frame for the 4 system con-

figurations considered. As expected, the IMM baseline has the lowest execution time

since all other configurations build upon it. We note that the C-VGMM runs faster than

the M-VGMM in spite of having the overhead of the HMM based maneuver recognition

module. This is because the M-VGMM is a much bulkier model as compared to any single

maneuver C-VGMM. Thus in spite of involving an extra step, the maneuver recognition

module allows us to choose a much leaner model, effectively reducing the execution time

while improving performance. The VIM is a more time intensive overhead and almost

doubles the run time of the C-VGMM. However, even in it’s most complex setting, the

proposed framework can be deployed at a frame rate of almost 6 fps, which is more than

sufficient for the application being considered.

2.7.5 Qualitative Analysis of Predictions

Figure 2.5 shows the trajectories predicted by the CV, M-VGMM and C-VGMM

models for 8 different instances.

Figure 2.5a shows two prediction instants where the vehicle is just about to start

the non-linear part of overtake maneuvers. We observe that the IMM makes erroneous

predictions in both cases. However, both the M-VGMM and C-VGMM manage to predict

the non-linear future trajectory.

Figure 2.5b shows two prediction instants in the early part of overtake maneuvers.

We note that both the IMM and M-VGMM make errors in prediction. However the

position of the surrounding vehicle along with the slight lateral motion provide enough

context to the maneuver recognition module to detect the overtake maneuver early. Thus,

the C-VGMM manages to predict that the surrounding vehicle would move to the adjacent

lane and accelerate in the longitudinal direction, although there is no such cue from the
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(a) (b)

(c) (d)

Figure 2.5. Predictions made by CV, M-VGMM and C-VGMM models: (a):
Better prediction of lateral motion in overtakes by the probabilistic models. (b): Early
detection of overtakes by the HMM. (c): Deceleration near the ego vehicle predicted by
the C-VGMM. (d): Effect of lane information implicitly encoded by the M-VGMM and
C-VGMM
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(a) Infeasible lane pass is correctly changed to cut-in

(b) Infeasible overtake correctly changed to tail-gating

(c) Infeasible left overtake changed to the correct overtake direction

Figure 2.6. Effect of the VIM: Each case shows from left to right: The ground
truth, predictions made independently for each vehicle, uncertainty of the independent
predictions, predictions made with the VIM, uncertainties of the VIM predictions
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vehicles existing state of motion

Figure 2.5c shows two instants the trajectory of a vehicle that decelerates as it

approaches the ego vehicle from the front. This trajectory corresponds to the drift into

ego-lane maneuver class. In the first case (left), the vehicle has not started decelerating,

causing the IMM to assign a high probability to the CV model. The IMM thus predicts

the vehicle to keep moving at a constant velocity and come dangerously close to the

ego vehicle. Similarly, the M-VGMM makes a poor prediction since these maneuvers

are underrepresented in the training data. The C-VGMM however manages to correctly

predict the surrounding vehicle to decelerate. In the second case (right), we observe that

the car has already started decelerating. This allows the IMM to assign a greater weight

to the CA model and correct its prediction

Finally Figure 2.5d shows two interesting instances of the lane pass right back

maneuver that is well represented in the training data. The vehicle makes a lane change

in both of these instances. The IMM poorly predicts these trajectories. However both the

M-VGMM and C-VGMM correctly predict the vehicle to merge into the lane, suggesting

that the probabilistic models may have implicitly encoded lane information.

2.7.6 Vehicle Interaction Model Case Studies

Figure 2.6 shows three cases where the recognized maneuvers and predicted tra-

jectories are affected by the VIM. In each case, the green plots show the ground truth of

future tracks, the blue plots show the predictions made for each vehicle independently and

the red plots show the predictions based on the VIM. Additionally we plot the prediction

uncertainties for either case.

Consider the first case in Figure 2.6a, in particular vehicle 3. We note from the

blue plot that the HMM predicts the vehicle to perform a lane pass. However the the

vehicle’s path forward is blocked by vehicles 1 and 5. The VIM thus infers vehicle 3 to

perform a cut-in in with respect to the ego-vehicle in order to overtake vehicle 5.
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In Figure 2.6b, the HMM predicts vehicle 18 to overtake the ego-vehicle from the

right. However, we can see that the right lane is occupied by vehicles 11, 3 and 2. These

vehicles yield high values of pairwise energies with vehicle 18 for the overtake maneuver.

The VIM thus correctly manages to predict that vehicle 18 would end up tail-gating by

assigning it the maneuver drift into ego lane (rear).

Finally Figure 2.6c shows a very interesting case where the HMM predicts vehicle

1 to overtake the ego vehicle from the left. Again, the left lane is occupied by other

vehicles making the overtake impossible to execute from the left. However, compared

to the previous case, these vehicles are slightly further away and can be expected to

yield relatively smaller energy terms as compared to case (b). However, these terms are

enough to offset the very slight difference in the HMM’s confidence values between the

left and right overtake since both maneuvers do seem plausible if we consider vehicle 1

independently. Thus the VIM reassigns the maneuver for vehicle 1 to a right overtake,

making the prediction closely match the ground truth.

2.8 Conclusions

In this chapter, we presented a unified framework for surrounding vehicle maneuver

recognition and motion prediction using vehicle mounted perceptual sensors, that leverages

the instantaneous motion of vehicles, an understanding of motion patterns of freeway

traffic and the effect of inter-vehicle interactions. The proposed framework outperforms

an interacting multiple model based trajectory prediction baseline and runs in real time.

We presented an ablative analysis for the relative importance of each cue for

trajectory prediction. In particular, we showed that probabilistic modeling of surrounding

vehicle trajectories is a more versatile approach, and leads to better predictions compared

to using motion models, especially for safety critical trajectories around the ego vehicle.

Additionally, subcategorizing trajectories based on maneuvers leads to better modeling
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of motion patterns. Finally, incorporating a model for interactions between surrounding

vehicles to simultaneously predict each of their motion leads to better predictions as

compared to predicting each vehicle’s motion independently.

The proposed approach could be treated as a general framework, where improve-

ments could be made to each of the three interacting modules.
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Chapter 3

Convolutional Social Pooling and
Maneuver Based LSTMs

3.1 Introduction

In the previous chapter, we introduced a unified framework for predicting the

trajectories of surrounding vehicles in highway traffic that leverages vehicle maneuvers and

models interaction between vehicles. While we obtain promising results, the framework

suffers from a few limitations.

• Independently trained modules: The framework uses three independently trained

modules for maneuver recognition, trajectory prediction and modeling vehicle inter-

action that are applied sequentially during inference. The errors made by upstream

modules are propagated downstream during inference but not addressed during

training. The upstream modules (e.g. the maneuver recognition module) are trained

agnostic to their effect on the overall prediction error. On the other hand, the

downstream modules (e.g. the trajectory prediction module) lack robustness to

errors made by the upstream modules.

• Redundant encoders: The past trajectories of surrounding vehicles are inde-

pendently encoded, by the parameters of the HMMs in the maneuver recognition

modules, and by the parameters of the VGMMs in the trajectory prediction module.
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Figure 3.1. Multimodal predictions for highway traffic: Imagine the blue vehicle
is an autonomous vehicle in the traffic scenario shown. Our proposed model allows it to
make multimodal predictions of future motion of it’s surrounding vehicles, along with
prediction uncertainty shown here for the red vehicle

Both tasks are tightly linked and could use shared feature encoders.

• Modeling relative motion: The trajectory prediction module predicts the relative

motion of surrounding vehicles with respect to the ego-vehicle. The predictive

distribution does not decouple ego-vehicle motion and surrounding vehicle motion.

We implicitly predict both, the ego-vehicle’s trajectory as well as the surrounding

vehicles’ trajectories. This can be a problem, since path planners would have control

over the ego-vehicle’s future trajectory, but not on the surrounding vehicles’.

• Unimodal predictions: Finally, the predictive distribution from the model is

unimodal, characterized by the most likely maneuver class for each surrounding

vehicle. Driver behavior tends to be inherently multimodal, where a driver could
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make one of many decisions under the same traffic circumstances. A model that

predicts a multimodal distribution over future trajectories as shown in Figure 3.1,

would help path planners in autonomous vehicles to plan for contingencies rather

than being overly confident in the most likely maneuver.

3.1.1 Contributions

In this chapter, we address the above limitations by leveraging the modularity and

end-to-end trainability of deep learning models. Instead of independently trained modules

for maneuver recognition, trajectory prediction and modeling vehicle interaction, we

propose a single model consisting of differentiable components performing these functions.

Following the success of long-short term memory (LSTM) networks in modeling non-linear

temporal dependencies in sequence learning and generation tasks [3, 28,56], we propose an

LSTM encoder-decoder model for vehicle trajectory prediction. Our model can be trained

end-to-end via gradient based learning, and is characterized by:

1. Shared LSTM encoders: We use LSTM encoders with shared weights for encoding

the past trajectories of all surrounding vehicles. The LSTM encodings are then used

for both maneuver recognition and trajectory prediction.

2. Convolutional social pooling: We propose a novel social pooling layer as an

alternative to that proposed in [3]. We apply convolutional and max-pooling layers

instead of a fully connected layer to social-tensors of LSTM states that encode

the past motion of neighboring vehicles. Through our experiments, we show that

convolutional social pooling is more robust to varying spatial configurations of agents

than fully connected social pooling.

3. Maneuver based decoder: We propose an LSTM decoder that generates the

probability distribution over future motion for six maneuver classes and assigns a

probability to each maneuver class. This accounts for the multimodal nature of
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vehicle motion. We propose a loss function that allows us to train the model without

collapsing the modes of the predictive distribution.

3.2 Related Research

3.2.1 Maneuver based models:

Classification of vehicle motion into meaningful maneuvers has been extensively

addressed in both advanced driver assistance systems as well as naturalistic drive studies.

Of particular interest are works that use recognized maneuvers to make better predictions

of future trajectories [35,68,88,157,158,170]. These approaches usually involve a maneuver

recognition module for classifying maneuvers and maneuver specific trajectory prediction

modules. Maneuver recognition modules are typically classifiers that use past positions and

motion states of the vehicles, and context cues as features. Heuristic based classifiers [68],

Bayesian networks [158], hidden Markov models [35,88], random forest classifiers [157] and

recurrent neural networks have been used for maneuver recognition. Trajectory prediction

modules output the future locations of the vehicle given its maneuver class. Polynomial

fitting [68], maneuver specific motion models [158], Gaussian processes [88, 170], and

Gaussian mixture models [35] have been used for trajectory prediction.

3.2.2 Interaction aware models:

Interaction aware models for motion prediction take into account the effect of

inter-vehicle interaction on the motion of vehicles. Two different approaches can be found

for incorporating inter-vehicle interaction. The first set of approaches [7, 35] use hand

crafted cost functions based on the relative configuration of vehicles and make optimal

predictions of future motion with respect to these cost functions. Cost function based

approaches do not depend on training data and can generalize to new traffic configurations.

However, they can be limited by how well the hand-crafted cost function is designed.

The second approach to incorporate inter-vehicle interaction is to implicitly learn it from
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trajectory data of real traffic. However, due to the large variation in traffic configurations,

this approach requires a large dataset for generalization. This approach has been used in

prior works for the case of two vehicles approaching an intersection [78], and lateral motion

prediction on highways [157]. We use the data-driven approach for inter-vehicle interaction

in this work, since it it not limited by the design of a hand-crafted cost function, and also

due to the availability of large datasets of real freeway traffic [30,31].

3.2.3 Recurrent networks for motion prediction:

Since motion prediction can be viewed as a sequence classification or sequence

generation task, a number of recurrent neural network (RNN) based approaches have been

proposed in recent times for maneuver classification and trajectory prediction. Khosroshahi

et al. [80] and Phillips et al. [130] use LSTMs to classify vehicle maneuvers at intersections.

Kim et al. [81] propose an LSTM that predicts the location of vehicles in an occupancy

grid at intervals of 0.5 s, 1 s and 2 s into the future. Contrary to this approach, our

model outputs a continuous, multimodal probability distribution of future locations of the

vehicles up to a prediction horizon of 5 s. Lee at al. [90] propose a model that combines

conditional variational auto-encoders (CVAE) with RNN encoder-decoders for trajectory

prediction. While this allows for multimodal predictions by sampling the CVAE, the

model can only provide samples from the predictive distribution rather than an estimate

of the distribution itself. In their seminal work, Alahi et al. [3] propose social LSTMs,

which jointly model and predict the motion of pedestrians in dense crowds through the

use of a social pooling layer. We improve upon this approach by using convolutional

social pooling. We also incorporate the lane structure of freeways into our social pooling

layer. Finally, Kuefler et al. [87] use a gated recurrent unit (GRU) based policy using the

behavior cloning and generative adversarial imitation learning paradigms to generate the

acceleration and yaw-rate values of a bicycle model of vehicle motion. We compare our

trajectory prediction results with those reported in [87].
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Figure 3.2. Formulation. Top: The co-ordinate system used for trajectory prediction.
The vehicle being predicted is shown in black, neighboring vehicles considered are shown
in blue. Bottom: Lateral and longitudinal maneuver classes

3.3 Formulation

We formulate motion prediction as estimating the probability distribution of the

future positions of a vehicle conditioned on its track history and the track histories of

vehicles around it, at each time instant t.

3.3.1 Frame of reference

We use a stationary frame of reference, with the origin fixed at the vehicle being

predicted at time t as shown in Fig. 3.2. The y-axis points in the direction of motion of

the freeway, and the x-axis is the direction perpendicular to it. This makes our model

independent of how the vehicle tracks were obtained, and in particular, can be applied

to the case of on-board sensors on an autonomous vehicle. This also makes the model
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independent of the curvature of the road, and can be applied anywhere on a freeway as

long as an on-board lane estimation algorithm is available.

3.3.2 Inputs and outputs

The inputs to our model are track histories

X = [x(t−th), ...,x(t−1),x(t)] (3.1)

where,

x(t) = [x
(t)
0 , y

(t)
0 , x

(t)
1 , y

(t)
1 , ..., x(t)

n , y(t)n ] (3.2)

are the x and y co-ordinates at time t of the vehicle being predicted and all vehicles within

±90 feet in the longitudinal direction and within the two adjacent lanes of the vehicle

being predicted, as shown in Fig. 3.2.

The output of the model is a probability distribution over

Y = [y(t+1), ...,y(t+tf )] (3.3)

where,

y(t) = [x
(t)
0 , y

(t)
0 ] (3.4)

are the future co-ordinates of the vehicle being predicted

3.3.3 Probabilistic motion prediction

Our model estimates the conditional distribution P(Y|X). In order to have the

model produce multimodal distributions, we expand it in terms of maneuvers mi, giving:

P(Y|X) =
∑
i

PΘ(Y|mi,X)P(mi|X) (3.5)
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where,

Θ = [Θ(t+1), ...,Θ(t+tf )] (3.6)

are the parameters of a bivariate Gaussian distribution at each time step in the future,

corresponding to the means and variances of future locations.

3.3.4 Maneuver classes

We consider three lateral and two longitudinal maneuver classes as shown in Fig.

3.2. The lateral maneuvers consist of left and right lane changes and a lane keeping

maneuver. Since lane changes involve preparation and stabilization, we define a vehicle

to be in a lane changing state for ± 4s w.r.t. the actual cross-over. The longitudinal

maneuvers are split into normal driving and braking. We define a vehicle to be performing

a braking maneuver if it’s average speed over the prediction horizon is less than 0.8 times

its speed at the time of prediction. We define our maneuvers in this manner since these

maneuver classes are communicated by vehicles to each other through turn signals and

brake lights, which will be included as a cue in future work.

3.4 Proposed Model

Fig. 3.3 shows our proposed model. It consists of an LSTM encoder, convolutional

social pooling layers and a maneuver based LSTM decoder.

3.4.1 LSTM Encoder

We use an LSTM encoder for learning the dynamics of vehicle motion. For each

instant, snippets of the most recent th frames of track history are passed through the

LSTM encoder for the vehicle being predicted, and all the vehicles surrounding it. The

LSTM states for each vehicle are updated frame by frame over the th past frames. The

final LSTM state for each vehicle can be expected to encode the state of motion of that
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vehicle. The LSTMs used for each vehicle have shared weights. This allows for a direct

correspondence between the components of the LSTM states for all the vehicles.

3.4.2 Convolutional Social Pooling

While the LSTM encoder captures the vehicle motion dynamics, it fails to capture

the interdependencies of the motion of all vehicles in the scene. Social pooling, proposed

in [3], addresses this by pooling the LSTM states of all the agents around the agent being

predicted into a social tensor. This is done by defining a spatial grid around the agent being

predicted and populating the grid with LSTM states based on the spatial configuration

of the agents in the scene. Fig. 3.3 shows an example of a social tensor. Using this

social tensor as the input to the model in addition to the LSTM state of the agent being

predicted, has been shown to improve the accuracy of future motion prediction [3, 90].

This makes sense since the model now gets access to the motion states of surrounding

agents and their spatial configuration.

However, all previous instances of social pooling [3, 90] apply a fully connected

layer to the social tensor. This is inefficient since it breaks up the spatial structure of the

social tensor. Cells adjacent to each other in space become equivalent to cells far away

from each other in the fully connected layer. This can lead to problems in generalization

to a test set especially if the agents can be in various different spatial configurations. For

example, let’s suppose the training set doesn’t have a single instance of an LSTM state at

spatial location (m,n) of the social tensor. When such an instance is now encountered in

the test set, the model will fail to generalize. In particular, this will hold even if there are

training instances of LSTM states at spatial grid locations (m + 1, n) and (m,n + 1), say,

in spite of these instances clearly being helpful due to spatial locality.

As a remedy, we propose the use of convolutional and pooling layers over the social

tensor, termed convolutional social pooling. The equivariance of the convolutional layers

can be expected to help learn locally useful features within the spatial grid of the social
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tensor, and the max-pooling layer can be expected to add local translational invariance,

both of which help address the problem described above. This phenomenon has been

further explored in section 3.5.5.

We set up our social tensor by defining a grid based on the lanes. A 13× 3 spatial

grid is defined around the vehicle being predicted, where each column corresponds to a

single lane, and the rows are separated by a distance of 15 feet which approximately equals

one car length. The social tensor is formed by populating this grid with surrounding car

locations. We then apply two convolutional layers and a pooling layer to the social tensor

as shown in Fig. 3.3 to obtain the social context encoding. Additionally, the LSTM state

of the predicted vehicle is passed through a fully connected layer to obtain the vehicle

dynamics encoding. The two encodings are concatenated to form the complete trajectory

encoding, which is then passed to the decoder.

3.4.3 Maneuver based LSTM decoder

We use an LSTM based decoder for generating the predictive distribution for future

motion over the next tf frames. We address the inherent multimodality of driver behavior

by predicting the distribution for each of the six maneuver classes described in section

3.3.4 along with the probability for each maneuver class. The decoder has two softmax

layers that output the lateral and longitudinal maneuver probabilities. These can be

multiplied to give the values of P(mi|X) from Eqn. 3.5. Additionally, an LSTM is used to

generate the parameters of a bivariate Gaussian distribution over tf frames to give the

predictive distribution for vehicle motion. In order to obtain maneuver specific distributions

PΘ(Y|mi,X) from Eqn, 3.5, we concatenate the trajectory encoding with a one-hot vector

corresponding to the lateral maneuver class and a one-hot vector corresponding to the

longitudinal maneuver class.
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3.4.4 Training and Implementation details

We train the model end to end. Ideally, we would like to minimize the negative log

likelihood

−log

(∑
i

PΘ(Y|mi,X)P(mi|X)

)
(3.7)

of the term from from Eqn. 3.5 over all the training data points. However, each training

instance only provides the realization of one maneuver class that was actually performed.

Thus we minimize the negative log likelihood

−log (PΘ(Y|mtrue,X)P(mtrue|X)) (3.8)

over all training instances, instead.

We train the model using Adam [82] with learning rate 0.001. The encoder LSTM

has 64 dimensional state while the decoder has a 128 dimensional state. The sizes of the

convolutional social pooling layers are as shown in Fig. 3.3. The fully connected layer for

obtaining the vehicle dynamics encoding has size 32. We use the leaky-ReLU activation

with α=0.1 for all layers. The model is implemented using PyTorch [127].

3.5 Experimental Evaluation

3.5.1 Dataset

We use the publicly available NGSIM US-101 [30] and I-80 [31] datasets for our

experiments. Each dataset consists of trajectories of real freeway traffic captured at 10 Hz

over a time span of 45 minutes. Each dataset consists of 15 min segments of mild, moderate

and congested traffic conditions. The dataset provides the co-ordinates of vehicles projected

to a local co-ordinate system, as defined in section 3.3.1. We split the complete dataset

into train and test sets. The test set consists of a fourth of the trajectories from each of

the 3 subsets of the US-101 and I-80 datasets. We split the trajectories into segments of 8
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s, where we use 3 s of track history and a 5 s prediction horizon. These 8 s segments are

sampled at the dataset sampling rate of 10 Hz. However we downsample each segment by

a factor of 2 before feeding them to the LSTMs, to reduce the model complexity.

3.5.2 Evaluation metrics

We report results in terms of the root of the mean squared error (RMSE) of

the predicted trajectories with respect to the true future trajectories, over a prediction

horizon of 5 seconds, as done in [87]. For the LSTM models generating bivariate Gaussian

distributions, the means of the Gaussian components are used for RMSE calculation. For

models generating multimodal predictive distributions, we use the mode with the highest

probability for calculating the RMSE.

While RMSE provides a tangible measure for the predictive accuracy of models,

it has limitations while evaluating multimodal predictions. RMSE is skewed in favor of

models that average modes. In particular, this average may not represent a good prediction.

For example, a driver intending to overtake another vehicle may do so by switching to

the immediate left or the immediate right lane, while at the same time accelerating. The

average of these two modes would be to accelerate while maintaining lane.

To address this limitation, we additionally report the negative log-likelihood (NLL)

of the true trajectories under the predictive distributions generated by the models. While

the NLL values cannot be directly interpreted as a physical quantity, they allow us to

compare uni-modal and multimodal predictive distributions.

3.5.3 Compared models

We compare the following baselines and system settings:

• Constant Velocity (CV): We use a CV Kalman filter as our simplest baseline

• C-VGMM + VIM: We use maneuver based variational Gaussian mixture models

with a Markov random field based vehicle interaction module described in [35] as
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our second baseline. We modify the model to use the maneuver classes described in

this work to allow for a fair comparison

• GAIL-GRU: We consider the generative adversarial imitation learning model

described in [87]. Since the same datasets have been used in both works, we use the

results reported by the authors in the original article. There is a caveat that the

GAIL-GRU trajectories were generated by running the policy one vehicle at a time,

while all surrounding vehicles move according to the ground-truth of the NGSIM

dataset. Thus, the model has access to the true trajectories of adjacent vehicles over

the prediction horizon.

• Vanilla LSTM (V-LSTM): This simply uses the track history of the predicted

vehicle in the encoder LSTM and generates a unimodal output distribution with the

LSTM decoder

• LSTM with fully connected social pooling (S-LSTM): This uses the fully connected

social pooling described in [3] and generates a unimodal output distribution

• LSTM with convolutional social pooling (CS-LSTM): This uses convolutional social

pooling and generates a unimodal output distribution

• LSTM with convolutional social pooling and maneuvers (CS-LSTM(M)): This is

the complete model described in this chapter, including the maneuver based decoder

generating a multimodal predictive distribution

3.5.4 Results

Table 3.1 shows the RMSE and NLL values for the models being compared. S-

LSTM, CS-LSTM, and CS-LSTM(M) outperform the baselines [35, 87] in terms of RMSE

and NLL values, showing the effectiveness of the proposed model.
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Table 3.1. RMSE and negative log-likelihood values over a 5 second prediction horizon

Metric
Horizon

(s)
CV

C-VGMM

+ VIM

[35]

GAIL-

GRU

[87]

V-LSTM S-LSTM CS-LSTM

CS-

LSTM

(M)

RMSE

(m)

1 0.73 0.66 0.69 0.68 0.65 0.61 0.62

2 1.78 1.56 1.51 1.65 1.31 1.27 1.29

3 3.13 2.75 2.55 2.91 2.16 2.09 2.13

4 4.78 4.24 3.65 4.46 3.25 3.10 3.20

5 6.68 5.99 4.71 6.27 4.55 4.37 4.52

NLL

1 3.72 2.02 - 1.17 1.01 0.89 0.58

2 5.37 3.63 - 2.85 2.49 2.43 2.14

3 6.40 4.62 - 3.80 3.36 3.30 3.03

4 7.16 5.35 - 4.48 4.01 3.97 3.68

5 7.76 5.93 - 4.99 4.54 4.51 4.22

We note that the vanilla LSTM and CV models produce higher RMSE values

compared to the other models. Each of the other models use some information about the

motion of neighboring vehicles. This shows that inter-vehicle interaction is a useful cue for

motion prediction, consistent with the results reported in [3, 35, 90].

We also note that CS-LSTM outperforms the S-LSTM in terms of both RMSE

and NLL values. This suggests that convolutional social pooling better models the

interdependencies of vehicle motion compared to a fully connected social pooling layer.

We further analyze this in the following section.

Finally, we note that CS-LSTM(M) leads to higher RMSE values compared to

CS-LSTM. This could, in part, be due to misclassified maneuvers, since the RMSE values

for CS-LSTM(M) are calculated using the trajectory corresponding to the maneuver

with the highest probability. However we note that CS-LSTM(M) achieves significantly

lower NLL values compared to CS-LSTM. Thus the predictive distribution generated by

CS-LSTM(M) better fits the true trajectories compared to that generated by CS-LSTM.

This points to the multimodal nature of the task.
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Figure 3.4. Fully connected and convolutional social pooling. Top: All training
instances with vehicles at odd locations in ego lane of social tensor removed from train set;
all instances with vehicles even locations removed from test set. Bottom: RMS values of
prediction error for FC social pooling and convolutional social pooling for original datasets
and datasets from experiment. Convolutional social pooling is more robust to missing
spatial patterns in the social tensor
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3.5.5 Fully connected vs. convolutional social pooling

We conjectured in section 3.4.2 that fully connected social pooling as described

in [3] would poorly generalize to a test set with even slight differences in spatial patterns of

agents in the scene as collected in the social tensor, and that convolutional social pooling

would remedy this. The reduced prediction error from section 3.5.4 seems to suggest that

this is true. However to further analyze this, we set up the following experiment. We

remove all instances from the train set corresponding to the odd grid locations of vehicles

from the ego lane, and remove all instances from the test set corresponding to even grid

locations as shown in Fig. 3.4. Thus, we have a train and test set with zero overlap in

terms of spatial configurations of the social tensors. However, we have plenty of spatially

similar but not identical configurations common to both. We plot the RMS values of

prediction error for this new train and test set, for fully connected social pooling and

convolutional social pooling models. We see that the performance of the fully connected

social pooling model drastically drops, almost to the point of the vanilla LSTM shown

in section 3.5.4. The performance drop with convolutional social pooling is less severe in

comparison. This suggests that using convolutional and pooling layers to aggregate social

context is a much more robust approach compared to using a fully connected layer.

3.5.6 Qualitative analysis of predictions

In this section we qualitatively analyze the predictions made by our model to gain

insights into its behavior in various traffic configurations.

Uni-modal vs. multimodal predictions:

Figure 3.5 shows a comparison of the unimodal predictive distribution generated

by CS-LSTM and the multimodal distribution generated by CS-LSTM(M). The plots

show three consecutive frames during a lane change maneuver from left to right. The top

row shows the track history and the true future trajectory. The middle row shows the
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predictive distribution generated by CS-LSTM and the bottom row shows the predictive

distribution generated by CS-LSTM(M). We can clearly observe two modes in the predictive

distribution of CS-LSTM(M). The mode corresponding to the lane change becomes more

and more prominent further into the maneuver while the mode corresponding to the keep

lane maneuver fades away. We further note that for all three cases, the mode corresponding

to the lane change closely matches the true future trajectory. However, the unimodal

distribution generated by CS-LSTM shows an average of the two modes and also has

greater variance. This illustrates why the CS-LSTM achieves lower RMSE values while

leading to higher NLL values as compared to CS-LSTM(M).

Effect of surrounding vehicles on predictions:

Figure 3.6 shows six different scenarios of traffic. Each figure shows a plot of track

histories over the past 3 seconds and the mean predicted trajectories over the next 5

seconds for each maneuver class. The thickness of the plots of the predicted trajectories

is proportional to the probabilities assigned to each maneuver class. Additionally, each

figure shows a heat map of the complete predicted distribution.

Fig 6(a) shows the effect of the leading vehicle on the predictions made by the

model. The first example (top-left) shows an example of free flowing traffic, where the

predicted vehicle and the leading vehicle are moving at approximately the same speed. In

the second example (top-middle), we note from the track histories that the leading vehicles

are slowing down compared to the predicted vehicle. We see that the model predicts the

vehicle to brake, although it’s current motion suggests otherwise. Conversely, in the third

example (top-right), we see that the vehicle being predicted is almost stationary, while the

leading vehicles are beginning to move. The model predicts the vehicle to accelerate, as is

expected in stop-and-go traffic.

Fig 6(b) shows the effect of vehicles in the adjacent lane on the model’s predictions.

The three examples show the same scenario separated by 0.5 s. We note that the vehicle
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being predicted is in a congested lane, with its leading vehicle slowing down. We also note

that the adjacent left lane is congested. On the other hand, the adjacent right lane is

moving at a much faster speed. Based on this, the model assigns a high probability to

the predicted vehicle staying in lane and braking, as expected. However, it also assigns a

small probability to an overtake by moving to the right lane. We can observe that the

model assigns a greater probability to the overtake as the adjacent vehicle moves further

away, clearing up the lane.

3.6 Conclusions

In this chater, we presented an LSTM encoder-decoder based model for vehicle

trajectory prediction for reasoning about the interdependencies neighboring vehicles’

motion. Our model uses an improved social pooling layer using convolutional connections

as opposed to fully connected layers that more robustly models and better generalizes the

various spatial configurations of interacting agents in a scene. We term this convolutional

social pooling. Our proposed model outperforms the reported state of the art on two large

publicly available datasets of vehicle trajectories. It outputs multimodal distributions for

future motion of vehicles based on maneuver classes. Through qualitative analysis we show

how modeling the multimodal distribution of future trajectories addresses mode averaging

in unimodal predictions. We also show how the predictions are affected by neighboring

vehicle motion, modeled implicitly by our convolutional social pooling layers.
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Chapter 4

Trajectory Prediction Conditioned
on Grid-based Plans

4.1 Introduction

Chapters 2 and 3 addressed trajectory prediction of surrounding vehicles on multi-

lane highways. Highway traffic is a relatively easy setting for trajectory prediction for a

few reasons. First, all vehicles of interest have the same direction of motion and there

is very little variation in the static scene. This allows us to model vehicle motion in the

Frenet frame as described in section 3.3.1. It also allows us to predict future trajectories

purely using past trajectories of agents, without encoding the static scene. All agents

of interest are vehicles, which follow similar dynamics. Finally, multimodality of future

trajectories can be modeled using a small set of maneuver classes.

In the next 2 chapters, we shift our focus to urban environments with mixed traffic

consisting of vehicles, pedestrians and bicyclists. Agent motion can no longer be binned

into pre-defined maneuver classes. Additionally, the static scene strongly affects the motion

of agents. For example, vehicle motion is regulated by lanes, making lane curvature and

connectivity important cues for predicting vehicle motion. Pedestrians prefer to walk on

sidewalks and crosswalks, making the locations of these scene elements important cues

for predicting pedestrian motion. We thus address the problem of predicting the future

trajectories of agents, conditioned on their track history and a bird’s eye view representation
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of the static scene around them. In particular, we wish to forecast trajectories in unknown

scenes, where prior observations of trajectories are unavailable. This is a challenging task

due to a number of factors:

• Unknown goals and path preferences: Without prior observations of agent

trajectories in a scene, goals and path preferences of agents need to be inferred purely

from the scene layout.

• Scene-compliance: Predicted trajectories need to conform to the inferred goals and

paths in the scene layout. Scene elements such as roads, sidewalks, crosswalks and

buildings can be found in a variety of configurations. Thus, there’s high variability

in the inputs to the trajectory forecasting model.

• Non-linearity of agent trajectories: Drivers and pedestrians can make several

decisions over long prediction horizons, leading to highly non-linear trajectories.

Thus, there’s high variability in the outputs of the trajectory forecasting model.

• Multimodality: Finally, the distribution of future trajectories is highly multimodal.

Unlike highway traffic, multimodality of agent motion in urban scenes cannot be

explained away by a small set of maneuvers. In any given scene, an agent can have

one of multiple potential goals, with multiple paths to each goal. Regression based

approaches lead to mode averaging as shown in [37, 60,90]. This leads to trajectory

forecasts that may not conform to the underlying scene and go off-road.

Recent work has addressed multimodality of the distribution of future trajectories

by learning one-to-many mappings from input context to multiple trajectories. Mixture

models [25, 32, 37, 38, 67, 109, 149,199] assign a mixture component to each mode of the

trajectory distribution. They output mean trajectories and probabilities for each mixture

component, along with prediction uncertainty. Alternatively, conditional generative

models [14, 15, 60, 90, 147, 148, 154, 195] map input context and a sample from a simple
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latent distribution to a trajectory output. They can be sampled from indefinitely, to

output multiple trajectories. Both, conditional generative models and mixture models

need to learn a mapping from a high dimensional input space (variable scene and agent

configuration) to a high dimensional output space (continuous valued trajectories).

Several recent works thus incorporate inductive bias into the predicted modes

by conditioning on agent goals [105, 106, 194], lane center-lines [27, 101, 191] or anchor

trajectories obtained by clustering a training dataset of trajectories [26,129]. However, over

long prediction horizons, agents can take multiple paths to the same goal location, and

can change lanes. Finally anchor trajectories learned by clustering a training dataset may

not generalize to novel scene configurations not seen in the training set. We thus need an

approach to add inductive bias to the model that generalizes to novel scene configurations

and accounts for variable paths that agents can follow.

A completely different approach to motion prediction can be found in [84, 183,192,

198] pioneered by Ziebart et al. [198]. Agents are modeled as Markov decision processes

(MDPs) exploring a 2-D grid defined over the scene. A reward map for the MDP is

learned via maximum-entropy inverse reinforcement learning (MaxEnt IRL) [197]. MDPs

are naturally suited to model the agent’s sequential decision making. Additionally, since

the reward is learned from local scene cues at each grid location, it can be transferred

to unknown scenes with a different configuration of scene elements. However, MaxEnt

IRL approaches suffer from two limitations: First, they require a pre-defined absorbing

goal state, limiting them to applications where goals of agents are known beforehand.

As opposed to this, we need to infer goals of agents. Second, they only provide future

locations of the agent in the grid, without mapping them to specific times 1. This does

not take into account the agent’s dynamics.

1We refer to agent locations without assigned times as paths, and agent locations with assigned times
as trajectories
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4.1.1 Contributions

We seek to leverage the transferability of grid based MaxEnt IRL approaches, while

allowing for sampling of continuous valued trajectories similar to conditional generative

models. We present P2T (Plans-to-Trajectories), a planning based approach to generate

long-term trajectory forecasts in unknown scenes. Our approach relies on two key ideas.

1. Joint inference of goals and paths by learning rewards: We reformulate the

maximum entropy inverse reinforcement learning framework to learn transient path

state rewards and terminal goal state rewards. Our reformulation allows for joint

inference of goals, and paths to goals. This alleviates the need for a pre-defined

absorbing goal state in the original formulation [197].

2. Trajectories conditioned on plans: We refer to state sequences sampled from the

MaxEnt policy as plans. We propose an attention based trajectory generator that

outputs continuous valued trajectories conditioned on sampled plans, rather than

a latent variable. Compared to conditional generative models, our model outputs

trajectories that better conform to the underlying scene over longer prediction

horizons. Additionally, the state sequences of the MaxEnt policy allow for better

interpretability compared to the latent space of a conditional generative model

We evaluate our model on two publicly available trajectory datasets: the Stanford

drone dataset [150] (SDD) consisting of pedestrians, bicyclists, skateboarders and slow

moving vehicles at various locations on a university campus, and the NuScenes dataset [21]

consisting of vehicles navigating complex urban traffic. We report results in terms of mini-

mum over K average displacement error (MinADEK), final displacement error (MinFDEK)

and miss rate (MRK) metrics reported in prior work [27,60,90,148,154,195], as well as

sample quality metrics such as off-road rate [117] and off-yaw rate [59]. Our model achieves

state of the art results on several metrics, while being competitive on others. In particu-

66



lar, it significantly outperforms existing approaches in terms of sample quality metrics,

forecasting trajectories that are both diverse as well as precise. Figure 4.1 shows forecasts

generated by P2T for two example scenarios from the NuScenes and Standord drone

datasets. We make our code publicly available at https://github.com/nachiket92/P2T.

4.2 Preliminaries

In this section, we briefly review maximum entropy inverse reinforcement learning

(MaxEnt IRL) for path forecasting, conditioned on pre-defined goal states [84,183,198].

MDP formulation: We consider a Markov decision processM = {S,A, T , r}, for a finite

horizon setting with N steps. S is the state space consisting of cells in a 2-D grid defined

over the scene. A is the action space consisting of 4 discrete actions, {up, down, left, right},

to move to adjacent cells. We assume deterministic dynamics, where T : S × A → S is

the state transition function. Finally, r : S → R−
0 is the reward function mapping each

state to a real value less than or equal to 0. We assume that the initial state sinit and the

goal state sgoal of the MDP are known.

MaxEnt IRL objective: Under the maximum entropy distribution, the probability of

observing a state action sequence τ = {(s1, a1), (s2, a2), . . . (sN , aN )} is proportional to the

exponential of its reward.

P (τ) =
1

Z
exp (r(τ)) =

1

Z
exp

(
N∑
i=1

r(si)

)
, (1)

where Z the normalizing constant. MaxEnt IRL involves learning a reward function rθ(s)

parametrized by a set of parameters θ, operating on a set of features extracted for each

state s. The objective is to learn a reward function that maximizes the log likelihood of

observing a training set of demonstrations T = {τ1, τ2, . . . τK}
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arg max
θ

Lθ = arg max
θ

∑
τ∈T

log

(
1

Zθ

exp(rθ(τ))

)
. (2)

This can be solved using stochastic gradient descent, with the gradient of the log likelihood

Lθ simplifying to

dLθ

dθ
=
∑
τ∈T

(Dτ −Dθ)
drθ
dθ

, (3)

where, Dτ are the state visitation frequencies (SVFs) for the training demonstration τ

and Dθ are the expected SVFs for the MaxEnt policy given the current set of reward

parameters θ. If a deep neural network is used to model the reward function rθ(s), drθ
dθ

can

be obtained using backpropagation as described in [182]. Dθ is obtained using Algorithm

1 and Algorithm 2.

Approximate value iteration: Algorithm 1 involves solving for the MaxEnt policy πθ,

given the current reward function rθ, and the goal state sgoal. πθ represents the probability

of taking action a, given state s. The policy can be stationary, ie., independent of the

time step πθ(a|s), or non-stationary π
(n)
θ (a|s). We use a non-stationary policy as used

in [93,196]. Algorithm 1 involves iterative updates of the state and action log partition

functions V (s) and Q(s, a). These can be interpreted as soft estimates of the expected

future reward given state s and the expected future reward given state-action pair (s, a)

respectively. V (s) is initialized to 0 for sgoal and −∞ for all other states. V (s) and Q(s, a)

are then iteratively updated over N steps, while holding V (sgoal) fixed at 0. For each step,

πθ is given by

π
(n)
θ (a|s) = exp

(
Q(n)(s, a)− V (n)(s)

)
. (4)

Holding V (sgoal) fixed to 0, while initializing all other V (s) values to −∞ ensures that

the MDP ends at sgoal.

Policy propagation: Algorithm 2 involves calculating the SVFs. It involves repeatedly
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applying πθ for N steps, starting with the initial state distribution, to give SVF at each

step. The SVF corresponding to the goal state is set to 0 at each step, since the goal

state absorbs any probability mass that reaches it. The expected SVF Dθ is obtained by

summing the SVFs over the N steps.

Algorithm 1. Approx. value iteration (goal conditioned)

Inputs: rθ, sgoal

1: V (N)(s)← −∞, ∀s ∈ S

2: for n = N, ..., 2, 1 do

3: V (n)(sgoal)← 0

4: Q(n)(s, a) = rθ(s) + V (n)(s′), s′ = T (s, a)

5: V (n−1)(s) = logsumexpa Q(n)(s, a)

6: π
(n)
θ (a|s) = exp

(
Q(n)(s, a)− V (n)(s)

)
7: end for

Algorithm 2. Policy propagation (goal conditioned)

Inputs: πθ, sinit, sgoal

1: D(1)(s)← 0, ∀s ∈ S

2: D(1)(sinit)← 1

3: for n = 1, 2..., N do

4: D(n)(sgoal)← 0

5: D(n+1)(s) =
∑

s′,a π
(n)
θ (a|s′)D(n)(s′), T (s′, a) = s

6: end for

7: D(s) =
∑

n D
(n)(s)

Path forecasting conditioned on goals: The MaxEnt policy π∗
θ , for the converged

reward model rθ, can be sampled from, to give path forecasts on the 2-D grid from the sinit

to sgoal. Since π∗
θ is stochastic, the policy can explore multiple paths within the scene to

the goal state. However, for most cases of pedestrian or vehicle trajectory forecasting, sgoal

69



is unknown, and needs to be inferred. Additionally, sampling π∗
θ only provides future paths,

without mapping them to specific times. A step for the MDP need not correspond to a

fixed time interval. Different agents can have different speeds. Agents can also accelerate

or decelerate over the course of the 10s prediction horizon.

4.3 Proposed Approach

We leverage the transferability of grid based MaxEnt IRL, while not requiring

knowledge of sgoal, and generate continuous valued trajectories, mapped to specific times in

the future. Figure 4.2 provides an overview of P2T, our proposed approach. P2T consists

of three components.

The first component is a reward model, comprised by convolutional and pooling

layers. At each cell on a coarse 2-D grid, the reward model maps local scene context and

motion features capturing the agent’s track history, to a transient path state reward and a

terminal goal state reward. Section 4.3.2 describes the reward model in greater detail.

The next component is a MaxEnt policy independent of pre-defined goal states.

We reformulate MaxEnt IRL to allow for inference of goal and path states, given the path

and goal rewards learned by the reward model (see section 4.3.1). We obtain a single

policy that can be sampled to generate paths to different plausible goals on the 2-D grid.

We refer to each state sequence sampled from the policy as a plan.

The final component of P2T is an attention based trajectory generator, that outputs

continuous valued trajectories conditioned on the sampled plans. The trajectory generator

encodes the track history of the agent using a gated recurrent unit (GRU), and the

sampled plans using a bidirectional GRU (BiGRU). Finally, a GRU decoder equipped with

soft-attention [6], attends to the plan encoding to output trajectories over the prediction

horizon. Section 4.3.3 describes the trajectory generator in greater detail.
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4.3.1 Inferring goals and paths by learning rewards

We wish to relax the requirement of prior knowledge of sgoal in MaxEnt IRL.

Certain locations in a scene are likelier to be goals of agents. For pedestrians, these can

be points where paths and sidewalks exit the scene, entrances to buildings, or parked cars.

For vehicles, these can be points where lanes exit the scene, stop signs or parking lots.

Goals are also likelier to be along the direction of the agent’s motion. Rather than always

terminating at a predefined goal, we would like our policy to induce a distribution over

possible goal states. This would allow us to sample paths from the policy terminating at

different goals in the scene. We propose to do this by learning path and goal state rewards,

conditioned on the scene and past motion of the agent, and learning a policy unconstrained

by sgoal. We reformulate the MDP and modify the approximate value iteration algorithm.

MDP formulation:

• State space: Potentially any cell location on the 2-D grid could be the goal of the

agent, or a point on their future path. We define the state space S = {Sp,Sg}. Sp is

the set of path states and Sg is the set of goal states. Each cell location on the 2-D

grid has an associated path state belonging to Sp and a goal state belonging to Sg.

The policy terminates on reaching any goal state.

• Action space: A = {up, down, left, right, end}. The up, down, left and right

actions allow transitions from path states to adjacent path states. Additionally, we

define an end action that transitions the MDP from a path state to the goal state at

the same cell location.

• Transition function: T : Sp × A → S maps path state and action pairs to

other path states and goal states. Since goal states are terminal, the MDP has no

transitions out of a goal state.
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• Rewards: We learn two functions, rpθ corresponding to path rewards, and rgθ

corresponding to goal rewards.

Approximate value iteration with inferred goals:

Algorithm 3 depicts our modified approximate value iteration, unconstrained on

sgoal. Unlike algorithm 1, we do not hold the V (sgoal) fixed at 0 to enforce goal directed

behavior. Instead, we use rgθ to learn a policy that induces a multimodal distribution over

potential goal states. The inputs to algorithm 3 are the learned rewards rgθ and rpθ . We

initialize V (s) to −∞ for all path states Sp. This is because we want the MDP to end up

at some goal state within the N step finite horizon. Since the goal states are terminal, the

MDP receives the goal rewards only once. We thus hold V (s) fixed to rgθ(s) for all goal

states Sg. We then iteratively update the state-action log partition function Q(n)(s, a) and

the state log partition function V (n)(s) for path states Sp over N steps. At each step, the

MaxEnt policy is obtained by taking the ratio of the exponent of Q(n)(s, a) and V (n)(s).

Policy propagation with inferred goals:

Algorithm 4 depicts policy propagation independent of sgoal. This is almost identical

to algorithm 2. The only difference is, we do not set the goal state SVFs to 0, as in line 4

of algorithm 2. This is because we use the goal SVFs to train the reward model for rgθ ,

using equation (3). We use a frame of reference centered at the agent’s location at the

time of prediction. Thus, sinit is always the path state at the center of the grid.
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Algorithm 3. Approx. value iteration (inferred goals)

Inputs: rgθ , rpθ

1: V (N)(s)← −∞, ∀s ∈ Sp

2: for n = N, ..., 2, 1 do

3: V (n)(s)← rgθ(s), ∀s ∈ Sg

4: Q(n)(s, a) = rpθ(s) + V (n)(s′), ∀s ∈ Sp, s′ = T (s, a)

5: V (n−1)(s) = logsumexpa Q(n)(s, a), ∀s ∈ Sp

6: π
(n)
θ (a|s) = exp

(
Q(n)(s, a)− V (n)(s)

)
7: end for

Algorithm 4. Policy propagation (inferred goals)

Inputs: πθ, sinit

1: D(1)(s)← 0, ∀s ∈ S

2: D(1)(sinit)← 1

3: for n = 1, 2..., N do

4: D(n+1)(s) =
∑

s′,a π
(n)
θ (a|s′)D(n)(s′), T (s′, a) = s

5: end for

6: D(s) =
∑

n D
(n)(s)

4.3.2 Reward model

We define a reward model consisting purely of convolutional and pooling layers.

This allows us to learn a mapping from local patches of the scene to path and goal rewards.

The equivariance of the convolutional layers allows the reward model to be transferred to

novel scenes with a different configuration of scene elements. Figure 4.3 shows our reward

model. It consists of three sets of convolutional layers.

CNNfeat serves as a scene feature extractor, operating on the birds eye view
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representation I of the static scene around the agent:

ϕI = CNNfeat (I) . (5)

The spatial dimensions of the scene features ϕI equal the size of the 2-D grid corresponding

to our state space S. In addition to scene features, we want our goal and path rewards to

depend on the past motion of the agent. Thus, similar to [192], we concatenate the scene

features with feature maps encoding the agent’s motion, and the locations of the grid cells:

ϕM = [|v|, x, y] . (6)

Here, |v| is the speed of the agent. This value is replicated over the entire feature map.

x and y are the locations of each grid cell in the agent-centric frame of reference, with

the origin at the agent’s current location and the x-axis aligned along the agent’s current

direction of motion. CNNp and CNNg map the scene and motion features to path and

goal rewards respectively:

rpθ = CNNp (ϕI , ϕM) . (7)

rgθ = CNNg (ϕI , ϕM) . (8)

Implementation details:

We represent the scene as a 200 × 200 bird’s eye view image around the agent.

CNNfeat consists of the first two ImageNet pretrained blocks of ResNet34 [63]. This

downsamples the spatial dimension of the feature maps to 50× 50. This is followed by

a 2× 2 convolutional layer with depth 32 and stride 2, to aggregate context at each cell

location. This gives 32 scene feature maps over a 25 × 25 grid. CNNp and CNNg have

identical architectures consisting of two 1 × 1 convolutional layers. The first layer has

depth 32, and the second layer has depth 1 to give a single path or goal reward value
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Figure 4.3. Reward model: CNNfeat extracts features from the static scene. We
concatenate these with feature maps capturing the agent’s motion. CNNp and CNNg learn
path and goal rewards from the features.

at each cell. We apply the log-sigmoid activation at the outputs of CNNp and CNNg to

restrict reward values between −∞ and 0.

Training:

The reward model is trained to maximize the log-likelihood Lθ of agent paths in the

train set shown in equation (2), with gradients given by equation (3). The state visitation

frequencies Dθ for both path and goal states are obtained using algorithms 3 and 4. We

use Adam [82] with learning rate 0.0001 to train the reward model.

4.3.3 Trajectories conditioned on plans

Consider the optimal MaxEnt policy π∗
θ obtained using algorithm 3 for the converged

reward model. Consider state sequences or plans sampled from π∗
θ , with the ith plan given

by

s(i) =
[
s
(i)
1 , s

(i)
2 , . . . , s

(i)
N

]
. (9)

We expect the sampled plans to end at a diverse set of goal states, and explore various

paths to these goals. Additionally, each plan S(i) can be expected to conform to the

76



underlying scene and model the agent’s sequential decision making. However, the plans by

themselves do not capture the dynamics of the agent’s motion. A fast moving agent can

make more progress along a plan compared to a slow moving agent over a fixed prediction

horizon Tf . The dynamics of the agent’s motion can be estimated using a snippet of their

most recent track history, over time Th,

x = [x−Th
, . . . , x1, x0] , (10)

where the xt’s correspond to past location, velocity, acceleration and yaw-rate of the agent,

with the subscript t representing time and t = 0 the prediction instant.

We thus seek a model that, for each sampled plan s(i), and track history x, generates

a continuous valued trajectory y(i) over a prediction horizon Tf ,

y(i) =
[
y
(i)
1 , y

(i)
2 , . . . , y

(i)
Tf

]
, (11)

where yt is the future location of the agent at time t. We propose a trajectory generator

modeled as a recurrent neural network encoder-decoder, equipped with soft attention [6].

The trajectory generator has the following components.

• Motion encoder: We encode the track history x using a GRU encoder, where the

state of the GRU at time t is given by

hmt = GRUm

(
hmt−1 , ex (xt)

)
. (12)

Here ex(·) is a fully connected embedding layer. The GRU state at the prediction

instant, hm0 , can be expected to encode the motion of the agent.

• Plan encoder: The plan encoder (Fig. 4.4) encodes local scene features, nearby

agent states and location co-ordinates along sampled state sequences. The plan
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encoding serves as an inductive bias for the decoder to output trajectories that

conform to the paths and goals inferred by the policy. For scene features, we use the

outputs ϕI of CNNfeat from the reward model (equation 5). For surrounding agent

states, we populate their grid locations with the agents’ velocity, acceleration and

yaw-rate. For each state s
(i)
n in a sampled plan s(i), we embed the scene features,

agent states and location co-ordinates at the grid cell corresponding to s
(i)
n , using fully

connected layers and concatenate the outputs to give the state encoding ϕs

(
s
(i)
n

)
.

We use a bidirectional GRU (BiGRU) encoder to aggregate the state encodings over

the entire plan. The state of the BiGRU at step n is given by

h(i)
sn = BiGRUs

(
h(i)
sn−1

, h(i)
sn+1

, ϕs

(
s(i)n

))
. (13)

• Attention based decoder: We use a GRU decoder equipped with a soft attention

module to generate the output trajectories y(i). Our core idea is to allow the decoder

to attend to specific states of the sampled plan s(i) as it generates trajectories along

the plan. Thus, the decoder can attend to just the first few states of sampled plans,

as it generates the future trajectories for a slow moving agent. On the other hand, it

can attend to later states while generating a fast moving agent’s trajectories.

We initialize the state of the decoder using the final state of the motion encoder,

hdec1 = hm0 . (14)

This provides the decoder a representation of the agent’s motion. The decoder state

is then updated over the prediction horizon, with the outputs at each time-step

giving the predicted locations.
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Figure 4.4. Plan encoder: For each state in a sampled plan, we encode the scene
features, surrounding agent states and the location co-ordinates of the grid cell and term
it ϕS(s). This is then fed into bidirectional GRU to encode the the entire sampled plan.
Our GRU decoder generates output trajectories by attending to the plan encoding.

h
(i)
dect

= GRUdec

(
h
(i)
dect−1

,Att
(
h
(i)
dect−1

, h(i)
s1:N

))
, (15)

y
(i)
t = oy(h

(i)
dect

), (16)

where Att(·) is the attention module and oy(·) is a fully connected layer operating

on the decoder states.

Sampling and clustering:

The trajectory generator outputs a trajectory conditioned on each sampled plan.

This allows us to indefinitely sample trajectories from our model. Since the MaxEnt policy

induces a multimodal distribution over path and goal states, the sampled trajectories

also represent a multimodal predictive distribution. However, sampling by itself can be

inefficient, with several sampled state sequences and trajectories being identical or very

79



similar. In order to provide downstream path planners with a succinct representation of the

trajectory distribution, we cluster the sampled trajectories using the K-means algorithm

to output a set of K predicted trajectories. The number of clusters K can be varied as

required by the downstream path planner, without having to re-train the model.

Implementation details:

As per the standard benchmarks for both datasets, we use track history of 3.2

seconds and a prediction horizon of 4.8 seconds SDD [150], while a track history of 2

seconds and a prediction horizon of 6 seconds for NuScenes [21]. We assume an agent

centric frame of reference with the x-axis aligned along the agent’s direction of motion at

t = 0. We use a 32 sized state vector for each of the GRUs. The motion encoder uses an

embedding layer of size 16, while the plan encoder uses embedding layers of size 16, 32

and 16 for grid locations, scene features and surrounding agent states respectively. Our

attention module is a multi-layer perceptron (MLP) with one hidden layer of size 32.

Training:

To train the model, we sample 200 plans and corresponding trajectories from the

trajectory generator and cluster them to give K output trajectories
[
y(1), y(2), . . . , y(K)

]
.

We use K = 10 for NuScenes and K = 20 for SDD. We minimize the minimum over K

average displacement error (MinADEK) over the training set.

MinADEK = min
i∈{1,...,K}

1

Tf

Tf∑
t=1

∥∥∥yGT
t − y

(i)
t

∥∥∥
2
, (17)

where yGT is the ground truth future trajectory of the agent. The MinADEK loss has been

used in prior work for training models for multimodal trajectory forecasting [32,60,154]. For

a model generating multiple trajectories, it avoids penalizing plausible future trajectories

that do not correspond to the ground truth. To speed up convergence, we pre-train
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the model to minimize the average displacement error between yGT and the trajectory

predicted by the model conditioned on the ground truth plan of the agent ySGT . We use

Adam, with learning rate 0.0001 for training the trajectory generator

4.4 Experimental Evaluation

4.4.1 Datasets

Stanford drone dataset: The Stanford drone dataset (SDD) [150] consists of trajectories

of pedestrians, bicyclists, skateboarders and vehicles captured using drones at 60 different

scenes on the Stanford university campus. The dataset provides bird’s eye view images of

the scenes, and locations of tracked agents in the scene’s pixel co-ordinates. The dataset

contains a diverse set of scene elements like roads, sidewalks, walkways, buildings, parking

lots, terrain and foliage. The roads and walkways have different configurations, including

roundabouts and four-way intersections. We use the dataset split defined in the TrajNet

benchmark [153] and used in prior work [14,154,195], for defining our train, validation and

test sets. The dataset is split based on scenes. Thus, the train, validation and test sets

all have different scenes from the 60 total scenes. This allows us to evaluate our model

on unknown scenes where it hasn’t seen prior trajectory data. Note that we consider

all trajectories in the train, validation and test scenes of SDD as per [14, 16, 154, 195].

Subsequent work [105, 106] has reported results on a subset of trajectories primarily

consisting of pedestrians. We report results on this split separately.

NuScenes: The NuScenes dataset [21] comprises 1000 scenes, each of which is a 20

second record, capturing complex urban traffic over a wide variety of road layouts and lane

structures. The dataset was captured using vehicle mounted camera and lidar sensors while

driving through Boston and Singapore, and contains hand annotated vehicle detection

boxes and tracks at a 2 Hz. In particular, we train and evaluate our model using the official

benchmark split for the NuScenes prediction challenge consisting of vehicle trajectories.
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Figure 4.5. Sample quality metrics. MinADEK , MinFDEK and miss rate fail to
penalize a diverse set of trajectories that don’t conform to the scene (left). The off-road
rate (middle) and off-yaw (right) metrics address this by penalizing predicted points that
fall off the drivable area or onto oncoming traffic. Warm colors indicate higher errors.

In addition to trajectories, NuScenes provides high definition bird’s eye view maps of the

scene, including drivable area masks, cross-walks, side-walks and lane center-lines along

with their connectivity and directions. We use a 50m × 50m crop of the HD map around

the vehicle of interest as the scene representation for our model. It extends 40m along the

agent’s direction of motion, 10m behind and ± 25m laterally.

4.4.2 Metrics

Deviation from ground-truth: For evaluating a trajectory forecasting model, we need a

metric for how much the forecasts deviate from the ground truth future trajectory. However,

since our model generates forecasts from a multimodal distribution, we need a metric that

does not penalize plausible trajectories generated by the model that don’t correspond to

the ground truth. Thus, we use the minimum of K average displacement error (MinADEK),

final displacement error (MinFDEK) and miss rate within 2 meters (MRK,2) as metrics,

as utilized in prior work on multimodal trajectory forecasting [14,27,60,90,148,154,195].

MinADEK (eq. 18) computes the average prediction error in terms of L2 norm between

the ground truth future trajectory, and the forecast trajectory closest to it. MinFDEK
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is similar to MinADEK , but only considers the prediction error for the final predicted

location. Finally, a set of K predictions is considered a missed prediction if none of the

K trajectories are within 2 meters of the ground truth over the entire prediction horizon.

MRK,2 computes the fraction of missed predictions in the test set.

Sample quality metrics: While MinADEK , MinFDEK and MRK,2 avoid penalizing

plausible future trajectories that don’t conform to the ground truth, they also do not

penalize implausible future trajectories as long as one of the K trajectories is close to

the ground truth. Thus a model that generates a very diverse set of K trajectories by

random guessing can achieve low MinADEK , MinFDEK and MRK,2 values, even if the

trajectories do not conform to the underlying scene. Thus, while these metrics serve as

good measures of the ’recall’ of the model for the multimodal predictive distribution,

they serve as poor measures for the model’s ’precision’. We refer readers to Rhinehart

et al. [147] for a detailed discussion on the diversity-precision trade-off. To evaluate the

precision of trajectories generated by our model, we additionally report results on two

recently proposed sample quality metrics.

• Off-road rate: The off-road rate metric proposed by Niedoba et al. [117] computes

the fraction of all predicted points that fall outside the road. For the NuScenes

dataset, we use the drivable area mask to compute off-road rate. For SDD, we hand

label the bird’s eye view images in the test set, assigning each pixel as a path or

an obstacle. Paths include roads, sidewalks, walkways etc., while obstacles include

buildings, terrain, parked cars and road dividers.

• Off-yaw metric: For vehicles moving through city streets, the off-road rate metric

fails to penalize predictions that fall onto oncoming traffic or illegal lanes. We thus

additionally report the off-yaw metric proposed by Greer et al. [59], for the NuScenes

dataset. The off-yaw metric computes the deviation between the direction of motion
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Table 4.1. Results on SDD test set for split used in [154]

Model MinADE5 MinADE20 MinFDE5 MinFDE20
Off-road

rate

S-GAN [60] - 27.25 - 41.44 -

Desire [90] 19.25 - 34.05 - -

MATF [195] - 22.59 - 33.53 -

SoPhie [154] - 16.27 - 29.38 -

CF-VAE [14] - 12.60 - 22.30 -

HBA-flow [16] - 10.80 - 19.80 -

P2T (ours) 15.90 10.97 30.48 18.40 0.06

Table 4.2. Results on SDD test set for split used in [106]

Model MinADE5 MinADE20 MinFDE5 MinFDE20
Off-road

rate

PECNet [106] 12.79 9.96 29.58 15.88 -

Y-Net [105] 11.49 7.85 20.23 11.85 -

P2T (ours) 12.81 8.76 23.95 14.08 0.06

of the nearest lane and the yaw of predicted points. Similar to Greer et al., we only

penalize deviations above 45◦ to avoid penalizing lane changes.

Figure 4.5 illustrates how the off-road rate and off-yaw rate can penalize a set of diverse

but imprecise forecasts that MinADEK , MinFDEK and MRK,2 metrics fail to penalize.

4.4.3 Comparison with the state of the art

We compare our model with prior and concurrently developed models that represent

the state of the art for the Stanford drone and NuScenes.

SDD: Table 4.1 reports results on SDD based on the dataset split used in [154]. While

most prior works have reported MinADEK and MinFDEK for K=20, Desire [90] has

results reported for K=5. We report metrics for both values of K here for our models.

Note that the error values are in pixels in the bird’s eye view image co-ordinates. We also

report off-road rate values on SDD for our models based on per pixel path/obstacle labels
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Table 4.3. Results on NuScenes test set for the prediction challenge

Model MinADE5 MinADE10 MR5,2 MR10,2
Off-road

rate

Off-yaw

metric

Physics oracle [129] 3.70 3.70 0.88 0.88 0.12 -

CoverNet [129] 2.62 1.92 0.76 0.64 0.13 -

MTP [32] 2.44 1.57 0.70 0.55 0.11 0.11

M-SCOUT [24] 1.92 1.92 0.78 0.78 0.10 -

Trajectron++ [155] 1.88 1.51 0.70 0.57 0.25 -

SG-Net [179] 1.86 1.40 0.67 0.52 0.04 -

MHA-JAM [109] 1.81 1.24 0.59 0.46 0.07 -

cxx [101] 1.63 1.29 0.69 0.60 0.08 -

Multipath [26] 1.63 1.50 0.75 0.74 0.38 0.37

P2T (Ours) 1.45 1.16 0.64 0.46 0.03 0.04

for the SDD test set. Our model achieves the lowest MinFDEK values, while only being

closely outperformed by the HBA-Flow model on MinADEK .

Table 4.2 reports results on the dataset split used by Mangalam et al. [105,106].

This uses a subset of trajectories in SDD, primarily consisting of pedestrians. Our model

outperforms PECNet [106]. However, the recently proposed Y-Net [105] achieves lower

MinADEK and MinFDEK values. Similar to our models, Y-Net also conditions trajectories

on goals and intermediate waypoints of agents in the scene, suggesting the importance of

modeling the static scene for trajectory forecasts.

NuScenes: Table 4.3 reports results on the NuScenes prediction benchmark 2. We

compare our models with the physics oracle and CoverNet [129] baselines released with

the benchmark, and the winning entries of the NuScenes prediction challenge, cxx [101],

MHA-JAM [109] and Trajectron++ [155]. Additionally, we also consider the simple yet

effective MTP [32] and Multipath [26] models as implemented and reported on NuScenes

by Greer et al. [59]. Since NuScenes requires a single set of trajectories to evaluate metrics

for K=5 and K=10, we merge the clustered trajectories for K=5 and K=10. To remove

duplicates, we discard trajectories from the set of 10 closest to each trajectory in the

2URL: https://eval.ai/web/challenges/challenge-page/591/leaderboard/1659, results as of May 26,
2021
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Figure 4.6. Ablation of grid based plans: Models with (left) and without (right) the
plan encoder and grid based policy. Without the grid based plan, the trajectory decoder
attends to all features within the grid

set of 5 in terms of displacement error. The set of 5 trajectories is nominally assigned a

higher score than the set of 10 trajectories. The benchmark does not include results for

the off-yaw metric. However, we report the metric for our models and those from [59].

Our model achieves state of the art results on almost metrics on the NuScenes

benchmark. In particular, it achieves significantly lower off-road rate and off-yaw metrics

compared to previous methods, while still maintaining low MinADEK and miss rate values.

The low MinADEK and miss rates suggest that our model generates a diverse set of

trajectories. The low off-road and off-yaw metrics suggest that conditioning trajectories

on plans sampled from the MaxEnt policy lead to more scene compliant trajectories. We

investigate this further in section 4.4.4.

4.4.4 Ablations

We additionally report results for the following ablations of our model.

• Grid-based plans: To analyze the effect of conditioning trajectories on the grid

based plans, we consider an ablation of our model without the MaxEnt policy

and plan encoder (Figure 4.6). In this case, the trajectory decoder attends to all

features in the grid, rather than just those along the sampled state sequence. To
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Figure 4.7. Qualitative examples from NuScenes. From top to bottom: Inputs,
goal SVFs, path SVFs and predictions

keep memory usage tractable, we maxpool the features using a 2×2 kernel before

attention layers. In order to sample a diverse set of trajectories, we additionally

condition the trajectory decoder with a latent variable z sampled from a univariate

Gaussian distribution. We refer to this ablation as the latent variable model (LVM).

• Trajectory generator: Next, we consider a model without the trajectory generator.

To output continuous valued trajectories along sampled plans, we fit a smoothing

spline along the sampled grid locations and propagate a constant speed trajectory

along the spline using the target agent’s velocity at the prediction instant. We refer

to this model as P2TCS.

• Reward Layers: Finally, we consider an ablation without the reward layers to
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Figure 4.8. Qualitative examples from SDD. From top to bottom: Inputs, goal
SVFs, path SVFs and predictions

analyze the usefulness of using IRL. Instead of learning the reward, we learn a

behavior cloning policy that directly maps the scene and motion features to action

probabilities at each grid cell. We refer to this model as P2TBC .

Tables 4.4 and 4.5 report results for ablation studies on SDD and NuScenes

respectively. We note that for both datasets, our complete proposed model (P2TIRL)

outperforms the LVM across all metrics. In particular, the high off-road and off-yaw

metrics for the LVM compared to the other three models suggest that the LVM generates

more trajectories that veer off the road or violate lane direction. This shows that the

inductive bias due to grid based plans leads to trajectories that are more scene compliant.

Conversely, P2TCS achieves comparable offroad and off-yaw metrics as P2TIRL. However

it does poorly in terms of the MinADE, MinFDE and miss rate metrics. Thus, although
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Table 4.6. Inference time

Component Time

Reward model 2 ms

Solve for MaxEnt policy (Algorithm 3) 28 ms

Sample MaxEnt Policy 28 ms

Trajectory Generator 12 ms

Clustering 9 ms

Total 79 ms

its trajectories are scene compliant, they deviate significantly from the ground truth,

suggesting the limitation of the constant speed model compared to the attention based

GRU decoder for modeling agent dynamics. Finally, P2TIRL slightly outperforms the

behavior cloning model P2TBC on most metrics, with the difference being more prominent

for SDD than for NuScenes.

4.4.5 Runtime

In table 4.6 we provide inference times for each component of the model. Inference

is performed using an NVIDIA GeForce GTX 1080 Ti GPU. We also implement algorithms

1 and 2 using vectorized operations on the GPU. For each prediction instance, we sample

1000 state sequences from MaxEnt policy, generating 1000 trajectories, which are finally

clustered to output K trajectories. The runtimes reported here are for K=10. We

note inference can be performed in 79 ms (or 12Hz) for the complete proposed model

which will allow for real-time deployment, given access to rasterized birds eye view scene

representations and past tracks of agents.

4.4.6 Qualitative examples

Figures 4.7 and 4.8 show qualitative examples from the NuScenes and Stanford

drone datasets. We show the input scene and past tracks of agents, heat maps for goal and

path state visitation frequencies for the MaxEnt policy and the final set of 10 clustered
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trajectories from the trajectory generator. We note that the MaxEnt policy explores

plausible path and goal states in the 2-D grid for a variety of scene configurations. For

the Nuscenes dataset, this corresponds to reachable lanes for the target agent. Note

that the policy accurately infers which lanes correspond to the direction of motion rather

than oncoming traffic. For SDD, the policy shows a preference for paths and roads while

avoiding terrain or obstacles. We also note that the path and goal SVFs are multimodal.

Finally, the predicted trajectories closely map to the states explored by the policy, leading

to a diverse set of scene compliant predictions over a variety of scene configurations.

4.5 Conclusions

We introduced an approach to forecast trajectories of pedestrians and vehicles in

unknown scenes conditioned on plans sampled from a grid based MaxEnt IRL policy.

We reformulated MaxEnt IRL to learn a policy that can jointly infer goals and paths

of agents on a coarse 2-D grid defined over the scene. We showed that our policy infers

plausible goals of agents and paths to these goals that conform to the underlying scene.

Additionally, we showed that our policy induces a multi-modal distribution over path and

goal states. Next, we introduced an attention based trajectory generator that outputs

continuous valued trajectories conditioned on state sequences sampled from our MaxEnt

policy. Trajectories sampled from our trajectory generator are diverse and conform to the

scene, outperforming prior approaches on the TrajNet benchmark split of the Stanford

drone dataset and the NuScenes prediction benchmark. With an inference time of 79 ms,

the proposed model can readily be deployed in conjunction with on board detectors [141],

trackers [135,140] and HD Maps for autonomous driving.
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Chapter 5

Trajectory Prediction Conditioned
on Lane-Graph Traversals

5.1 Introduction

High definition (HD) maps of driving scenes provide a succinct representation of

the road topology and traffic rules, and have been a critical component of recent trajectory

prediction models as well as public autonomous driving datasets [21, 27]. The first few

works that utilized HD maps for prediction [25,26,32] encoded HD maps using a rasterized

bird’s eye view (BEV) image and convolutional layers. This was the approach we used

in the previous chapter for encoding the scene in P2T. While this approach exploits the

expressive power of modern CNN architectures, it has a few drawbacks:

• Computational inefficiency: HD map elements are originally stored using polylines

for lanes and polygons for cross-walks, sidewalks and stop-lines. Rasterization of

map elements into a BEV image leads to a dense representation which then needs to

be encoded by the CNN backbone. Additionally, square receptive fields of CNNs are

an inefficent way to aggregate relevant scene context for prediction, which tends to

be along lanes.

• Large state space: Rasterization and encoding with CNN layers leads to a grid

representation of the state space explored by the policy in P2T. While this generalizes
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Figure 5.1. Drawbacks of rasterized HD maps: Rasterization of HD map elements
in the bird’s eye view can lead to occlusion of scene elements (left). Encoding rasterized
HD maps with CNN layers yields a grid representation of the state space for sampling
plans as described in the previous chapter. Sampling from a grid based policy can lead to
redundant samples (right).

well to novel scene layouts, it leads to a large state space. This in turn leads to

slower inference while solving for and sampling from the grid-based policy.

• Occlusion: Rasterization of the HD map can lead to occlusion of scene elements,

especially when multiple lanes cross each other at intersections. Figure 5.1 shows

examples of occluded HD map elements in the rasterized BEV representation.

• Sample inefficiency: Sampling plans from the grid-based policy can often lead

to redundant samples. Fig 5.1 shows an example of a lane centerline with the grid

state space overlayed on it. Distinct paths explored by the policy all correspond to

the same behavior of following the lane.

As an alternative to rasterized HD maps, the recently proposed VectorNet [53] and

LaneGCN [95] models directly encode structured HD maps, representing lane polylines as

nodes of a graph. VectorNet aggregates context using attention [175], while LaneGCN

proposes a dilated variant of graph convolution [83] to aggregate context along lanes. These

approaches achieve state-of-the-art performance using lightweight encoders with fewer

parameters than rasterization-based approaches. However, the above methods encode

the entire scene into a single context vector as shown in Fig.5.2. The context vector is

then used by a multimodal prediction header [26,32] to output multiple plausible future
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Figure 5.2. Overview of our approach. We encode HD maps and agent tracks using
a graph representation of the scene. However, instead of aggregating the entire scene
context into a single vector and learning a one-to-many mapping to multiple trajectories,
we condition our predictions on selectively aggregated context based on paths traversed in
the graph by a discrete policy.

trajectories. The prediction header thus needs to learn a complex mapping, from the entire

scene context to multiple future trajectories, often leading to predictions that go off the

road or violate traffic rules. In particular, the prediction header needs to account for both

lateral or route variability (e.g. will the driver change lane, will they turn right etc.) as

well as longitudinal variability (e.g. will the driver accelerate, brake, maintain speed).

5.1.1 Contributions

Our core insight is that the graph structure of the scene can additionally be

leveraged to explicitly model the lateral or route variability in trajectories. We propose a

novel approach for trajectory prediction termed Prediction via Graph-based Policy (PGP).

Our approach relies on two key ideas.

1. Predictions conditioned on graph traversals: Instead of using a grid based

policy to sample routes in the scene, we represent the HD map as a graph, where

nodes represent lane centerlines and edges represent connectivity of the lanes. We

learn a discrete policy that explores the graph, such that sampled traversals represent

plausible routes that the agent of interest could follow. We then selectively aggregate

part of the scene along sampled traversals for each prediction, as shown in Fig. 5.2.
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By more directly selecting the subset of the graph that is used for each prediction,

we lessen the representational demands on the output decoder. Additionally, the

probabilistic policy leads to a diverse set of sampled paths and captures the lateral

variability of the multimodal trajectory distribution. Finally, the graph representation

leads to a more compact state space, a lightweight map encoder and efficient sampling

compared to a grid representation of the scene.

2. Latent variable for longitudinal variability: To account for longitudinal vari-

ability of trajectories, we additionally condition our predictions with a sampled

latent variable. This allows our model to predict distinct motion profiles even for

identical path traversals. We show through our experiments that this translates to

greater longitudinal variability of predictions.

We summarize our main contributions on multimodal motion prediction using HD maps:

• A novel method combining discrete policy roll-outs with a lane-graph subset decoder.

• State-of-the-art performance on the nuScenes motion prediction challenge.

• Extensive ablations demonstrating the ability to capture lateral (route) and longitu-

dinal (motion) variations.

5.2 Related Research

5.2.1 Graph representation of HD maps

Most self-driving cars have access to HD vector maps, which include detailed

geometric information about objects such as lanes, crosswalks, stop signs, and more.

VectorNet [53] encodes the scene using a hierarchical representation of map objects and

agent trajectories. Each component is represented as a sequence of vectors, which are

then processed by a local graph network. The resulting features are aggregated via global
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attention layers. LaneGCN [95] extracts a lane graph from the HD map, and uses a graph

convolutional network to compute lane features. These features are combined with both

agent and lane features in a fusion network. Both methods utilize the entire graph for

making predictions, relying on the header to identify the most relevant features.

5.2.2 Multimodal trajectory prediction

Researchers have proposed a variety of ways to model the multiple possible future

trajectories that vehicles may take. One approach is to model the output as a probability

distribution over trajectories, using either regression [32], ordinal regression [26], or

classification [129]. Another approach models the output as a spatial-temporal occupancy

grid [190]. Sampling methods use stochastic policy roll outs [147,148] or latent variable

models that map a latent variable sampled from a simple distribution to a predicted

trajectory. Latent variable models are trained as GANs [60, 195], CVAEs [90, 155], or

directly using the winner-takes-all regression loss [103]. These models must learn a one-to-

many mapping from the entire input context (except the random variable) to multiple

trajectories, and can lead to predictions that are not scene compliant.

5.2.3 Goal-conditioned trajectory prediction

Rather than learning a one to many mapping from the entire context to multiple

future trajectories, methods such as TnT [194], LaneRCNN [189], and PECNet [105]

condition each prediction on goals of the driver. Conditioning predictions on future goals

makes intuitive sense and helps leverage the HD map by restricting goals to be near the

lanes. However, one limitation is that over moderate time horizons, there can be multiple

paths that reach a given goal location. Additionally, certain plausible goal locations might

be unreachable due to constraints in the scene that are not local to the goal location, e.g.,

a barrier that blocks a turn lane. In contrast, our method conditions on paths traversed in

a lane graph, which ensures that the inferred goal is reachable. Furthermore, the traversed
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path provides a stronger inductive bias than just the goal location.

A similar stream of work conditions on candidate lane centerlines as goals (e.g.,

WIMP [79], GoalNet [191], CXX [101]). While the lane centerline provides more local

context than just the goal, accounting for lane changes can be difficult. Additionally,

routes need to be deterministically chosen, with multiple trajectories predicted along the

selected route. Our approach allows for probabilistic sampling of both routes and motion

profiles. In scenes with just a single plausible route, our model can use its prediction

budget of K trajectories purely for different plausible motion profiles.

Closest to this work is P2T [40] from the previous chapter. P2t predicts trajectories

conditioned on paths explored by an IRL policy over a grid defined over the scene. However,

we use a rasterized BEV image for the scene in P2T, which leads to inefficient encoders

and loss of connectivity information due to occlusions. Additionally, P2T cannot generate

different motion profiles along a sampled path.

5.3 Formulation

We predict trajectories of vehicles of interest, conditioned on their past trajectory,

the past trajectories of nearby vehicles and pedestrians, and the HD map of the scene. We

represent the scene and predict trajectories in the bird’s eye view and use an agent-centric

frame of reference aligned along the agent’s instantaneous direction of motion.

5.3.1 Trajectory representation

We assume access to past trajectories of agents in the scene obtained from on-board

detectors and multi-object trackers. We represent the past trajectory of agent i as a

sequence of motion state vectors si−th:0
= [si−th

, ..., si−1, s
i
0] over the past th time steps. Each

sit = [xi
t, y

i
t, v

i
t, a

i
t, ω

i
t, I i], where xi

t, y
i
t are the BEV location co-ordinates, vit, a

i
t and ωi

t are

the speed, acceleration and yaw-rate of the agent at time t, and I i is an indicator with

value 1 for pedestrians and 0 for a vehicles. We nominally assign the index 0 to the target
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vehicle, and timestamp 0 to the time of prediction.

5.3.2 Representing HD maps as lane graphs

Nodes: We represent the HD map as a directed graph G(V,E). The network of lane cen-

terlines captures both, the direction of traffic flow, and the legal routes that each driver can

follow. We seek to use both as inductive biases for our model. We thus use lane centerlines

as nodes (V ) in our graph. We consider all lane centerlines within a fixed area around the

target vehicle. To ensure that each node represents a lane segment of a similar length, we

divide longer lane centerlines into smaller snippets of a fixed length, and discretize them

to a set of N poses. Each snippet corresponds to a node in our graph, with a node v repre-

sented by a sequence of feature vectors f v
1:N = [f v

1 , ..., f
v
N ]. Here each f v

n = [xv
n, y

v
n, θ

v
n, Ivn],

where xv
n, yvn and θvn are the location and yaw of the nth pose of v and Ivn is a 2-D bi-

nary vector indicating whether the pose lies on a stop line or crosswalk. Thus, our node

features capture both the geometry as well as traffic control elements along lane centerlines.

Edges: We constrain edges (E) in the lane graph such that any traversed path through

the graph corresponds to a legal route that a vehicle can take in the scene. We consider

two types of edges. Successor edges (Esuc) connect nodes to the next node along a lane. A

given node can have multiple successors if a lane branches out at an intersection. Similarly,

multiple nodes can have the same successor if two or more lanes merge. To account for lane

changes, we additionally define proximal edges (Eprox) between neighboring lane nodes

if they are within a distance threshold of each other and their directions of motion are

within a yaw threshold. The yaw threshold ensures that proximal edges are not erroneously

assigned in intersections where multiple lanes cross each other.
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Figure 5.3. PGP: PGP consists of three modules trained end-to-end. The graph encoder
(top) encodes agent and map context as node encodings of a directed lane-graph. The
policy header (bottom-left) learns a discrete policy for sampled graph traversals. The
trajectory decoder (bottom-right) predicts trajectories by selectively attending to node
encodings along paths traversed by the policy and a sampled latent variable.

5.3.3 Output representation

To account for multimodality of the distribution of future trajectories, we output

a set of K trajectories [τ 11:tf , τ
2
1:tf

, ..., τK1:tf ] for the target vehicle consisting of future x-y

locations over a prediction horizon of tf time steps. Each of the K trajectories represents

a mode of the predictive distribution, ideally corresponding to different plausible routes or

different motion profiles along the same route.
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5.4 Proposed Model

Fig. 5.3 provides an overview of our model. It consists of three interacting modules

trained end-to-end. The graph encoder (Sec. 5.4.1) forms the backbone of our model. It

outputs learned representations for each node of the lane graph, incorporating the HD map

as well as surrounding agent context. The policy header (Sec. 5.4.2) outputs a discrete

probability distribution over outgoing edges at each node, allowing us to sample paths in

the graph. Finally, our attention based trajectory decoder (Sec. 5.4.3) outputs trajectories

conditioned on paths traversed by the policy and a sampled latent variable.

5.4.1 Encoding scene and agent context

Inspired by the simplicity and effectiveness of graph based encoders for trajectory

prediction [53,95], we seek to encode all agent features and map features as node encodings

of our lane graph G(V,E).

GRU encoders. Both, agent trajectories and lane polylines form sequences of features

with a well defined order. We first independently encode both sets of features using gated

recurrent unit (GRU) encoders. We use three GRU encoders for encoding the target vehicle

trajectory s0−th:0
, surrounding vehicle trajectories si−th:0

and node features f v
1:N . These

output the motion encoding hmotion, agent encodings hi
agent and initial node encodings

hv
node respectively.

Agent-node attention. Drivers co-operate with other drivers and pedestrians to navigate

through traffic. Thus, surrounding agents serve as a useful cue for trajectory prediction.

Of particular interest are agents that might interact with the target vehicle’s route.

We thus update node encodings with nearby agent encodings using scaled dot product

attention [175]. We only consider agents within a distance threshold of each lane node to

update the node encoding. This allows our trajectory decoder (Sec 5.4.3) to selectively

focus on agents that might interact with specific routes that the target vehicle might take.

101



We obtain keys and values by linearly projecting encodings hi
agent of nearby agents, and

the query by linearly projecting hv
node. Finally, the updated node encoding is obtained by

concatenating the output of the attention layer with the original node encoding.

GNN layers. With the node encodings updated with nearby agent features, we exploit

the graph structure to aggregate local context from neighboring nodes using graph neural

network (GNN) layers. We experiment with graph convolution (GCN) [83] and graph

attention (GAT) [176] layers. For the GNN layers, we treat both successor and proximal

edges as equivalent and bidirectional. This allows us to aggregate context along all

directions around each node. The outputs of the GNN layers serve as the final node

encodings learned by the graph encoder.

5.4.2 Discrete policy for graph traversal

Every path in our directed lane graph corresponds to a plausible route for the

target vehicle. However, not every route is equally likely. For example, the past motion of

the target vehicle approaching an intersection might indicate that the driver is preparing

to make a turn rather than go straight. A slow moving lane make it likelier for the target

vehicle to change lane rather than maintain lane.

We seek to learn a policy πroute for graph traversal such that sampled roll-outs of

the policy correspond to likely routes that the target vehicle would take in the future. We

represent our policy as a discrete probability distribution over outgoing edges at each node.

We additionally include edges from every node to an end state to allow πroute to terminate

at a goal location. The edge probabilities are output by the policy header shown in Fig.

5.3. The policy header uses an MLP with shared weights to output a scalar score for each

edge (u, v) given by

score(u, v) = MLP
(
concat(hmotion, h

u
node, h

v
node,1(u,v)∈Esuc)

)
. (5.1)
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The scoring function thus takes into account the motion of the target vehicle as

well as local scene and agent context at each edge. We then normalize the scores using a

softmax layer for all outgoing edges at each node to output the policy for graph traversal,

πroute(v|u) = softmax({score(u, v)|(u, v) ∈ E}). (5.2)

We train the policy header using behavior cloning. For each prediction instance,

we use the ground truth future trajectory to determine which nodes were visited by the

vehicle. We can naively assign each pose in the future trajectory to the closest node in the

graph. However, this can lead to erroneous assignment of nodes in intersections, where

multiple lanes intersect. We thus only consider lane nodes whose direction of motion is

within a yaw threshold of the target agent’s pose. An edge (u, v) is treated as visited if

both nodes u and v are visited. We use negative log likelihood of the edge probabilities

for all edges visited by the ground truth trajectory (Egt), as the loss function for training

the graph traversal policy, given by

LBC =
∑

(u,v)∈Egt

−log(πroute(v|u)). (5.3)

5.4.3 Decoding trajectories conditioned on traversals

Sampling roll-outs of πroute yields plausible future routes for the target vehicle. We

posit that the most relevant context for predicting trajectories is along these routes and

propose a trajectory decoder that selectively aggregates context along the sampled routes.

Given a sequence of nodes [v1, v2, ..., vM ] corresponding to a sampled policy roll-out,

our trajectory decoder uses multi-head attention [175] to aggregate map and agent context

over the node sequence. We linearly project the target vehicle’s motion encoding to obtain

the query, while we linearly project the node features [hv1
node, h

v2
node, ..., h

vM
node] to obtain keys

and values for computing attention. The multi-head attention layer outputs a context
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vector C encoding the route. Each distinct policy roll-out yields a distinct context vector,

allowing us to predict trajectories along a diverse set of routes.

Diversity in routes alone does not account for the multimodality of future trajectories.

Drivers can brake, accelerate and follow different motion profiles along a planned route. To

allow the model to output distinct motion profiles, we additionally condition our predictions

with a sampled latent vector z. Unlike routes, vehicle velocities and accelerations vary on

a continuum. We thus sample z from a continuous distribution. We use the multivariate

standard normal distribution for simplicity.

Finally, to sample a trajectory τ k1:tf from our model, we sample a roll-out of πroute

and obtain Ck, we sample zk from the latent distribution and concatenate both with hmotion

and pass them through an MLP to output τ k1:tf the future locations over tf timesteps,

τ k1:tf = MLP(concat(hmotion, Ck, zk)). (5.4)

The sampling process can often be redundant, yielding similar or repeated trajectories.

However our light-weight encoder and decoder heads allows us to sample a large number

of trajectories in parallel. To obtain a final set of K modes of the trajectory distribution,

we use K-means clustering and output the cluster centers as our final set of K predictions

[τ 11:tf , τ
2
1:tf

, ..., τK1:tf ]. We train our decoder using the winner takes all average displacement

error with respect to the ground truth trajectory (τ gt) in order to not penalize the diverse

plausible trajectories output by our model,

Lreg = mink
1

tf

tf∑
t=1

∥τ kt − τ gtt ∥2. (5.5)

We train our model end-to-end using a multi-task loss combining losses from Eq.

5.3 and Eq. 5.5,

L = LBC + Lreg. (5.6)
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5.5 Experimental Evaluation

5.5.1 Experimental settings

We evaluate our method on nuScenes [21], a self-driving car dataset collected in

Boston and Singapore. nuScenes contains 1000 scenes, each 20 seconds, with ground

truth annotations and HD maps. Vehicles have manually-annotated 3D bounding boxes,

which are published at 2 Hz. The prediction task is to use the past 2 seconds of object

history and the HD map to predict the next 6 seconds. We use the standard split from

the nuScenes software kit [119].

5.5.2 Metrics

To evaluate our model, we use the standard metrics on the nuScenes leaderboard

[119]. The minimum average displacement error (ADE) over the top K predictions

(MinADEK). The miss rate (MissRateK,2) only penalizes predictions that are further than

2 m from the ground truth. The offroad rate measures the fraction of predictions that

are off the road. Since all examples in nuScenes are on the road, this should be zero.

Additionally, we report metrics measuring sample diversity of a set of K predictions. To

measure lateral diversity, we report the average number of distinct final lanes reached, and

the variance of final heading angle of the target vehicle (σ2
yaw) for the set of K trajectories.

To measure longitudinal diversity, we report the variance of average speeds (σ2
speed) and

accelerations (σ2
acc) for the set of K trajectories.

5.5.3 Comparison to the state of the art

We report our results on the standard benchmark split of nuScenes in table 5.1,

comparing with the top performing entries on the nuScenes leaderboard. We achieve state

of the art results on almost all metrics, significantly outperforming the previous best entry

P2T [40] on the MinADEK and MissRate metrics, while achieving comparable off-road
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Table 5.1. Comparison to the state of the art on nuScenes

Model MinADE5 MinADE10 MissRate5,2 MissRate10,2 Offroad rate

CoverNet [129] 1.96 1.48 0.67 - -

Trajectron++ [155] 1.88 1.51 0.70 0.57 0.25

SG-Net [179] 1.86 1.40 0.67 0.52 0.04

MHA-JAM [109] 1.81 1.24 0.59 0.46 0.07

CXX [101] 1.63 1.29 0.69 0.60 0.08

P2T [40] 1.45 1.16 0.64 0.46 0.03

PGP (Ours) 1.30 1.00 0.61 0.37 0.03

Table 5.2. Encoder ablations

Graph structure Agent-node

attention

GNN

layers

MinADEK MissRateK,2 Offroad rate
Esuc Eprox K=5 K=10 K=5 K=10

✓ 1.35 1.03 0.64 0.41 0.04

✓ ✓ 1.33 1.01 0.63 0.38 0.03

✓ ✓ ✓ 1.30 1.00 0.61 0.37 0.03

✓ ✓ ✓ GCN × 1 1.31 1.01 0.62 0.39 0.04

✓ ✓ ✓ GCN × 2 1.31 1.01 0.61 0.39 0.04

✓ ✓ ✓ GAT × 1 1.30 1.00 0.62 0.38 0.03

✓ ✓ ✓ GAT × 2 1.31 1.01 0.61 0.37 0.03

rate. This suggests that our model achieves better coverage of the modes of the trajectory

distribution, while still predicting trajectories that are scene-compliant.

Table 5.3. Decoder ablations

Decoder MinADE5 MinADE10 MissRate5,2 MissRate10,2 Offroad rate

MTP [32] 1.59 1.12 0.57 0.48 0.08

Latent var (LV) only 1.38 1.08 0.65 0.43 0.05

Traversal only 1.37 1.10 0.65 0.44 0.04

Goals + LV 1.33 1.02 0.60 0.42 0.06

Traversals + LV 1.31 1.01 0.61 0.37 0.03
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Table 5.4. Lateral diversity metrics (K=10)

Decoder # distinct final lanes σ2
yaw

LV only 1.22 0.11

Traversals + LV 1.41 0.13

Table 5.5. Longitudinal diversity metrics (K=10)

Decoder σ2
speed σ2

acc

Traversal only 2.33 5.28

Traversals + LV 4.07 6.65

5.5.4 Encoder ablations

We analyze the effects of our graph structure and components of the graph encoder

by performing ablations on the graph encoder reported in table 5.2. In particular we

analyze the effect of including proximal edges, modeling surrounding agents with agent-node

attention and finally aggregating local context using GCN [83] or GAT [176] layers. We

get improvement across all metrics by adding proximal edges, and agent-node attention,

suggesting the importance of modeling lane changes and agent context. Somewhat

surprisingly, adding GNN layers gives ambiguous results with GCN layers achieving

slightly worse results and GAT layers performing on par with the encoder without GNN

layers. This could be because the multi-head attention layer aggregates context across the

entire traversed path, making the GNNs redundant.

5.5.5 Decoder ablations

We next analyze the effect of our traversal and latent variable based decoder. We

compare several decoders, all built on top of our proposed encoder with both types of edges,

agent-node attention and 2 GAT layers. First, we consider the multimodal regression

header from MTP [32]. Next we consider ablations of our decoder without the graph

traversals and without the latent variable conditioning. Finally, we consider a model that
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conditions predictions on sampled goals at different node locations, instead of traversals.

Table 5.3 reports quantitative results while Fig. 5.4 shows qualitative examples comparing

the decoders. We make the following observations.

MTP generally fares worse compared to the other decoders, particularly in terms

of offroad rate. We note from Fig. 5.4 that while it generates a diverse set of trajectories,

several veer off-road.

The decoders conditioned purely on the latent variable or purely on traversals both

fare worse in terms of MinADE and MissRate compared to our decoder conditioned on

both. From the sample diversity metrics (Tables 5.4 and 5.5) and qualitative examples

(Fig.5.4) we observe that this is for different reasons. The ‘LV only’ decoder generates

diverse motion profiles, but almost always predicts trajectories along a single route, leading

to poor lateral diversity of trajectories. On the other hand, the ’Traversal only’ decoder

predicts trajectories over a variety of routes, but lacks diversity in terms of motion profiles.

Finally, the ‘Goals + LV’ decoder also fares worse compared to our ‘Traversals +

LV’ decoder, again, especially in terms of off-road rate. Qualitatively, we observe that

this is due to two types of errors. First, it tends to predict spurious goals which aren’t

reachable for the target vehicle (Fig.5.4 3○, 4○), and second, while it predicts correct goals,

it generates trajectories that don’t follow accurate paths to those goals (Fig.5.4 2○, 6○).

5.6 Conclusions

We presented a novel method for multimodal trajectory prediction conditioned on

paths traversed in a lane graph of the HD map by a discrete policy, and a sampled latent

variable. Through experimental analysis and ablation studies using the publicly available

nuScenes dataset, we showed that

• Selectively conditioning predictions on lane-graph traversals leads to trajectories

that are (i) diverse in terms of routes, and (ii) precise and scene compliant with the
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Figure 5.4. Qualitative comparison of decoders: MTP (column 2 ) predicts trajecto-
ries that often veer off-road ( 1○- 3○, 6○). The decoder purely conditioned on latent variables
(column 3 ) lacks lateral diversity and predicts trajectories along a single route, even missing
the correct route in 6○. The decoder conditioned purely on traversals (column 4 ) predicts
diverse routes, but lacks longitudinal diversity ( 1○, 2○, 5○). Finally, the decoder conditioned
on goals rather than path traversals (column 5 ) predicts spurious goals that may not be
reachable ( 3○, 4○). Our model (column 6 ) predicts scene-compliant trajectories over a
diverse set of routes. In cases with few plausible routes (e.g. 5○), it uses its prediction
budget of K trajectories to generate more longitudinal diversity.
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lowest offroad-rates.

• Additionally conditioning predictions on sampled latent variables leads to trajectories

that are diverse in terms of motion profiles.

• Both put together lead to state of the art results in terms of MinADE and MissRate

metrics.
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5.A Appendix: Implementation details

Here, we provide the implementation details for the model architecture and experi-

ments from Chapter 5. We implement our model using Pytorch [127]. Here, we provide

details of our model architecture, ablations and training.

5.A.1 Map representation

The nuScenes map API provides lane polylines, their successors, and polygons for

cross-walks and stop lines. We consider map elements within an area of [-50, 50] m laterally

and [-20, 80] m longitudinally around the target vehicle. This ensures that most ground

truth trajectories lie within the area of interest. We split longer lane centerlines into

snippets of maximum length 20m, and discretize the polylines at a 1m resolution. Each

snippet corresponds to a node in the graph. This ensures that each lane node represents

a lane segment of similar length. The node resolution (20m) and pose resolution (1m)

for the polylines were experimentally chosen. There is a trade-off associated with the
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resolution of lane nodes: A finer resolution would provide a more informative set of inputs,

but would lead to a graph with a greater number of nodes (and a greater number of poses

per node) increasing encoder complexity.

5.A.2 GRU encoders

We embed both agent and node features using linear layers of size 16, followed by

a leaky ReLU non-linearity. We use GRUs with depth 1 and hidden state dimension 32 on

top of the embeddings for both the agent and node encoders.

5.A.3 Agent-node attention

We use scaled dot-product attention with a single attention head for the agent-node

attention layers. We use 32 × 32 weight matrices for projecting the node and agent

encodings for obtaining the queries, and keys and values respectively. The outputs of the

attention layer are concatenated with the original node encodings and passed through a

linear layer of size 32, followed by a leaky ReLU non-linearity to obtain updated node

encodings of the same size as the original node encodings.

5.A.4 GNN layers

We use Pytorch geometric1 for implementing the GCN and GAT layers of our

model. For GCN layers, we use the layer-wise propagation rule from [83]. Our adjacency

matrix includes both successor and proximal edges (treated as bidirectional), as well as

self loops. The outputs at each node have the same dimension, 32, as the inputs. For GAT

layers, we use the layer-wise propagation rule from [176]. We use a single attention head,

with the outputs again having the same dimension as the inputs.

1https://github.com/rusty1s/pytorch geometric
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5.A.5 Policy header

The policy header is implemented as an MLP with 2 hidden layers of size 32 each

and a scalar output. The input to the policy header for each edge is a vector of size 98,

consisting of the source node encoding, destination node encoding and motion encoding of

the target agent each of size 32, and a one-hot encoding for the edge type of size 2.

5.A.6 Trajectory decoder

We aggregate context along nodes traversed by the policy using a multi-head scaled

dot-product attention layer. The attention layer has 32 parallel attention heads, and

outputs a context vector C of size 128. We model the latent variable as a multivariate

standard normal distribution. z ∼ N (0, I), where I is a 5×5 identity matrix. We output a

trajectory for each sampled Ck, zk and hmotion using an MLP with a hidden layer of size

128, and output of size 24 (x and y co-ordinates over the prediction horizon of 6 seconds at

2 Hz). We sample 200 trajectories from the model and cluster to obtain K=10 trajectories

during training to compute the winner takes all regression loss Lreg.

5.A.7 Training

We train the model using Adam, with learning rate 1e-4, and a batch size of 32.

For the first few epochs of training, since πroute does not produce meaningful traversals, we

use the ground truth traversal for sampling trajectories and computing Lreg. We pre-train

the model using the ground truth traversal for 100 epochs. We then finetune using paths

sampled from πroute for 100 epochs. We train our model using an AWS ”p3-8xlarge”

instance with 4 NVIDIA Tesla V100 GPUs. Each pre-training epoch takes roughly 1

minute and each finetuning epoch takes roughly 5 minutes for nuScenes.
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5.A.8 Ranking Clustered Trajectories

The nuScenes leaderboard2 requires a single set of ranked or scored predictions for

computing the MinADEk and MissRate metrics for k = 1, 5 and 10. We rank our set of 10

clustered trajectories based on Ward’s merging cost3. We obtain the two clusters with the

minimum merging cost. The trajectory corresponding to the smaller of the two clusters is

assigned rank 10. The two clusters are then merged, with the merged cluster assuming

the identity of the larger cluster. This process is then repeated to assign ranks 9 through

1. Using Ward’s merging cost ensures that the top k trajectories cover a diverse set of

modes for all values of k.

5.A.9 Decoder ablation details

MTP: For the MTP header, we first aggregate context over the entire graph using a

multi-head scaled dot-product attention layer identical to our trajectory decoder, with

32 parallel attention heads and an output context vector C of size 128. We then use two

fully connected layers of size 240 and 10 respectively to output K=10 trajectories, and K

probabilities.

LV only: For the LV only decoder, similar to the MTP header, we first aggregate context

over the entire graph using a multi-head attention layer with 32 attention heads and

output C of size 128. The decoder then outputs trajectories conditioned on C, hmotion and

a sample zk of the latent variable using the final MLP layer.

Traversal only: The traversal only decoder is identical to the trajectory decoder of our

complete model, except for the final MLP layer, which outputs trajectories conditioned

only on Ck and hmotion and not on the sampled latent variable zk.

Goals + LV: The Goals + LV decoder consists of two output headers: A goal prediction

header that outputs a scalar score at each node normalized using a softmax layer to give

2https://eval.ai/web/challenges/challenge-page/591/leaderboard/1659
3https://en.wikipedia.org/wiki/Ward%27s method
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goal probabilities, and a trajectory decoder that outputs goal conditioned trajectories.

We model the goal prediction header using an MLP with 2 hidden layers, each of size 32,

and a scalar output. The input to the goal prediction header at each node is obtained by

concatenating hnode and hmotion. The trajectory decoder consists of a multi-head attention

layer with 32 heads that aggregates context over the entire graph to output a context

vector C of size 128. C is concatenated with hmotion, a sampled latent vector zk and the

node encoding of a sampled goal huk
node and passed through an MLP with a hidden layer of

size 128, and output size 24 corresponding to a goal conditioned trajectory.
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Part II

Predicting Driver Behavior during

Control Transitions
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Chapter 6

Predicting Take-Over Readiness of
Drivers using Vision Sensors

6.1 Introduction

The overarching goal of autonomous vehicle research is the development of fully

automated systems capable of driving in any traffic scenario. The occupants of such a

vehicle would then be mere passengers, without access to controls. However, to safely

develop the technology to achieve this goal, there needs to be shared control between the

vehicle and a human driver. This can be seen in the 5 levels of vehicle automation defined

by the Society of Automotive Engineers (SAE) [145], with levels 2 to 4 corresponding to

some form of shared control. Conditionally autonomous vehicles (level 3), can operate

autonomously under specific traffic scenarios like lane keeping on freeways while maintaining

a desired speed. Such vehicles are now commercially available [1, 2]. However, a human

occupant, behind the wheel, is expected to monitor the automated system and be prepared

for take-over requests. These are cases where control needs to be transferred from the

vehicle to the human during failure modes of the system. Continuous estimation of this

occupant’s take-over readiness is thus critical for safe and timely transfer of control. In

the remainder of this chapter, we use the term ’driver’ in the context of conditionally

autonomous vehicles to refer to the occupant responsible for taking over control.

Prior research [11, 94, 96, 97, 99, 181] has addressed the closely related problem
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of estimating driver distraction under manual driving conditions. Driver distraction

has been defined as the diversion of the driver’s attention away from activities critical

for safe driving toward a competing activity, which may result in insufficient or no

attention to activities critical for safe driving [144]. Conditionally autonomous driving

raises the possibility of drivers engaging in secondary activities unobserved during manual

driving, as well as more freely engaging in previously known secondary activities. While

sophisticated computer vision algorithms have been proposed for driver activity analysis

[18,34,46,51,52,62,91,92,112,122–124,136,138,139,164–166,168,169,173,177,178,184,186],

relatively few works [20,54,110,146,188] have addressed the problem of mapping driver

activity to take-over readiness.

This could be attributed to two main challenges. First, there is a lack of natural-

istic driving datasets observing driver activity in conditionally autonomous vehicles. A

comprehensive naturalistic driving dataset capturing a large range of driver behaviors

would allow for data-driven approaches to map driver activity to take-over readiness.

Second, defining the ground truth for take-over readiness is a challenging task. Data-driven

approaches hinge on the availability of ground-truth of the quantity being estimated.

While electroencephalogram (EEG) sensors allow for the most faithful representation of

the driver’s brain activity [76,98,171,193], they are too intrusive to be viable in commercial

vehicles. Another approach used in recent studies [20] is to define take-over readiness based

on take-over time and take-over quality in experimental trials with take-over requests

issued to drivers performing secondary activities. However, the nature of the task restricts

such experiments to simulator settings.

6.1.1 Contributions

In this chapter, we propose a data-driven approach to estimate the take-over

readiness of drivers in conditionally autonomous vehicles, based purely on the outputs

of non-intrusive sensors observing the driver. Figure 6.1 summarizes our approach. Our
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main contributions are as follows:

1. Naturalistic dataset with autonomous driving: We capture a 2 hour 10

min dataset of drivers behind the wheel of a commercially available conditionally

autonomous vehicle. This is captured using multiple high resolution cameras and

depth sensors observing the driver. We use this data to train and evaluate our models.

To the best of our knowledge, this is the first study evaluating take-over readiness of

drivers using a naturalistic driving dataset from a conditionally autonomous vehicle.

2. Human ratings for take-over readiness: The goal of this work is to continuously

estimate the take-over readiness of drivers using vision sensors. To test the feasibility

of this approach, we collect ratings from multiple human raters viewing the sensor

feed and analyze inter-rater agreement. Our experiments show a high consistency in

the trend of the ratings across raters, rather than their absolute value. We normalize

for rater bias using a percentile based approach. The mean value of the normalized

ratings, averaged across raters, is then treated as the ground truth for our models.

We term this the Observable Readiness Index (ORI).

3. LSTM model for estimating take-over readiness: We process the sensor

streams frame by frame to analyze the drivers gaze [177], pose [23], hand [139,186]

and foot activity, giving a holistic representation of the driver’s state. We propose a

Long Short Term Memory (LSTM) network to model the temporal dependency of

the frame-wise representations. The LSTM continuously outputs the driver’s ORI

based on 2 seconds of past activity. Additionally, the model can recognize key-frames

from the sensor streams that are most predictive of the driver’s take-over readiness.
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6.2 Related Research

6.2.1 Driver behavior analysis

Driver behavior analysis based on vision sensors has been extensively addressed in

prior research [18,34,51,52,91,112,122–124,136,138,139,164,166,168,169,173,177,178,

184,186]. A large body of literature [51,52,91,164,166,173,177,178] has focused on the

driver’s gaze estimation, being a useful cue for estimating the driver’s attention. While

early works [91,165,166] have relied on head pose estimation for determining the driver’s

gaze, most recent approaches use a combination of head and eye cues [46, 51,52,164,173].

Recent work [177,178] employing convolutional neural networks (CNNs) has allowed for

generalizable estimation of driver gaze zones, across drivers and small variations in camera

placement. Driver hand activity has also been the subject of a large number of research

studies, being closely linked to the motor readiness of the driver. Common challenges

involved in detecting the driver’s hands such as fast varying illumination conditions, self

occlusions, truncation have been outlined in [33]. Many approaches have been proposed

for detection, tracking and gesture analysis of the driver’s hands while addressing some

of these challenges [18,34,112,122–124,136]. Recent CNN models proposed by Yuen et

al. [186] and Rangesh et al. [139] allow for accurate localization of the driver’s hands in

image co-ordinates and in 3-D respectively, and allow for further analysis such as hand

activity classification and detection of objects held by the driver. A few works have

also addressed driver foot activity analysis [138, 168, 169], being a complimentary cue

to hand activity, for estimation of the driver’s motor readiness. There has also been

significant research that builds upon cues from driver gaze, hand and foot analysis for

making higher level inferences such as driver activity recognition [10,19,120], driver intent

prediction [72,73,107,121] and driver distraction detection [11,94,96,97,99,181].
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6.2.2 Driver distraction estimation

While very little literature exists on estimating the take-over readiness of drivers in

autonomous vehicles, prior work [11,94,96,97,99,181] has addressed the closely related

problem of driver distraction estimation in manually driven vehicles. Driver distraction

estimation poses the same key challenges as take-over readiness estimation: defining a

ground-truth metric for the quantity being estimated, and proposing models that map

driver behavior to this metric. Here, we review the approaches used in prior work for

addressing these challenges. Bergasa et al. [11] extract face and gaze features such as

PERCLOS [41], eye closure duration, blink frequency and face position and map them to

the driver’s vigilance level based on fuzzy rule expressions. Liang et al. [96,97] and Liu

et al. [99] define the ground-truth for driver distraction as a binary variable, determined

based on experimental conditions. The driver is considered distracted for trials involving

the driver performing a secondary activity and not distracted for baseline trials, not

involving secondary activities. Binary classifiers trained on features capturing the driver’s

head and eye activity and driving performance to detect driver distraction, with support

vector machines (SVMs) used in [97], Bayesian networks used in [96] and extreme learning

machines (ELMs) used in [99]. Wollmer et al. [181] use subjective ratings provided by the

drivers to define the ground truth distraction levels. They train an LSTM for classifying

the ground truth distraction level using features based on driving performance and head

pose of the driver. Li and Busso [94] use ratings provided by observers viewing the driver,

rather than self evaluation by drivers. This allows for ratings that vary with time, and

also allows for multiple raters to assign the rating. We use a similar approach for defining

the ground-truth value for take-over readiness.
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6.2.3 Take-over time and quality studies

A few recent studies [20,54,110,146,188] have addressed the case of conditionally

autonomous driving under simulator settings. Gold et al. [54] analyzed reaction times and

take-over quality of drivers prompted with a take-over request 5 seconds and 7 seconds

before a hazardous event, showing that drivers achieve faster reaction times for the 5

second interval, but poorer quality of take-overs. Mok et al. [110] conducted a study with

drivers performing a distracting secondary activity, prompted with take-over requests 2

sec, 5 sec and 8 sec before a hazardous event. Their results showed comparable take-over

quality for the 5 and 8 second settings, while being considerably poorer for the 2 second

setting. However the drivers reported greater trust in the automation for the 8 second

setting. Rezvani et al. [146] also analyzed take-over quality and trust in the automation,

with the focus being on user interface design for issuing take-over requests, rather than

time before take-overs. Zeeb et al. [188] analyzed the relationship between driver gaze

activity and take-over time and quality, showing that drivers preferring less frequent, longer

glances at the secondary activity achieved slower take-overs, more prone to collisions,

compared to drivers that preferred more frequent, but shorter glances. More recently,

Braunagel et al. [20] presented a model for classifying take-over readiness of drivers based

on driver gaze and encodings of the driver’s secondary activity and situation complexity.

They defined the ground-truth for take-over readiness as a binary value, based on the

quality of the performed take-overs. Our work differs from this approach on two counts;

we evaluate our models using naturalistic driving data, and we train our models on more

detailed descriptors of the driver’s behavior.

6.3 Experimental Setup

We use our testbed LISA-T [134], built on top of a Tesla Model S, for our

experiments. The vehicle has automatic cruise control and auto-steer capabilities for

122



Figure 6.2. Experimental setup: Our testbed is equipped with 4 high resolution
cameras, a depth sensor and infrared sensors for foot pedals. This figure shows views
used for driver face and gaze analysis (top-left), hand activity analysis (middle-left), pose
analysis (top-right), foot analysis (middle-right) with IR sensor locations, depth sensor
output (bottom)
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freeway driving. The testbed is equipped with a suite of non-intrusive sensors monitoring

the driver’s state. Four high resolution cameras observe the driver’s face, hands, body pose

and feet. These allow for computer vision algorithms to analyze the driver’s gaze activity,

hand activity, objects held and body posture. Additionally, a depth sensor observing

the driver allows for analysis of the 3-D distances of the driver’s hands from the vehicle

controls. Figure 6.2 shows the camera views and depth sensor outputs. The testbed is

also equipped with infrared sensors on its brake and gas pedals to measure the distance of

the driver’s foot from each pedal. All sensors are synchronized and record at a frame rate

of 30 frames per second.

6.4 Human ratings for observable driver readiness

We collect subjective ratings provided by multiple human observers viewing video

feed from our testbed, where the raters assign a value for the driver’s readiness to take-over.

The human ratings serve as a sanity check for our approach based on non-intrusive sensors.

A high degree of agreement across raters would point to a measure for driver take-over

readiness that could be estimated purely based on visual cues. Secondly, the ratings

address the problem of ground-truth generation. The average rating provided by the raters

can be used as the ground truth for training and evaluating a machine learning algorithm

to estimate this measure of take-over readiness.

6.4.1 Protocol for collecting ratings

We chose a pool of 5 raters with driving experience and working knowledge of the

Tesla autopilot system for assigning the subjective ratings. The raters were shown multiple

30 second video clips of drivers with the car driving in autonomous mode. Figure 6.3

shows the interface used. The raters were shown synchronized feed from the pose camera

and foot camera. These two views were chosen in order to capture the complete state of

the driver with the minimum number of views, so as to not overwhelm the raters.
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Figure 6.3. Interface for collecting ratings: The raters observe video feed from the
pose and foot cameras and assign a rating for each 2 second segment of video.

The raters were given the following prompt:“You will now be shown video clips

of drivers behind the wheel of a vehicle operating in autonomous mode in freeway traffic.

Rate on a scale of 1 to 5, with 1 being low and 5 being high, the readiness of the driver to

take-over control from the vehicle for each 2 second video segment.” We chose a discrete

rating scale rather than a continuous scale to minimize rater confusion and expedite

the rating process. We used discrete, fixed length time steps rather than flexible time

boundaries for the same reason. The raters were allowed to replay the segments as well as

update their previous ratings.

To prevent rater fatigue, in a single session, a rater rated a maximum of 25 clips,

each 30 seconds long. To account for the learning effect on raters, the first two clips in

every session were used to prime raters for the task. The ratings for these two clips were

discarded. The two priming clips were chosen such that one clip had primarily vigilant

behavior, typically rated high by the raters, and one clip had the driver performing a

distracting secondary activity, typically rated low.
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6.4.2 Dataset Description

The complete dataset includes 260 clips, each 30 seconds long, amounting to 2

hours and 10 minutes of data. Among these clips, 20 were rated by the entire pool of 5

raters. We refer to this subset as the common set. We use the common set to analyze the

agreement across raters and to normalize for rater bias. The remaining 240 clips were rated

by 2 different raters from the rater pool. We refer to this set as the expansion set. We use

both, the common set and the expansion set, for training and evaluating our models.

The entire dataset involves naturalistic drives with 11 drivers, with the car operating

in autonomous mode on Californian multi-lane freeways. 7 drivers were male, while 4

were female. 5 drivers were in the age group of 20 to 30 years, 3 in the age group of

30 to 40, 1 in the age group of 40 to 50, and 2 drivers were over 50 years of age. All

drivers were familiarized with the Tesla auto-pilot functionality prior to data collection.

The data includes a wide range of driver behavior including vigilant driving, talking

to a co-passenger, gesturing, operating the infotainment unit, drinking a beverage and

interacting with a cell-phone or tablet. Table 6.1 lists the observed secondary activities in

our data, in terms of the nomenclature used in the SHRP2 NEST database [125]. Figure

6.4 shows example frames from the pose view.

6.4.3 Normalization of ratings

One source of noise in the assigned ratings is rater bias. Raters can be strict or

lax, and can use a varying range of values. We normalize for rater bias using a percentile

based approach. We use the common set for normalization of the ratings. We pool and

sort ratings provided by each rater on the common set to obtain rater specific look-up

tables. We then pool and sort ratings of all raters to obtain a combined look-up table. To

normalize a specific rater’s ratings, we find the percentile range of the assigned value in the

rater’s look-up table. We then replace it with the average of all values in that percentile
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Figure 6.4. Examples frames from the dataset (showing pose view): The dataset
driver behaviors such as vigilant driving, talking to a co-passenger, gesturing, operating
the infotainment unit, drinking a beverage and interacting with a cell-phone or tablet

range in the combined look-up table. This percentile based lookup can be applied to the

entire dataset, including the expansion set.

6.4.4 Observable Readiness Index

We average the normalized ratings across raters to give a single rating for each

2 second interval in the clips. To obtain a continuously varying value representing the

driver’s take-over readiness, we interpolate these values over all frames using bi-cubic

interpolation. We term this normalized and interpolated value the Observable Readiness

Index (ORI), since it was assigned based purely on observable cues.

6.4.5 Inter-rater agreement analysis

We use intraclass correlation co-efficients (ICCs) as formulated by McGraw et.

al. [108], to evaluate inter-rater agreement. We model the human ratings as a two-way
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Table 6.1. Secondary activities in collected dataset

Secondary task based on

SHRP2 NEST nomenclature [125]
Present in collected data?

Talking/Singing to Self ✓

Talking/Singing to Passenger(s) ✓

Dancing ✗

Reading ✓

Writing ✗

Holding object ✓

Manipulating object ✓

Reaching for object ✓

Talking/listening on handheld phone ✓

Adjusting steering wheel buttons ✓

Adjusting/monitoring center stack controls ✓

Adjusting/monitoring other devices ✓

Looking for object internal to vehicle ✓

Looking at object external to vehicle ✓

Eating/drinking ✓

Grooming (combing hair, removing glasses) ✓

random-effect model without interaction, assuming n observations and k raters. Under

this model, the rating xij assigned by rater j to clip i can be expanded as,

xij = µ + ri + cj + eij, (6.1)

where, µ is the global average rating, ri’s are the deviations based on the content of the

rated clips, and cj ’s are the deviations due to rater bias. The ri’s and cj ’s are independent,

with mean 0 and variance σ2
r and σ2

c respectively. And finally, eij is the normally distributed

measurement error with zero mean and variance σ2
e

We report the following ICC values for the normalized and unnormalized ratings,

as defined in [108]:
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• ICC(C,1): This is given by the expression

ICC(C, 1) =
σ2
r

σ2
r + σ2

e

, (6.2)

and can be interpreted as the degree of consistency of the rating values. This is

independent of the rater bias, and has a high value if the trend of ratings across

raters is consistent.

• ICC(A,1): This is given by the expression

ICC(A, 1) =
σ2
r

σ2
r + σ2

c + σ2
e

. (6.3)

This is the degree of absolute agreement of rater values, and has a high value only if

the raters are in agreement in terms of the actual value of the ratings.

• ICC(A,k): This is given by the expression

ICC(A, k) =
σ2
r

σ2
r + σ2

c+σ2
e

k

. (6.4)

This can be interpreted as the reliability of the average rating provided by k different

raters. In our case, k = 5 for the common set, and k = 2 for the expansion set.

All ICC values are bounded between 0 and 1. The σ values are estimated using

two-way analysis of variances (ANOVA). Koo and Li [85] prescribe that ICC values less

than 0.5, between 0.5 and 0.75, between 0.75 and 0.9, and greater than 0.90 are indicative

of poor, moderate, good, and excellent reliability, respectively.

Table 6.2 shows the ICC values for the common and expansion sets, with and

without normalization. As expected, the ICC(C,1) values are higher than the ICC(A,1)

values due to the rater bias term σ2
c in the denominator for ICC(A,1). However, we note

that normalization considerably improves the ICC(A,1) values for both the common and
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Table 6.2. Rater agreement analysis based on intra-class correlation co-efficients (ICC)

Dataset Normalization ICC(C,1) ICC(A,1) ICC(A,k)

0.584 0.415 0.780
Common Set

✓ 0.580 0.582 0.874

0.608 0.517 0.682
Expansion Set

✓ 0.637 0.627 0.772

Figure 6.5. Example ratings: Assigned (top), normalized, (middle) and averaged and
interpolated (bottom) ratings provided by two raters for 3 sequences from the expansion
set. The percentile based normalization scheme removes rater bias while retaining the
trend of the ratings. Finally averaging and interpolating gives the continuously varying
ORI for the sequences

expansion sets, without affecting the ICC(C,1) values. This shows that the normalization

maintains the trend (σ2
r) of the ratings while reducing rater bias (σ2

c ). Finally, the last

column shows the ICC(A,k) values, which represent the reliability of the average rating

provided by all raters. As expected, this value is higher for the common set, rated by

5 raters as compared to the expansion set rated by 2 raters. However, both sets after

normalization have an ICC(A,k) rating that falls within the range indicative of ‘good

reliability’ of the ORI values as prescribed by Koo and Li [85].
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6.4.6 Qualitative analysis of ratings

Figure 6.5 shows 3 examples of ratings from the expansion set. The top row shows

the ratings assigned by raters 1 and 4. We observe that rater 1 is strict and rarely assigns

a rating greater than 3. On the other hand, rater 4 is much more liberal, primarily

assigning ratings from 3 to 5. However, we can observe the similarity in the trend of

the ratings assigned by the two raters. The middle row shows the ratings after applying

the percentile based normalization. We observe that normalization reassigns the ratings

to a similar range of values while maintaining their trend, thereby removing rater bias.

Finally, the bottom row shows the continuously varying ORI, obtained after averaging

and interpolation of the normalized ratings.

6.5 Model for Estimating ORI

We wish to continuously estimate the driver’s ORI based on recent feed from the

sensors observing the driver. We pose this as a regression problem. At each instant, we

treat the past two seconds of sensor feed as the input and the ORI value as the output.

The raw sensor feed has high dimensionality due to the multiple high resolution

cameras and depth sensors. To reduce the input dimensionality, we use existing models

for driver behavior analysis [23, 139, 177, 186] based on convolutional neural networks

(CNNs). These models perform frame-wise analysis of the camera and depth sensor feed

to extract features corresponding to driver gaze, hand activity, foot activity and pose.

Figure 6.6 summarizes the inputs and outputs of the frame-wise feature extraction models.

Since all sensor streams are synchronized, the features can be concatenated to obtain a

frame-by-frame representation of the driver’s state.

While the CNNs extract a holistic frame-wise representation, driver activity spans

across multiple frames. We thus need a model that can reason about the temporal

dependencies of the features to estimate the ORI value. Due to their effectiveness at
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modeling long-term temporal dependencies in various sequence modeling tasks [43, 56,57,

102,187], we propose a model based on Long Short-Term Memory (LSTM) networks [66]

for estimating ORI.

6.5.1 Frame-wise feature extraction

Gaze Analysis: We use the model proposed by Vora et al. [177] for gaze analysis. The

inputs to the model are frames from the face camera. The face detector described in [184]

is used for accurate localization of the driver’s eye region. The cropped image of the

driver’s eye region is then passed through a CNN classifier, which outputs the driver’s

gaze zone. We consider 9 different gaze zones: {forward, left shoulder, left mirror, lap,

speedometer, infotainment unit, rear-view mirror, right mirror, right shoulder} shown in

Figure 6.6. The CNN uses a softmax output layer, giving frame-wise probabilities for each

gaze zone. We use this 9 dimensional vector to represent driver gaze for each frame.

Hand Analysis (Camera-based): We use the model proposed by Yuen and Trivedi [186],

for hand analysis based on feed from the hand camera. The model localizes the elbow

and wrist joints of the driver using part affinity fields [23]. The model is trained for

robustness under rapidly changing lighting conditions and variability in hand posture

during naturalistic drives. Additionally, the model classifies hand activity for each hand

using a CNN classifier. The CNN uses as input a cropped image near the localized wrist

joints and outputs a hand-activity class. Four activity classes are considered for the left

hand: {on lap, in air (gesturing), hovering wheel, on wheel}. Six classes are considered

for the right hand: {on lap, in air (gesturing), hovering wheel, on wheel, interacting

with infotainment unit, on cup-holder}. We obtain an 18 dimensional feature vector

corresponding to the x and y co-ordinates of the 4 joints, the 4 dimensional output of the

left hand activity classier and the 6 dimensional output of the right hand activity classifier

for each frame of the hand camera.

Hand Analysis (Depth-based): We use HandyNet, proposed by Rangesh and Trivedi
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[139], for hand analysis using the depth sensor. The model performs instance segmentation

on each frame of the depth sensor to output the locations of the driver’s hands. This allows

for computation of the distance of the driver’s hands from the vehicle controls in 3-D.

Additionally, the model also classifies the object held by the driver, if any. We consider 4

different object classes: {no object, cell-phone/tablet, beverage/food, other item}. Thus, for

each frame of the depth sensor, we obtain a 5 dimensional feature vector, corresponding

to the distance to the wheel, and the 4 dimensional output of the hand object classifier.

Pose Analysis: The driver’s body posture can be a useful additional cue for estimating

their readiness to take over. We capture the driver’s pose for each frame by using

OpenPose [23] proposed by Cao et al. The model is capable of localizing 18 body key-point

locations. For our task, we only consider the the 10 upper body key-points visible in

the pose camera view, as shown in Figure 6.6. The x and y co-ordinates of the 10 body

key-points give a 20 dimensional feature vector for each frame of the pose camera.

Foot Analysis: To obtain a representation of the driver’s foot activity, we use the outputs

of the IR pedal sensors. These give the distance of the driver’s foot to the gas and brake

pedal for each frame.

6.5.2 Correlation of extracted features with ORI

Figure 6.7 shows the frame-wise correlation of features with the ORI values. We

note that in general, hand features seem to have higher correlation with ORI compared to

gaze or foot features. In particular, the presence of a hand-held phone or tablet has a strong

negative correlation with the rated ORI values. On the other hand, the driver’s hands

being free ( without holding any object) has a high positive correlation with ORI. In terms

of activity classes, gesturing and interacting with the infotainment unit are negatively

correlated with ORI, whereas the hands hovering or being on the wheel are positively

correlated. Although the gaze features have a lower correlation with ORI as compared

to hand features, we note that the gaze zones corresponding to sensing the vehicle’s
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Figure 6.7. Feature correlation: Frame-wise correlation of gaze, hand and foot features
with ORI ratings

surroundings such as looking forward or viewing the mirrors are correlated positively with

ORI. On the other hand, gaze zones corresponding to driver distraction such as looking at

the lap (or hand-held device), infotainment unit or speedometer have negative correlation.

The only exception to this seems to be the right shoulder gaze zone, which is negatively

correlated with ORI. This could be because the driver may look to the right to interact

with the co-passenger in the front seat, which can be seen as a distracting activity. Finally,

we note that the distances of the hands and feet from the vehicle controls are negatively

correlated with the rated ORI, which is reasonable since these affect the motor-readiness.

6.5.3 Proposed LSTM model

In its simplest form, we can define an LSTM model for processing the sequence

of frame-wise features as shown in Figure 6.8a. An LSTM is a recurrent neural network.

It updates its state at each time-step based on its state at the previous time-step and

the frame-wise features at the current time-step. The final state of the LSTM can be
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(a) Vanilla LSTM (b) LSTM with key-frame weighting

Figure 6.8. Models: LSTM models used for estimating ORI

expected to encode the driver’s activity spanning over 2 seconds of context by processing

the temporal dependencies of the frame-wise features. The final state of the LSTM is then

processed by an output layer to give the scalar valued ORI.

Key-frame weighting

While the LSTM reasons over the complete 2 second sequence of frame-wise features,

driver activity in certain parts of the sequence can be more strongly predictive of their

readiness to take over. For example, a driver may for a split second, interact with their

phone or the infotainment unit, while otherwise appearing vigilant in terms of hand, eye

and foot activity. While this activity may not span 2 seconds, it is indicative of driver

distraction and low readiness to take over. Human raters viewing the driver would take

this into consideration and weight this part of the video clip more strongly for assigning

their ratings. We thus need a model capable of assigning greater weight to key-frames in

the sequence of features, to determine the final rating.

We propose the model shown in Figure 6.8b for key-frame weighting. The LSTM

outputs two values at each time step, the rating for that frame and the weight for that

frame. The frame-wise weights are normalized using a softmax layer. A dot product of

the normalized weights and the frame-wise ratings gives the ORI value for the sequence.
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This allows the model to assign a greater weight to key-frames in the sequence of features.

We use a bidirectional LSTM [58] instead of a unidirectional LSTM. This allows for

information to flow from the entire 2 second sequence to LSTM states at each time step.

This allows the model to relatively weigh the current frame with respect to the other

frames in the sequence in order to determine the frame-wise weight. Note that we do

not provide explicit supervision in terms of key-frames in the sequence, but incorporate a

mechanism in the model to learn them, via the dot product between frame-wise ratings

and frame-wise weights. The model is trained end-to-end to minimize the error between

the predicted rating and the assigned rating. Our approach can be considered similar to

the attention mechanism [6] in LSTM encoder-decoder models, with an attention based

decoder applied for a single step.

Implementation details

We use bi-directional LSTMs with a 32 dimensional state vector for both the

forward and backward LSTMs. We use a sigmoid activation for the frame-wise ratings,

giving a predicted ORI value between 0 and 1. The ground truth ORI ratings ranging

from 1 to 5 are shifted and scaled to map them to the 0 to 1 range. We train the model

by minimizing mean absolute error on the train set. We use Adam [82] with learning rate

0.001 to train the model. The models are trained using Pytorch [127].

6.6 Experimental Evaluation

For our experiments, we split our dataset of 260 video clips, into a train set,

validation set and a test set. The train set consists of 172 video clips from 22 different

drives, the validation set consists of 32 video clips from 5 drives and the test set consists

of 56 clips from 6 drives. The train, validation and test sets were selected from different

drives. The test set includes data from 6 different drivers, 3 of whom were not present in

the train or validation sets. Since each clip is 30 seconds long, with the sensors recording
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at 30 fps, this gives us about 154,000 training samples, 28,000 validation samples and

50,000 test samples. We train our models to minimize the mean absolute error between

the predicted and assigned ORI values on the train set. We select the model with the

minimum mean absolute error on the validation set for reporting results on the test set.

6.6.1 Metrics and baselines

We report the mean absolute error (MAE) between the predicted and assigned

ORI values for the test set. We compare the following models:

• Frame-wise SVM baseline: We use a linear SVM trained purely using the frame-wise

features as the simplest baseline. This allows us to evaluate the effect of using

temporal context for estimating ORI.

• Vanilla LSTM: We report results using a vanilla LSTM as shown in Figure 6.8a.

• LSTM with key-frame weighting: We additionally consider a model with key-frame

weights, but with unidirectional LSTMs

• Bi-LSTM with key-frame weighting: Finally, we report results using our complete

model with bidirectional LSTMs and key-frame weights shown in Figure 6.8b.

For a fair comparison with our proposed model using bidirectional LSTMs, we use LSTMs

with 64 dimensional states for the unidirectional LSTMs, while using LSTMs with 32

dimensional states for the forward and backward components of the bidirectional LSTM.

Additionally we perform ablations with the feature streams to analyze the importance of

gaze, hand, pose and foot features for estimating the driver’s ORI.

6.6.2 Results

Table 6.3 shows the MAE values for the three models compared, trained using one

or more feature streams. We note that the LSTM models achieve a significantly lower
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MAE than the frame-wise baseline for most combinations of feature streams, showing that

modeling temporal context is useful for estimating the ORI. We also note that key-frame

weighting consistently leads to lower errors for different features, compared to the vanilla

LSTM, with the Bi-LSTM outperforming the uni-directional LSTM. The top four rows of

Table 6.3 shows the MAE values for models trained on a single feature stream of gaze,

hand, pose or foot features. All models achieve an MAE of within 1 point of the average

rating assigned by the human raters on the 5 point scale. This shows that each feature

stream has useful cues for estimating ORI. Comparing the features, we see that the hand

features seem to have the most useful cues for estimating ORI, closely followed by the gaze

features. The last three rows of the table show the MAE values achieved by combining the

feature streams. We note that combining the hand and gaze features significantly lowers

the MAE compared to single feature models. The pose and foot features lead to further

improvements, giving the lowest MAE value of 0.449.

6.6.3 Inference time

The results reported in section 6.6.2 were generated offline at the data capture rate

of 30 Hz. However, we report the inference times for all feature extractors and the LSTM

model here for completeness, since the proposed model would need to be deployed real

time in conditionally autonomous vehicles. Table 6.4 shows the average inference times

in ms for the components of our model, obtained using an Nvidia GTX 1080 Ti system.

We note that the camera based hand [186] and gaze analysis [178] models run faster than

the data capture rate. However, the rate determining step for gaze analysis is the face

detector [184] used for localizing the driver’s eyes, whereas the rate determining step for

hand analysis is the depth based CNN [139]. The LSTM model for estimating ORI is a

lightweight model with very little additional run time. Thus, the models could be deployed

at about 15 Hz, which is half the data capture rate.
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Table 6.3. Mean absolute error (MAE) of predicted ORI values with respect to assigned
values

Features used Frame

SVM

Vanilla

LSTM

LSTM

keyframe wts

Bi-LSTM

keyframe wtsGaze Hand Pose Foot

✓ 0.779 0.621 0.578 0.581

✓ 0.639 0.571 0.573 0.572

✓ 0.836 0.855 0.831 0.823

✓ 0.986 1.018 1.043 1.001

✓ ✓ 0.611 0.470 0.463 0.457

✓ ✓ ✓ 0.602 0.468 0.463 0.456

✓ ✓ ✓ ✓ 0.699 0.467 0.456 0.449

Table 6.4. Average inference times for components of our model

Component Run time

Face detector 62 ms

Gaze analysis 6 ms

Hand analysis (Camera based) 25 ms

Hand analysis (Depth based) 55 ms

Pose analysis 45 ms

Foot analysis -

LSTM for estimating ORI 3 ms
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Figure 6.9. Effect of key-frame weighting model: Three example clips with ground
truth ORI (top), ORI predicted by vanilla LSTM (bottom), ORI predicted with key-frame
weighting (middle). Key-frame weighting allows the model to focus on the most relevant
frames in the sequence and generate a smoother, more reliable rating, compared to the
noisier, more reactive vanilla LSTM.

6.7 Qualitative analysis

6.7.1 Effect of key-frame weighting model

We qualitatively analyze the ratings produced by a vanilla LSTM and our proposed

model. Figure 6.9 shows ratings for three example clips. The top row (blue) shows the

ground truth ratings, provided by the raters. The middle row (red) shows ratings predicted

by the model with key-frame weighting. The bottom row (green) shows ratings predicted

by a vanilla LSTM model. We observe that while both models manage to predict the trend

of the ground truth ratings, the vanilla LSTM produces a noisy estimate, rapidly varying

in short intervals. On the other hand the model with key-frame weighting produces a much

smoother rating. This can be explained by the sparsity of key-frames in the sequence.

Since the model primarily relies on a subset of the most important sections of the sequence

to assign an ORI rating, it leads to a smoother, more reliable output throughout the

sequence compared to the vanilla LSTM, which is more reactive.
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Figure 6.10. Importance of gaze and hand cues: This figure shows two example
clips with ratings predicted based purely on gaze cues, hand cues and all features combined.
The first example shows a case where the gaze features fail to correctly predict the ORI,
where the hand features can be used to correct the error. The second example shows a
failure case of hand features, that could be corrected based on the gaze features. The
model trained on the combined feature streams correctly predicts the ground truth rating
for both cases.
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6.7.2 Effect of feature streams

We also compare the ratings generated by models trained purely using the gaze

or hand features, with those generated by the combined feature stream model to analyze

the importance of each cue for estimating the ORI. Figure 6.10 shows the ratings for two

example clips. The top row (blue) shows the ground truth ratings, provided by the raters.

The second (yellow) and third (green) rows show ratings predicted based purely on gaze

and hand features respectively. Finally, the bottom row (red) shows the ratings predicted

by the model trained using all feature streams. Additionally, we also show snapshots from

the pose camera at different instants to provide context.

The first example shows the driver drinking water from a bottle. For the interval

from 0-20 seconds in the clip, the driver has the bottle in their hand. However, they have

their eyes on the road. We note that the gaze model overestimates the ORI value for this

interval, while the hand model underestimate the ORI. The rating from the combined

model closely matches the ground truth value. At 22 seconds, the driver has a bottle in

their hand while looking away from the road to put it away. All models assign a low value

for this instant. At 26 seconds, the driver is attentive, with their hands close to the wheel.

All models correctly assign a high rating at this instant.

The second example shows the driver viewing the screen of a hand held device, and

later viewing the screen of the infotainment unit. We see that both events correspond to

dips in the ORI ratings assigned by the raters. We observe that the hand model correctly

assigns a low rating for the first case, due to the presence of a hand held device. However,

it fails to capture the dip in ORI due to the driver glancing at the infotainment unit. The

gaze and combined models, on the other hand correctly predict both dips in the ORI value.
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6.8 Conclusions

In this chapter, we proposed an approach to characterize the observable take-over

readiness of drivers in autonomous vehicles, and a machine learning model to estimate it.

We collected subjective ratings for driver take-over readiness from observers viewing

the sensor feed. Analysis of the assigned ratings in terms of intra-class correlation

coefficients showed high consistency in the ratings assigned by the raters, suggesting that

human raters agree upon an observable measure for the driver’s take-over readiness. We

normalized the ratings for rater bias and averaged across raters to extract this measure,

which we termed the observable readiness index (ORI).

We presented a model for estimating the ORI, based on CNNs for extracting

frame-wise representations of the driver’s gaze, hand , pose and foot activity and an LSTM

for learning their temporal dependencies. Our best model achieved an MAE of 0.449 on

the five point rating scale, showing that the ORI can be reliably estimated. Ablation

of feature streams showed the usefulness of hand, gaze, pose and foot activity analysis

for estimating the ORI. Finally, we proposed a modification to vanilla LSTMs, to allow

for detecting key-frames in the input sequence most predictive of the driver’s take-over

readiness. Our experiments showed that this leads to lower MAE of the predicted ORI,

and leads to a smoother, more reliable prediction.
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Chapter 7

Predicting Take-over Time for
Autonomous Driving with Real-
World Data

7.1 Introduction

In this chapter, we address take-over time (TOT), defined as the interval of

time between a take-over request (TOR) and the human driver assuming control. More

specifically, we define the assumption of control as the completion of three behaviors:

1. Hands-on-wheel: hand(s) return to the vehicle’s steering control.

2. Foot-on-pedal: foot returns (from floorboard or hovering) to make contact with

any driving pedal.

3. Eyes-on-road: gaze is directed forward, toward the active driving scene.

We work with the assumption that these three cues are necessary to consider the driver

both attentive to the scene and in control of the vehicle. We do note that the three cues may

not be sufficient to consider the driver attentive and in control. This would additionally

depend on factors such as the driver’s situational awareness and the corrective or stabilizing

maneuver performed post TOR. We limit the scope of this chapter to predicting the time

taken for the above three cues, as a first step towards analysis of control transitions using
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Figure 7.1. Role of take-over time (TOT) prediction: We propose a model for
predicting TOT during control transitions based on driver behavior. The proposed model
can be used in conjunction with time-to-collision estimation to determine whether to issue
a take-over request and transfer control to the human, or to deploy active safety measures
for collision avoidance.
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real-world autonomous driving data. Analysis of situational awareness and corrective

maneuvers will be addressed in future work.

As depicted in Fig. 7.1, the transition of control from an autonomous agent to

the human driver should be a function of both the surrounding scene and the state of

the driver. The surrounding scene can be concisely expressed using a metric such as

time-to-collision (TTC), whereas the state of the driver can be captured by the predicted

TOT. Combined, this forms a criterion for safe control transitions:

TOT + ε < TTC, (7.1)

where ε is a marginal allowance that represents the time it takes for the human driver to

gain situational awareness and perform a corrective maneuver. A system that takes the

state of the driver into account can decide between handing over control if the driver is

ready, versus coming to a safe and smooth halt if not. While there are many approaches to

accurately estimate TTC, TOT prediction (especially in the real world) remains unexplored.

7.1.1 Contributions

In this chapter, we present a long short-term memory (LSTM) model for predicting

TOT based on driver behavior prior to the TOR. We train and evaluate our model

using a real world dataset of control transitions captured using a commercially available

conditionally autonomous vehicle. Our contributions are as follows:

1. TOT prediction with limited real-world data: Capturing real-world takeover

events in autonomous vehicles is expensive and time-consuming. Thus generating a

large enough dataset for training machine learning models can be a challenge. To

address this, we propose a data-augmentation scheme to increase the number of

training samples by an order of magnitude. Additionally we use transfer learning, and

pre-train our TOT prediction models to estimate the driver’s observable take-over
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readiness index (ORI) [39].

2. Multimodal TOT prediction: There is inherent uncertainty in predicting the

future. The driver could perform multiple plausible sequences of actions after the

issued TOR. To model this, we extend the model proposed in [133] to output a

multimodal distribution over TOT.

3. Extensive evaluation: We present a more extensive set of ablation experiments,

particularly focused on the above two contributions. We also present additional

qualitative analysis of TOT estimates beyond [133].

7.2 Related Research

7.2.1 Vision based driver behavior analysis

A large body of literature has addressed driver behavior analysis using in-cabin

vision sensors. The most commonly addressed task is driver gaze estimation [51, 52, 74, 91,

114,115,143,164,166,173,177,178], since the driver’s gaze closely relates to their attention to

driving and non-driving tasks. Early works relied on head pose estimation [91,114,165,166]

or a combination of head and eye features [46,51,52,164,173] for estimating the driver’s

gaze. More recent work [74,115,143,177,178] uses convolutional neural networks (CNNs)

to directly map regions around the driver’s eyes to gaze zones. In this work, we use the

CNN model proposed by Vora et al. [178] driver gaze analysis.

Driver hand and foot activity has also been the subject of prior work, being useful

cues to gauge the driver’s motor readiness. Several approaches have been proposed for

detection, tracking and gesture analysis of the driver’s hands [18,33,34,112,122–124,136]

using in vehicle cameras and depth sensors. Recently proposed CNN models [139, 186]

accurately localize the driver’s hands in image co-ordinates and in 3-D respectively, and

further classify hand-activity and held objects. We build upon the model proposed by

Yuen et al. [186] in this work, for driver hand analysis. Relatively few works have addressed
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the driver’s foot activity [138,168,169]. However, we believe this is a significant cue for

TOT estimation, especially since we estimate the foot-on-pedal time after the TOR. We

use the model proposed by Rangesh et al. [137] for driver foot activity analysis.

There has also been significant research that builds upon cues from driver gaze, hand

and foot analysis for driver activity recognition [10,19,120,151,152], driver intent or behavior

prediction [44,47,72,73,107,121,160] and driver distraction detection [11,94,96,97,99,181].

Of particular interest is recent work [39], where the authors map driver gaze, hand and foot

activity to the driver’s observable take-over readiness index (ORI) obtained via subjective

ratings assigned by multiple human observers. We use ORI estimation as a transfer

learning task for pre-training our TOT prediction model.

7.2.2 Take-over time analysis in autonomous driving

Take-over time in partial and conditionally autonomous vehicles has been the

subject of several recent studies [29,42,50,54,55,70,86,111,116,128,132]. The primary

focus of these studies has been to analyze the effect of various human and environmental

factors on take-over time and quality. The independent variables analyzed for their effect

on TOT are as follows:

TOT budget (or time to collision): This corresponds to the time window between

the TOR and the imminent collision or system boundary. Gold et al. [54] compare TOT

and take-over quality for two different TOT budgets of 5s and 7s. They report longer

TOTs for the 7s budget but better take-over quality. Mok et al. [111] report a similar

finding while comparing TOT budgets of 2s, 5s, and 8s, with the 2s case corresponding to

significantly worse take-over quality and collision rates.

Traffic density: Radlmayr et al. [132] and Gold et al. [55] analyze the effect of traffic

density on TOT and take-over quality, with both studies reporting longer TOTs and worse

take-over quality in situations involving high traffic density.
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Driver age: Korber et al. [86] and Clark and Feng [29] analyze the effect of driver age on

TOT by comparing a group of young drivers with a group of old drivers. Korber et al. [86]

report similar TOTs, but different modus operandi – older drivers brake harder and more

often leading to higher TTC. Clark and Feng [29] report lower TOTs for the young group

for a TOT budget of 4.5s, and lower TOTs for the old group for a 7.5s TOT budget.

TOR modality: Petermeijer et al. [128] and Huang et al. [70] compare different modalities

for issuing the TOR. Auditory and tactile TORs are considered in [128] while auditory,

tactile and visual TORs and their combinations are considered in [70]. Both studies report

the lowest TOTs for multimodal TORs. Dogan et al. [42] analyze the effect of providing

the driver anticipatory information about the vehicle and traffic state prior to the TOR,

but report similar TOTs with and without the anticipatory information.

Non-driving-related tasks (NDRTs): Several prior works [42, 50, 116, 132] have

consistently reported worse take-over times or take-over quality when the driver is engaged

in a NDRT prior to the take-over, whether the NDRT places visual, cognitive or motor-

control based demand on the driver. In this chapter, we thus primarily focus on the effect

of driver behavior and NDRTs on TOT. In particular, we map the observed NDRTs to

feature descriptors of driver gaze, hand and foot activity using vision based models for

driver behavior analysis and predict TOT based on these feature descriptors.

7.2.3 Take-over time prediction for autonomous driving

While the studies described in the previous section analyze take-over times under

various experimental conditions, closest to our work are recently proposed machine learning

models [12, 20,48,71,100,126] that predict TOT prior to the control transition.

Braunagel et al. [20] and Du et al. [48] propose binary classifiers that output

whether or not the driver is ready to take-over. Gaze activity, NDRT label and a label

for situation complexity are used as input features in [20], while gaze activity, heart rate

variability, galvanic skin response, traffic density and TOT budget are used as inputs
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in [48]. Pakdamanian et al. [126] propose a three class classifier over TOT intervals based

on driver gaze activity, heart rate variability, galvanic skin response, NDRT label and

vehicle signals. Lotz and Weissenberger [100] compare various classifiers over 4 TOT

intervals trained using features capturing driver’s head orientation and gaze activity, along

with TTC. Hwang et al. [71] propose a regression model based on hidden Markov models

that outputs TOT based on vehicle signals prior to the TOR. Finally, Berghofer et al. [12]

propose a regression model for TOT prediction based on driver gaze activity and driver

characteristics such as age, gender, sleepiness, attitude towards highly automated driving

and previous experiences with automated driving.

Our work differs from previously proposed TOT prediction models on two counts.

First, we use fine-grained descriptors of driver gaze, hand and foot activity obtained purely

using non-intrusive vision sensors as inputs to our TOT prediction model. Second, we

train and evaluate our models using a large real-world dataset of take-overs captured in

a conditionally autonomous vehicle. Prior work on TOT prediction has been limited to

the simulator setting [20, 48, 71, 100, 126]. Berghofer et al. [12] do use a real world dataset.

However, they use a ’Wizard of Oz’ setting where a safety driver with access to vehicle

controls plays the role of the autonomous vehicle.

7.3 Dataset & Labels

7.3.1 Controlled Data Study (CDS)

To capture a diverse set of real-world take-overs, we conduct a large-scale study

under controlled conditions. More specifically, we enlist a representative population of

89 subjects to drive a Tesla Model S testbed mounted with three driver-facing cameras

that capture the gaze, hand, and foot activity of the driver. In this controlled data study

(CDS), we required each subject to drive the testbed for approximately an hour in a

pre-determined section of the roadway, under controlled traffic conditions. During the
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drive, each test subject is asked to undertake a variety of distracting secondary activities

while the autopilot is engaged, following which an auditory take-over request (TOR) is

issued at random intervals. This initiates the control transition during which the driver

is instructed to take control of the vehicle and resume the drive. Each such transition

corresponds to one take-over event, and our CDS produces 1,375 take-over events in total.

7.3.2 Annotation

Automated video segmentation: Each driving session is first segmented into 30 second

windows surrounding known take-over events, consisting of 20 seconds prior to the take-over

request (TOR) and 10 seconds after the take-over event.

Event annotations: For each 30 second clip corresponding to a take-over event, we

manually annotate the three times after the take-over request corresponding to when

the driver’s eyes are on the road, hands are on the wheel, and foot is on the pedal. We

also label the secondary activity being performed by the driver during each take-over

event, assigning one of 8 possible activity labels: (1) No secondary activity, (2) talking to

co-passenger, (3) eyes closed, (4) texting, (5) phone call, (6) using infotainment unit, (7)

counting change, (8) reading a book or magazine.

TOT statistics by secondary activity: Figure 7.2 shows the average times correspond-

ing to eyes on road, hands on wheel and foot on pedal for each of the 8 secondary activities.

It also shows the overall take-over time, which is the maximum of the three markers for

each event. We note that texting, phone-calls, counting change and reading correspond

to longer average take-over times, as compared to talking to the co-passenger or using

the infotainment unit, which can be reasonably expected. Counter to intuition, the ‘eyes

closed behind the wheel’ activity has low take-over times. This is mainly because the

drivers are merely ‘acting’ to be asleep, since actual sleep could not have been achieved

given the duration and nature of each trial. We also note that the ‘hands on wheel’ event
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Figure 7.2. Take-over time statistics from the CDS: We plot the mean values (with
error bars) of the different take-over related event timings for each secondary activity.

seems to take much longer on average, as compared to eyes on road or foot on pedal. This

reinforces the need for driver hand analysis, which is also a key predictor of the driver’s

observable readiness index (see next section). Finally, we note that for the more distracting

secondary activities (reading, texting, phone calls, counting change), even the foot on

pedal times are longer compared to the other secondary activities, although the secondary

activities do not involve the driver’s feet. Thus, there seems to be a delay corresponding

to the driver shifting attention from secondary activity to the primary activity of driving.

7.3.3 Data Augmentation

Takeover time data is very limited and expensive to capture and label. This is

illustrated by the size of the CDS dataset (1,375 unique takeover events). We propose a

new data augmentation scheme to increase the number of samples in the dataset by an

order of magnitude in order to train our LSTM based TOT prediction models.
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Figure 7.3. TOT dataset augmentation scheme: We increase the number of samples
in our TOT prediction dataset by an order of magnitude by considering augmented TORs
between the actual TOR and the first of the three takeover completion cues.
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Figure 7.3 illustrates our data augmentation scheme. We term each take-over

event in the CDS dataset a raw sample. Each raw sample has annotated timestamps

corresponding to the take-over request (ttor), as well as the time taken by the driver to get

their eyes on the road (teyes), hands on the wheel (thands) and foot on the pedals (tfoot)

after the TOR. We wish to learn a model that maps a 2 second window of driver activity

prior to the TOR to the take-over times, {teyes, thands, tfoot}.

The raw samples alone are insufficient to train a machine learning model from scratch.

We thus mine augmented training samples from each takeover event. An augmented training

sample is characterized by an augmented TOR at time toff after the actual ttor. We use a

2 second window of driver activity before the augmented TOR as the input to the model

while the corresponding takeover times are given by {teyes− toff , thands− toff , tfoot− toff}.

If the driver’s hands, eyes, or foot are already in position at ttor + toff , the corresponding

takeover time is set to 0.

An augmented training sample maps the driver’s state at an intermediate timestamp

during the takeover event, to their reaction times from that timestamp. While this doesn’t

correspond to an actual TOR, it still serves as useful data for training our TOT prediction

model as we show in Section 7.5. Intuitively, the driver can be expected to be less and less

distracted by a non-driving activity as toff is increased, leading to shorter takeover times.

Thus the augmented samples provide additional instances where the driver is increasingly

prepared to takeover control from the vehicle.

We capture data at a frame rate of 30 Hz. Thus, toff can be varied from 0 to

the maximum of {teyes, thands, tfoot} using increments of 1/30 seconds to yield multiple

augmented samples per takeover event. With the proposed augmentation scheme, we get

datasets vastly larger in size, as depicted in Table 7.1. The augmentation scheme is only

applied to the training split. The validation and test splits are left untouched.
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Table 7.1. Sizes of different takeover time prediction datasets.

Dataset Number of samples

Raw dataset: CDS (R) 1,375

Augmented dataset: CDS (A) 47,461

7.4 Models for Predicting Takeover Times

It is important to preserve both the diverse and sequential nature of all features

related to driver behavior while designing a holistic take-over time (TOT) prediction

framework. High level tasks such as TOT prediction are influenced by low level driver

behaviors. Figure 7.4 provides an overview of our proposed approach for estimating

TOT. Our approach consists of two major components. The first component is a set of

convolutional neural networks (CNNs) for extracting frame-wise descriptors of driver gaze,

hand and foot activity from the raw camera feed. We describe these is greater detail in

section 7.4.1. The second component is an LSTM model for estimating TOT based on a

sequence of frame-wise features over a pre-defined time window. We describe the different

variants of our LSTM based models in section 7.4.2.

7.4.1 Frame-wise feature extraction

Gaze activity: We use the model proposed by Vora et al. [177] for driver gaze analysis.

The inputs to the model are frames from the face camera. We use a face detector [184] for

localizing the driver’s eyes. A cropped bounding box around the driver’s eyes is passed

through a CNN, which outputs the driver’s gaze zone. We consider 8 gaze zones: {forward,

left mirror, lap, speedometer, infotainment unit, rear-view mirror, right mirror, over the

shoulder}. The CNN outputs frame-wise probabilities for each gaze zone. We use this 8

dimensional vector to represent driver’s gaze features.

Hand activity: We use the model proposed by Yuen and Trivedi [185] for driver hand

analysis. The model localizes the elbow and wrist joints of the driver using part affinity
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Figure 7.4. Overview of the proposed approach: We extract frame-wise descriptors
of driver gaze, hand and foot activity. We propose an LSTM model for predicting TOT
based on a sequence of the extracted features over a 2 second window.

fields [23]. A cropped bounding box around the driver’s wrist is passed through a CNN

to output probabilities corresponding to 6 hand activities for each hand: {on lap, in air,

hovering over steering wheel, on steering wheel, on cupholder, interacting with infotainment

unit}. We extend the model to additionally output hand-held object probabilities. We

consider 7 object categories: {no-object, phone, tablet, food, beverage, book, other}. By

running the models on images from a stereo camera pair, we also obtain 3-d coordinates for

the driver’s wrist locations and the steering wheel using triangulation. We then calculate

the distance of each hand (wrist) of the driver to the steering wheel in 3-d. The hand

activity probabilities, hand object probabilities and 3-d distance to steering wheel together

form the hand activity features for each frame.

Foot activity: We use the model proposed by Rangesh and Trivedi [137] for driver

foot analysis. Each frame from the foot camera feed is passed through a CNN to output

probabilities over 5 foot activity classes: {away from pedal, on brake, on gas, hovering

over brake, hovering over gas}. These probabilities represent the foot activity features.
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Figure 7.5. LSTMs: Baseline LSTM model architecture.

7.4.2 LSTM models for take-over time prediction

Baseline LSTM: This is the simplest (baseline) version of all TOT models. The input

features are first transformed using a fully-connected (FC) layer of size 16 (plus non-

linearity), which is then fed to an LSTM with a hidden state of size 32 at each timestep

as shown in figure 7.5. The LSTM layer receives the transformed input features at each

timestep and updates its internal representation known as the hidden state. In all our

experiments, we choose a 2 second window of features as input to our models. After

2 seconds worth of inputs and updates, the hidden state of the LSTM after the latest

timestep is passed through an output transformation (FC layer plus non-linearity) to
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predict the three times of interest.

We apply a simple L1 loss to train this network. Let oe, of , and oh be the outputs

produced by the model. Assuming te, tf , and th are the target eyes on road time, foot on

pedal time, and hands on wheel time respectively, the total loss is:

L =
1

N

N∑
i=1

|tie − oie|+
1

N

N∑
i=1

|tif − oif |+
1

N

N∑
i=1

|tih − oih|. (7.2)

The entire model is trained using an Adam optimizer with a learning rate of 0.001

for 10 epochs.

Independent LSTMs: Figure 7.6 shows the independent LSTM model architecture.

This model is the same as the baseline LSTM model, except for one major difference:

each target output time has its own independent LSTM. The reasoning behind this is

to accommodate different hidden state update rates for different driver behaviors, for

example – eyes on road behavior is generally faster (short term) than hands on wheel

behavior (mid/long term). Having multiple independent LSTMs allows each one to update

at different rates, thereby capturing short/mid/long term behaviours separately.

Although each branch has its own LSTM cell, the input and output transformations

are still shared between the three LSTMs as the feature inputs to the three branches are

the same. This tends to reduce overfitting based on our experiments.

We use the identical loss (eq. 7.2) and optimizer settings as the baseline LSTM for

training the independent LSTMs model.

LSTM with Multi-modal Outputs: This model shown in figure 7.7 is largely based

on the baseline LSTM with one addition: multi-modal outputs. Instead of just producing

one output for each of the three targets, we output K(= 3) outputs per target and

their associated probabilities. We do this to model the inherent multi-modality and

subjectiveness of takeover times. For example, given similar history of behavior, one driver

may respond faster in taking control of the vehicle than another. Producing multiple
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Figure 7.6. ID LSTMs: Independent LSTMs model architecture.
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Figure 7.7. LSTMs + MM: LSTM with multi-modal outputs model architecture.
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Figure 7.8. ID LSTMs + MM: Independent LSTMs with multi-modal outputs model
architecture.
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probable outputs (and their probabilities) could possibly address this ambiguity and

provide more usable information to any downstream controller.

Unlike the previous models, this model is trained using a minimum of K loss,

where L1 losses are only applied to the output modes closest to the ground truth target.

Additionally, the output probabilities are refined using cross-entropy. Let oe(k), of(k),

oh(k) and q(k) denote the kth set of outputs and corresponding probability produced by

the model. Assuming te, tf , and th are the target eyes on road time, foot on pedal time,

and hands on wheel time respectively, the total loss is:

L =
1

N

N∑
i=1

min
k

(
|tie−oie(k)|+|tif−oif (k)|+|tih−oih(k)|

)
−λ 1

N

N∑
i=1

K∑
k=1

pi(k) log(qi(k)), (7.3)

where pi(k) is a one-hot categorical probability distribution given by

pi(k) = 1

(
arg minl

(
|tie − oie(l)|+ |tif − oif (l)|+ |tih − oih(l)|

)
= k

)
, (7.4)

and λ is a coefficient used for relatively weighting the L1 and cross-entropy losses.

As before, the entire model is trained using an Adam optimizer with a learning

rate of 0.001 for 10 epochs. We use λ = 1 for simplicity.

Independent LSTMs with Multi-modal Outputs: The final proposed model uses

a combination of independent LSTMs and multi-modal outputs described before. One

difference to the original independent LSTMs model is that we now concatenate the hidden

states of all three LSTMs and transform them together to produce the target outputs. This

is done because probabilities are assigned to the joint of all three target times, and thus

need to be operated on together. We use the identical loss (equation 7.3) and optimizer

settings as the LSTM with multi-modal outputs for training the independent LSTMs with
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multi-modal outputs.

7.5 Experimental Evaluation

7.5.1 Comparison of LSTM models for TOT prediction

First, we conduct an experiment to assess the effects of different model architectures.

All proposed models (from Section 7.4.2) were trained on CDS train set with augmented

data, and then evaluated on the validation set. We use individual and overall mean

absolute errors (MAEs) as metrics for comparison. Table 7.2 contains results from this

experiment. In addition to the LSTM models, as a sanity check, we include a simple

baseline that always predicts a constant value for all take-over time markers, corresponding

to the maximum value for each marker from the train set. From these results, we note

that all LSTM models considerably outperform the constant value baseline showing that

there is a learnable signal in the data and the usefulness of using a machine learning

model. We observe that the independent LSTMs model consistently outperforms other

models. At first glance, the multi-modal models tend to perform worse than the ones

without multi-modal outputs. To further analyze the source of these errors, we provide

the best-of-K MAEs for these models in Table 7.2. The best-of-K MAEs simply mean

that instead of choosing the most probable set of predictions for error calculation, we

use the set that produces the least error i.e. assume perfect classification. The best-of-K

numbers are vastly superior to the ones without multi-modal outputs. This indicates that

in most cases, at least one of K(= 3) sets of predictions is highly accurate. However,

accurate probability assignment for these K modes (i.e. classification) remains error-prone.

Nevertheless, we believe that having multiple probable outputs instead of one less accurate

one could be beneficial for downstream controllers.
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7.5.2 Effect of data augmentation and transfer learning

Next, we conduct experiments to assess the effects of our data augmentation and

transfer learning schemes. To isolate these effects, we use the same ID LSTMs model for

all experiments. We compare the following training schemes:

• CDS (R): First, as a baseline, we train a model purely using the raw CDS data

without augmentation.

• CDS (A): Next, we train a model using the augmented training dataset using the

augmentation scheme described in section 7.3.3. The number of training samples for

the raw and augmented datasets are shown in table 7.1

• ORI → CDS (A): Finally, we consider a model pre-trained to estimate the

observable take-over readiness index (ORI) proposed in [39]. The ground truth ORI

values are obtained via subjective ratings assigned by multiple human observers

rating how ready a driver is to take-over control from the vehicle based on the past

two seconds of video feed from the driver facing cameras. The ratings are normalized

and averaged to account for rater bias as described in [39]. The process for transfer

learning from ORI estimation to TOT prediction is shown in Fig 7.9.

Results from these experiments are presented in Table 7.3. As before, we use

individual and overall mean absolute errors (MAEs) as metrics for comparison. From

Table 7.3, we notice that training on the augmented dataset (as proposed in Section 7.3.3)

consistently and considerably improves performance as compared to the raw dataset. We

believe that doing so prevents overfitting, provides regularization, smooths the outputs

of model, and adds new training samples that would be cumbersome or impossible to

capture. Finally, we observe that training the model for observable readiness index (ORI)

estimation [39], followed by transfer learning on TOT prediction improves some metrics.
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Figure 7.9. ORI pretraining: We use a transfer learning approach to first train a
model for ORI estimation [39] (Step 1), and then refine the model’s weights on the target
TOT prediction task (Step 2).

This highlights the commonality between the two tasks - features from learning one task

can improve performance in the other.

7.5.3 Effect of hand, gaze and foot activity features

Finally, we conduct an experiment to assess the relative importance of different

input features and their combinations. To isolate effects from features, we train the same

ID LSTMs model with different input feature combinations. We use individual and overall

mean absolute errors (MAEs) as metrics for comparison. Table 7.4 contains results from

this experiment. We notice that hand features are the most important, followed by foot and

gaze features respectively. This might be because gaze dynamics are relatively predictable

during takeovers as the first thing drivers tend to do is look at the road to assess the
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Table 7.4. TOT prediction errors for different times of interest on the CDS validation set for a
variety of feature combinations.

Features

F1 G2 H3 S4 O5

Overall

MAE (s)

Eyes on road

MAE (s)

Foot on pedal

MAE (s)

Hands on wheel

MAE (s)

Takeover time

MAE (s)

✓ 0.5735 0.3587 0.5018 0.8599 0.8856

✓ 0.5811 0.3332 0.5690 0.8411 0.8837

✓ 0.5560 0.3729 0.5384 0.7565 0.9012

✓ ✓ 0.5420 0.3783 0.5109 0.7369 0.8315

✓ ✓ 0.5217 0.3702 0.4973 0.7177 0.8621

✓ ✓ ✓ 0.5182 0.3747 0.4857 0.7141 0.7983

✓ ✓ ✓ 0.5202 0.3244 0.5220 0.7163 0.7920

✓ ✓ ✓ ✓ 0.5213 0.3299 0.5124 0.7215 0.7921

✓ ✓ ✓ ✓ 0.5384 0.3222 0.5059 0.7870 0.8475

✓ ✓ ✓ ✓ 0.5088 0.3277 0.5074 0.7144 0.7918

✓ ✓ ✓ ✓ ✓ 0.5073 0.3266 0.4841 0.7113 0.7912

1 foot features: probabilities for all 5 foot activities, namely - away from pedal, on break, on
gas, hovering over break, and hovering over gas
2 gaze features: probabilities for all 8 gaze zones, namely - front, speedometer, rearview, left
mirror, right mirror, over the shoulder, infotainment, and eyes closed/looking down
3 hand features: probabilities for all 6 hand activities (left and right hand), namely - on lap, in
air, hovering over steering wheel, on steering wheel, cupholder, and infotainment
4 stereo hand features: distance of left and right hand from the steering wheel
5 hand-object features: probabilities for all 7 hand object categories (left and right hand),
namely - no object, cellphone, tablet/iPad, food, beverage, reading, and others

situation, leading to less variance in eyes-on-road behavior. Next, we notice that adding

more informative hand feature like 3D distances to the steering wheel and hand-object

information improves the performance further. Hand-objects in particular seem to vastly

improve the performance in general. This makes sense as hand-objects are the strongest

cue related the secondary activities of drivers. Adding stereo hand features improves the

results, but not by much. Adding foot features also tends to reduce the errors considerably,

illustrating the importance of having a foot camera. In conclusion, one could get close to

peak performance by utilizing 3 cameras - 1 foot, 1 hand, and 1 face camera respectively.

Hand features are most informative, followed by foot and gaze features respectively.
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Figure 7.10. Qualitative examples: Predicted TOT for each of the 8 secondary
activities in the CDS dataset.
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7.5.4 Quantitative results on test set

In this section, we present quantitative error metrics on the held out test set,

separate from the validation set, for all proposed models in Table 7.5. As before, we see

that ID LSTMs is the best performing model. We also notice that hands-on-wheel MAEs

are usually the largest due to large variance in hand behaviors, and large absolute values

associated with hands-on-wheel time. We also show results for ID LSTMs when trained on

75% and 90% of available training data. This helps us gauge the expected improvement in

performance as more training data is added. Based on Table 7.5, we can expect meager

improvements as more data is added. This indicates diminishing returns.

7.5.5 Qualitative examples

We also provide qualitative examples of predictions made by the ID-LSTMs model,

with the drivers performing each of the 8 secondary activities (Figure 7.10). Each example

shows the 5 camera views at the instant where the TOR is issued. The true values of

the 3 takeover times (eyes on road, hands on wheel, foot on pedal) are shown in the plot

as solid circular markers, while the corresponding predicted values are shown as hollow

circular markers of the same color. Finally, we show the ground truth takeover time as a

solid purple line and the predicted takeover time as a dashed purple line. We note that

the model accurately predicts short takeover times when the driver is attentive, talking

or operating the infotainment unit, and longer takeover times when the driver is texting,

making a phone call, counting coins or reading.

7.6 Conclusions

This chapter presented one of the largest real-world studies on takeover time

prediction and control transitions in general. We introduced a dataset of take-over events

captured via controlled driving studies in a commercially available partially autonomous
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vehicle, with a large pool of test subjects performing a variety of secondary activities

prior to the control transition. We proposed a machine learning model for take-over time

prediction based on driver gaze, hand and foot activity prior to the issue of take-over

requests. We also proposed a data augmentation and transfer learning scheme for best

utilizing the limited number of take-over events in our dataset. Our experiments show

that our model can reliably predict takeover times for various secondary activities being

performed by the drivers. In particular, we showed the usefulness of analyzing driver hand,

foot and gaze activity prior to issuing the take-over request. We also showed the utility of

our transfer learning and data augmentation schemes for best utilizing limited training

data with control transitions. We believe that this study outlines the sensors, datasets,

methods and models that can benefit the intermediate stages of automation by accurately

assessing driver behavior, and predicting takeover times - both of which can be used to

smoothly transfer control between human and automation.
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Chapter 8

Conclusions

The goal of this dissertation was to equip autonomous vehicles with foresight – to

allow them to interact and cooperate with humans in and around them as well as human

driven vehicles that share the roads with them. We developed models for predicting

the behavior of surrounding pedestrians and vehicles to aid safe path planning. We also

developed models for predicting driver behavior during takeovers to ensure safe and smooth

control transitions. Concretely, we made the following contributions.

In chapters 2 and 3, we addressed vehicle motion prediction on multi-lane

highways. In chapter 2, we proposed a unified framework for maneuver recognition and

trajectory prediction. We showed that vehicle motion prediction on highways can be

simplified by breaking it down into two tasks, predicting discrete maneuvers and predicting

continuous trajectories conditioned on these maneuvers. We showed that maneuver

conditioned trajectory prediction better models rare but safety critical behaviors such as

overtakes and cut-ins. We also showed that jointly modeling the behavior of all vehicles in

the scene leads to better prediction that modeling each agent’s behavior independently.

In chapter 3, we improved upon the framework proposed in chapter 2, by proposing

differentiable and end-to-end trainable modules for encoding agent motion, modeling agent-

agent interaction, and predicting vehicle maneuvers and maneuver-conditioned trajectories.

Our key contributions were convolutional social pooling to robustly model agent-agent
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interaction and maneuver based LSTM decoders for predicting multimodal trajectory

distributions over maneuver classes.

In chapters 4 and 5, we addressed the more complex task of predicting agent

trajectories in urban environments, where static scene elements play a major role in

regulating agent motion. In chapter 4, we leveraged a grid-based discrete policy to infer

goal and path preferences of agents in unknown scenes and proposed a trajectory generator

the outputs continuous trajectories conditioned on roll-outs of the policy. We showed that

conditioning predictions on our grid based policy led to a diverse set of scene-compliant

trajectories over long prediction horizons. In chapter 5, we improved upon our grid-based

policy by encoding the scene as a graph, defined over the lane network. We proposed a

model consisting of a discrete policy that explores the lane graph and a trajectory decoder

that predicts future trajectories conditioned on graph traversals sampled from the policy.

We showed that this led to more accurate predictions with a much lighter and faster model

than the one in chapter 4.

Finally, in chapters 6 and 7, we proposed models for predicting driver behavior

during control transitions. In chapter 6, we proposed a metric for driver takeover readiness

based purely on observable cues, using subjective ratings assigned by multiple human

observers. We also proposed an LSTM model for predicting the driver’s takeover readiness

based on gaze, hand and foot activity. Our analysis showed a high degree of consistency

in the ratings assigned by multiple human raters. Our analysis also showed the utility of

driver gaze, hand, pose and foot activity for predicting the driver’s takeover readiness. In

chapter 7, we went a step further and proposed a model to predict the reaction times of

the driver during takeovers based on their gaze, hand and foot activity using a real world

dataset of control transitions in an autonomous vehicle. We proposed a data augmentation

scheme and a transfer learning approach to address the limited training data with real

takeovers and showed the utility of both through our experiments.
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