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Abstract

Software Instruments

by

Jasmine Tan Otto

Software instruments are intelligent interfaces used by domain experts to manipulate

complex artifacts. By contributing the concept of software instruments, this thesis

connects the field of data visualization to its relations in both artificial intelligence

and computer-supported collaborative work. Software instruments arise from projects

carried out by teams with complex datasets in aerospace and narrative design, whom

I have worked closely with, and which are developed and documented in this thesis.

They are a lens for other computational media practitioners to introspect about their

own design processes and artifacts. I argue that the evaluation of software instruments

occurs in discussion with expert stakeholders, adopting the lens of critical technical

practice to avoid disciplinary silos and narrow strategies of evaluation.
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Chapter 1

Introduction

The workplace is full of data, and there is more of it the more experts you

have. To be precise, in any interdisciplinary context, there are more domain logics the

more domain experts you have — and each domain has its own language that takes

years to learn. Therefore I ask, how do these experts all work together in the complex

sociotechnical context of the workplace? And how do intelligent user interfaces help

them to do this?

I will connect disparate literatures by troubling the division between researcher

and performer, designer and engineer, humanist and scientist. Software instruments can

be played like a guitar but also examined like an oscilloscope. My main contribution in

this thesis is the concept of software instruments: intelligent interfaces used by domain

experts to manipulate complex datasets, yes, and spaces of possible artifacts alike. I

will frame my own work with multiple teams in terms of software instruments, and

demonstrate that all computational media practitioners can productively employ this

terminology.

1



I will argue against narrow strategies of evaluation peculiar to engineering-

specific disciplinary silos, and advocate an approach rooted in design theory instead. I

will adopt instead the stance of critical technical practice, as realized through method-

ologies including data-first design studies. I will reflect on design study practices through

the lens of boundary objects, allowing me to connect exploratory visualization practices

with rigorous qualitative evaluations, achieved through deep discussions with expert

stakeholders at theoretical sites accessible through the visualization artifact.

This thesis follows two threads: a theory thread where we define software

instruments, its background in multiple literatures, and which includes a short paper

about the nested design study method and boundary objects; and a practice thread

containing two application papers. One describes the MarsIPAN schedule prototype

being developed at the Jet Propulsion Lab (JPL) to support operations planning for

NASA’s upcoming Mars Sample Return mission. The other is an application paper

describing the DendryScope playtesting tool, which combines a visual interface with

a static analysis approach to support narrative designers creating interactive digital

narratives.

1.1 Motivation

Nobody knows how data visualization works. Some is good and some is bad,

but what perceptual metric makes it work? I will argue that they work because black-

boards work: embodied enactive learning can occur between experts and non-experts

only when the system of marks on the board corresponds to a domain logic and oper-

ations therein. Take a contrived example: when a geologist and an urban planner look

2



at the same map, we may imagine that one will describe boundaries in terms of chert

and karst, while the other will describe boundaries in terms of urban and industrial.

Although these experts refer in either case to the same plots of land, they do

not necessarily share a system of references in which to discuss those plots. If a map

seeks to encode all the features of a territory, then which set of features is correct and

congruent with itself? Susan Leigh Star’s theory of boundary objects gets us out of

this jam [124, 72]: in practice, both experts can read a map, so they need not agree

perfectly on what ‘ought to be’ in order to talk about what is there.

Susan Leigh Star described both ontologies and artifacts encoding them as

boundary objects. Early on, she situated her work in the terms of symbolic AI [123], but

the concept was taken up primarily by science and technology studies (STS), information

systems [75], and design theory [126].

When experts draw upon their ‘domain knowledge’ [102], they perform reflec-

tive design [111], interpreting the referent of the boundary object (or other plot) in order

to produce a claim, a question, or another well-reasoned utterance [96]. Boden identifies

this creative process as reflection-in-action [13], which may take place on whiteboards,

in code bases, or in other contexts of sketching, writing, and conversation.

1.2 Research questions and claimed contributions

This thesis straddles three widely divergent fields of research, and as such asks a

question in three parts - taking on the perspectives of human-computer interfaces (HCI),

symbolic methods in artificial intelligence (AI), and computer-supported collaborative

work (CSCW) respectively:

3



1. HCI: What are the properties of sociotechnical systems, paper tools, and creativ-

ity support tools (CST) that make them useful to domain experts who need to

share out data?

2. AI: What are the properties of programming systems, domain-specific languages,

and knowledge representations that make them useful to domain experts who need

to reason over data?

3. CSCW: How are experts’ tools and systems shaped by power, resources, and

agendas within an organization? Where do language-boundaries become reified

into tool-boundaries?

I have sought to address these questions using the design study methodol-

ogy [113, 82]. I write as a practitioner engaged in critical reflection, and as a scholar

who intends to make these fields engage with each other more deeply. As such, this thesis

presents three research contributions: a definition of software instruments (Ch.2), with

specific application to data visualization theory (Ch.3), and two visualization systems

produced in conversation with aerospace mission operators (Ch.4) and with narrative

designers (Ch.5).

1.2.1 Definition of software instruments

In chapter 2, I will define software instruments: they are boundary objects

used by domain experts to create or analyze domain artifacts, and to communicate their

insights with non-experts. Software instruments have been identified in different ways

by different domains: existing theories range from expert systems [37] and visualization

4



transforms [24] to exploratory notebooks [66] and generative pipelines [28]. Therefore,

it is necessary for a scholarly work to bridge between the rich AI and HCI literatures.

Advances in thinking about interfaces must be brought to bear on intelligent reasoning

systems, and vice versa.

1.2.2 Using boundary objects to understand visualization methods

In chapter 3, I will sketch an emerging theory of data visualization that en-

compasses all four roles performed by visualization practitioners: stakeholders, domain

experts, designers, and developers. Some visualization theories seek to maximize percep-

tual goodness (given a chart type), using constrained optimization. Others emphasize

building up a picture of stakeholders’ ontologies (given a community), using constructive

grounded theory. I will argue that what each visualization method does, by producing

intermediate boundary objects (such as exploratory prototypes, or tasks gathered from

interviews), is mitigate threats to the visualization system at multiple nested levels iden-

tified by Munzner [89]. As such, visualization practitioners’ expertise extends beyond

their own programming systems and their ability to solve data problems; broadly con-

strued, it consists of establishing lines of communication in the existing sociotechnical

ecosystem.

1.2.3 Software instruments contributed to practitioner communities

In chapters 4 and 5, I will present two data-driven design studies performed

with expert stakeholders in widely separated domains: relay pass allocation (Ch.4)

and interactive narrative communities (Ch.5). I have produced software instruments
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that other people use as media artifacts, grounded in sophisticated symbolic reasoning

systems building. The MarsIPAN schedule is used by operations planners on Mars

Sample Return to diagnose the root causes of lost operational efficiency, whilst the

DendryScope skein is used by narrative designers to playtest choice-based narratives

using a static analysis tool.

1.3 Sociotechnical context of this research

I am a researcher in human-centered computing, which has recently enjoyed

an explosion of intelligent systems interface design, as the result of a hype cycle around

creativity and AI. Let us not dwell on who funds this hype cycle; it is the same suspects

as when cybernetics exploded in the ’70s out of Berkeley, CA anyway.

In this work, I want to chart a path forward for intelligent interface design

by establishing firm correspondences between design theory and software engineering

theory, i.e. producing a domain of critical technical study, as proposed by Phil Agre [2].

Like Susan Leigh Star in her life-long study of boundary objects [72], I am ultimately

interested in how interfaces are used by experts to communicate across differences in

domain terminology and lenses of interpretation.
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Part I

Theory
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Chapter 2

Background and Ecology of

Software Instruments

This chapter outlines concepts from three fields that I have drawn upon to de-

fine software instruments. From the perspective of a computational media practitioner,

each field (for the purposes of caricature — these are not comprehensive takes!) has

distinctly different priorities:

1. Computer-supported collaborative work (CSCW) [124, 65, 102] values novel the-

ories of work produced in concert with expert stakeholders.

2. Human-computer interaction (HCI) [111, 134, 113] values novel interfaces which

facilitate tasks performed by the system’s users.

3. Artificial intelligence (AI) [125, 114, 2] values novel algorithms for gleaning im-

portant information from messy inputs or datasets.

As such, each concept from one field is typically in concordance with the other
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two, recognizing the same essential quality of a computational media artifact or system,

but from a different point of view. In this chapter, I will construct the correspondence

explicitly. After all, some adroitness with terminology will be very useful in describing

software instruments. Organizations will have difficulty deploying this genre of media

artifact without successfully describing both methods of engaging stakeholders in their

creation, and methods for evaluating the results.

As researchers, we may for example consider systems and interfaces that act

as ready-to-hand tools: these include paper tools (CSCW), creativity support tools

(HCI), and interactive development environments (AI). Or, we may choose to consider

systems and interfaces that mediate communication within a team of experts or any

sociotechnical ecology: these are understood variously as boundary objects (CSCW),

visualization systems (HCI), and generative pipelines (AI), within their respective fields.

While each perspective carries with it a different set of methods, each set of these tools

is another way to address the same critical need.

2.1 Definitions of software instruments

Software instruments are a lens of interpretation through which to read soft-

ware systems that produce media artifacts. For instance, visualization systems transform

datasets into graphical plots and interactive views. Likewise, programming systems

transform codebases into executable scripts and applications. Software instruments are

particularly interesting to study because, like all computational media, they are interme-

diate between intangible expert practices and objects in the world. As written programs

made up of libraries and data structures, software instruments are more tangible than

9



the cultural practices that make up paper tools. Yet, since their structure is independent

of their physical hardware, the practical operation and existence of software instruments

is harder to observe than that of either laboratory instruments or musical instruments.

In this work, I have synthesized insights from across multiple literatures with

my own experiences as a computational media practitioner, and with those of expert

stakeholders across disparate domains. As such, my description of software instruments

draws upon research in STS to articulate how software instruments in particular (and

data visualization methods in general) are a vital and already-existing technology of

communication.

2.1.1 CSCW: Lens of collaboration

Design by experts is defined by Schön [111] as a process of reflection-in-

action, meaning that it emerges through interactions with the object of study, with

other experts, and with other stakeholders. In the case of experts in the workplace

with data analysis needs, design processes are necessary to allow experts from diverse

disciplinary backgrounds to successfully talk about the methods and results of these

analyses at various levels of abstraction.

Domains are described by David Ribes [101] as theoretical sites and collec-

tions of richly-structured terminology, to which individual experts contribute by working

together on problems. The domain provides a terminology which enables meaningful

utterances to be made concisely, and serves as a lens of interpretation on other specific

kinds of non-text artifacts. Ultimately, the logic of the domain is what enables collab-

orative practice between experts, but only if they all become sufficiently versed in the
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same domain.

Paper tools are figures used to perform computation, including Feynmann

diagrams [25], box-and-stick diagrams of conceptual graphs [114], and arithmetic reck-

oning itself [65]. Klein describes paper tools as concordances between a symbolic algebra

and its geometric representation, yielding a sign system in which constructive proofs can

be worked on and shared with other experts.

2.1.2 HCI: Lens of visualization

Decision-making with data visualizations takes place, according to the work

of Padilla et al., in a dual-process model [96]: the decision-maker first pattern-matches

the visual to other graphics, and then grounds that understanding in a schematic de-

scription of the data represented by the visual. While pattern-matching is less accurate

than symbolic reasoning, it is also much faster, which serves to bridge the gap of eval-

uation described by Schneiderman et al. [116].

Visualization prototypes are not only static mock-ups, and not only work-

ing examples of an interface, but typically part of a process leading from one step to

the next [47]. In our terms, these artifacts represent an attempt to create a novel paper

tool based on a certain domain-specific ontology. As boundary objects, these prototypes

enable iterative collaboration with stakeholders and experts.

The design study is a method deeply based on prototype development [93],

aimed at getting visualization developers to engage deeply with domain experts whilst

avoiding common pitfalls of interdisciplinary collaboration [3]. The design study practi-

tioner speaks regularly with expert stakeholders to solicit datasets, understand require-
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ments, and ultimately build a system which supports a reasonable set of visualization

tasks. By engaging with experts early and often, and rapidly creating prototypes to drive

future conversations, these designers seek to bring their representation of the dataset

in line with existing (paper) tools that experts understand, and tasks they deeply care

about.

2.1.3 AI: Lens of intelligent system interfaces

Direct manipulation refers to a user interface where application state is

‘bound to’ graphical elements. Hutchins et al., writing in the 1980s, originally identi-

fied file systems and plots constructed in spreadsheets as examples [54]. Just as data

visualizations bridge the gap of evaluation, so does direct manipulation bridge the gap

of execution in the enactive loop between a software instrument and the expert. For ex-

ample, a canvas in Photoshop admits many kinds of image manipulation by illustrators

who skillfully and directly select areas on a raster grid.

Musical metacreation refers to the application of expert systems to com-

position and performance. Combining score generation with audio synthesis yields a

genre of expressive software instruments, ranging from turnkey song generation [32] to

livecoding performances [79] and any level of human-in-the-loop involvement in between.

Programming systems, as described by Jakubovic et al. [55], are a grounded

description of software development practices and their remarkable flexibility. Program-

ming systems encompass both the code editor per se, the package manager or develop-

ment framework being employed, and other process-components which may or may not

live inside the integrated development environment (IDE).
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Figure 2.1: A graphical phylogeny of software instruments. AI divides visualization
systems, IDEs, and other genres of software instrument (inside the nebulous cloud
at the figure’s center) from computational instruments like blackboards, guitars, and
microscopes: that is, from hardware and from chalk-based representations.

2.2 A landscape of instruments and practitioner roles

We have seen that the academic fields of CSCW, HCI, and AI all seek to de-

scribe software instruments, using different terms. This is because software instruments

are ubiquitous in expert practices, but are difficult to identify because they take on the

shape of each field’s respective theory. In this section, we describe many examples of

software instruments ‘in the wild’ as a simple intuition pump.

In addition, we map out 2.1 a conceptual landscape containing all these various

software instruments. Different computational media practitioners stand in different
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places on this landscape.

Physicists, engineers, and mathematicians participate in a blackboard cul-

ture [132], making extensive use of paper tools (such as Feynmann diagrams, or more

conventional algebraic notations) to teach, to theorize, and to work out problems. ‘Pa-

per tools’ give rise to all software tools, and therefore exist at the root: both predating

them and serving often as prototypes.

Clinical cardiologists [94] use ultrasound machines to perform echocardiogra-

phy, which (like other areas of medicine) requires precise interpretation of imprecise

visualizations. ‘Sensing instruments’ therefore occupy the right-hand branch of our

phylogeny, as they are no longer purely ‘acoustic instruments’, but typically hybridized

with digital measurement and recording.

Business operators use graphical file systems and spreadsheets, which are in-

terfaces refined since the days of Xerox PARC to databases of ordinary scale (not more

than hundreds of files in a folder, or thousands of rows in a spreadsheet). The most so-

phisticated engineering practices in this regime are called data science, which has given

rise to the exploratory notebook IDE (e.g. Jupyter, RStudio, Observable), vectorized

libraries for simulations and analytics (e.g. Matlab, R, pandas), and tensor-based li-

braries for designing neural networks (go figure!). These together occupy the left-hand

branch of our phylogeny as ‘database interfaces’ (when the ecosystem of extensions or

libraries is not accessible to the end-user), or else the bottom-left branch.

Creative professionals, whose practices are less standardized, often require the

most complex and bespoke software instruments. Digital illustrators, for example, have

long since outgrown early applications of raster graphics to windowing systems [122],
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to such an extent that Adobe Creative Suite and many other commercial applications

cater to them [73]. These creativity support tools are commonly employed in prototyping

work (for example) to produce boundary objects such as GUI mockups, wireframes, and

other conceptual artwork.

Live-coding practitioners turn signal processing into performances, construct-

ing novel software instruments on the spot by using special-purpose programming sys-

tems which operate continuously in a read-evaluate-print loop (REPL) with real-time

outputs. We position these as prototypical ‘software instruments’, the sibling of acoustic

instruments.

From these five widely-spread examples, I invite the reader to envision their

own favorite applications or videogames as software instruments in this landscape; and

to consider what domain knowledge is encoded by each one, as well.

2.3 Vocabulary of software instruments

If design theory is at the root of HCI, then engineering methods are at the root

of AI. But in order to understand the sociotechnical practices and impacts of software

design, we will need a correspondence between the domain languages of design and

engineering, such as CSCW offers in the form of boundary objects.

Of the four kinds of boundary object, observe that an artifact and a file are

related (as a coincident boundary resembles a standardized form), just as an ontology

and a database are isomorphic (as an ideal type resembles a repository). In Ch.3, we will

construct further correspondences between design theory and software engineering via

boundary objects, in the visualization domain. In the meantime, this section addresses
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non-vis methods by offering a domain-agnostic vocabulary of software instruments.

2.3.1 Artifacts and brushes

Software instruments can save and load artifacts. They allow users to act

on these artifacts using brushes. In this section, we present a concordance between

the terminology of artifacts and brushes, and the terminology of multiple scholarly

disciplines.

An artifact is a structured object in the expressive range [121] of a certain

software instrument. Mathematically speaking, the trivial software instrument is a

structured editor, constrained to fields belonging to the appropriate data structure. In

practice, editing fields in a structure is rarely the most intuitive and ergonomic way

to manipulate a domain-specific language; therefore, other software instruments have

come to exist.

If each noun refers to an artifact, then each verb refers to a brush. Similarly, a

mathematician might describe elements equipped with operations. A programmer might

describe objects equipped with methods. And an Inform 7 programmer might describe

things equipped with verbs. (Haskell programmers might describe describe categories

equipped with monads; they value compositionality and type-safety more than avoiding

jargon.)

Hence, a brush is any operation that translates one artifact into a slightly

different artifact. In parser fiction, player affordances are represented by ‘verbs’ which

act on the state of the world, and may be parameterized by arguments (e.g. ‘[talk to

galatea about] the gods’). In a text editor, the text-insertion ‘brush’ is parameterized by
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the cursor position, represented by a caret. In Paint or Photoshop, the ‘brushes’ which

make selections and apply colors are parameterized by the pointer position, pointer

pressure, and a great number of color pickers and sliders.

Let us return now to the expressive range, which models a design space as a

high-dimensional vector space. To apply a brush once is to ‘travel to’ a nearby point

in design space, defined relative to that brush’s ‘level of abstraction’. It turns out that

experts can modify artifacts rapidly and fluently using appropriate brushes, as provided

by creativity support tools and observed by Jingyi Li et al. [73]. Within this work, we

will argue that both MarsIPAN schedule navigation (Ch.4) and DendryScope queries

(Ch.5) constitute novel brushes, within their respective domains.

2.3.2 Decision support tools

In the context of data visualization, screenshots of visualization systems are

artifacts. (After all, they are what goes in the presentation about the analysis results.)

Therefore, analysis tools like selections, filters, colormaps, and other ways of manipu-

lating view state all function as brushes.

As contributions to conferences on visualization or computer-human interac-

tion, visualization systems can be evaluated in terms of how well the designers’ under-

standing of what space their users are exploring ‘matches up with’ the expressive range

their system demonstrates.
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2.3.3 Creativity support tools

Shneiderman et al. [116] introduced creativity support tools (CSTs), which

Compton [28] extended by identifying design patterns in certain examples this genre.

Compton’s principle of no wrong moves, for example, may be understood in terms

of brushes; it is the result of designing brushes that align with both the structural and

semantic types of their underlying artifact. Compton identifies effective CSTs as tools

which coordinate communities of learners and domain experts, by empowering them to

share both artifacts and techniques with each other.

The evaluation of creativity support tool systems varies widely depending on

what academic audience the system’s designer wishes to address. Some venues value the

usage and impacts of CSTs on communities of practice, emphasizing grounded theory

methodologies; while others value the systemic description of creative practices that a

CST represents, and identify this as research into the capabilities of certain kinds of AI

systems.

2.3.4 Software instruments as tools of practice

In summary, software instruments serve the domain expert who wishes to

integrate their practice, as mediated by paper tools and boundary objects, with existing

databases and algorithms.

In Ch.3, we will elaborate upon those boundary objects which mediate the

representation of a database and are produced by a visualization design study, including

both the visualization system as such and its low-fidelity prototypes. Do not think of

this ‘database’ strictly as an archive. For example, James Ryan [107] describes the story
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volume of a certain social simulation (or other narrative game [49]), as though it were

a boundary object of the underlying model; so the story volume itself is now subject to

strategies of representation (e.g. in Ch.5).

In Ch.4, we will take on the standpoint of operations experts on a joint

aerospace mission. While it has been and remains possible to design operations sched-

ules on paper, there are many upstream stakeholders and data sources (including orbital

geometry, the condition of individual relay orbiters, various threat scenarios, and the

status of the surface rover itself) which yield a complex set of hard and soft constraints.

Teams are known to ‘trade off’ soft constraints — for example, by giving up some data

volume on one day in exchange for getting it back at an opportune time. This leads to a

combinatorial explosion of possible schedule designs, which in turn leads to data-driven

schedule design systems such as MarsIPAN.

In Ch.5, we will take on the standpoint of narrative designers working in in-

teractive fiction. While its consequence is apparently limited to the realm of art, their

domain is simultaneously rich in software instruments (as the practice of videogame

development) and rich in paper tools (as the practice of storytelling). I have built

DendryScope, a static analysis system based on quality-based narrative (QBN) [67],

a narrative design formalism, in order to reveal the context-dependent design intent

underlying the straightforward database representation of QBN storylets.
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Chapter 3

Visualization Artifacts are

Boundary Objects

This chapter is based on a paper coauthored by myself and Scott Davidoff,

currently under revision. In this chapter, “we” refers to the team of authors.

Despite 30+ years of academic practice, visualization still lacks an explanation

of how and why it functions as a sense-making tool. We reflect on the notion of a bound-

ary object as a potential theory to explain visualization practices. A boundary object is

a dataset, visualization artifact, or other representation that bridges multiple domains.

Using this theory, we integrate recent reflections on design work and collaboration with

Munzner’s nested model of visualization. Layers of the nested model are processes me-

diated by boundary objects, which in practice range widely: from expert interviews, to

paper prototypes, to visualization transforms. Data visualization works because each

layer of the nested model represents a collaborative meaning-making activity. If visual-

ization needs a scientific theory, then it must be a social theory, as datasets are tools of
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communication.

3.1 Introduction

From color theory[17] to visual grammar[11] and graphical perception[27],

much of the theoretical work in visualization has generally served in an instrumental

capacity[99, 133], helping visualization designers to predict the effectiveness of a given

visualization [74] to encode specific aspects of data. Yet this theoretical foundation

seems to be absent of some basic explanatory power that accompanies theories in other

disciplines: we don’t have a theory that can adequately explain why visualization works

at all. In this chapter, we seek to bridge the theoretical gap, bringing well-established

social-scientific work into correspondence with visualization design study approaches

(Section 2).

For its explanatory power, we introduce the concept of the boundary object to

visualization. This terminology originates from the organizational ethnologists Star and

Griesemer, who characterized differences in language between individuals, groups, and

institutions that caused failures of communication. Star characterizes some failures as

‘double-binds’, where the same utterance had two different meanings as understood at

two different levels of abstraction by two different groups [72]. They defined boundary

objects as “representational artifacts and associated ideas that enable design knowl-

edge to be transferred between social worlds and that facilitate the alignment of their

interests [124]”.

Boundary objects have proven to be a useful theoretical construct to describe

the functioning of critical design artifacts across disciplines in disciplines that include
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Human-Computer Interaction [75] and Organizational Management [20]. In this chap-

ter, we look to integrate the idea of the boundary object into data visualization research.

In particular, we argue that data visualization works because it functions in effect as a

kind boundary object and that the artifacts produced by visualization work are success-

ful in so far as they satisfy the principles that characterize boundary objects (Section 3).

Although visualization theory already seeks to describe how visualization sys-

tems empower users in different roles, it does not adequately address communication

between different roles, and the privileged role of visualization system developers as me-

diators of this process. This chapter represents an effort to describe practices reported

in the visualization literature, so that their successes can be transmitted through the

theory, and connected with related efforts in computer-supported collaborative work

(CSCW). To this end:

• We present a theory of visualization connected with literature from design, science

and technology (STS), and organizational studies.

• We consider examples where contemporary practitioners used boundary objects

to explain their visualization impacts.

3.2 Background

The background of this chapter is concerned with prior developments in visu-

alization theory, driven by advances in visualization practice. Despite a turn to second-

order thinking about visualization systems within specific design studies, visualization

theory yet remains limited by an atomized view of the visualization system, neglecting
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its function in an organizational context.

In 2017, Chen et al. [25] wrote that “theoretical research activities in visu-

alization are sparse.” This observation comes in the wake of instrumental theories of

visualization, such as Cleveland and McGill’s 1984 work on perceptual tasks [27] (which

advocated for the discontinuation of pie charts); MacKinlay’s metrics for expressiveness

and effectiveness in visualization grammars [74]; and Brewer’s guidelines for the use of

color in maps [17].

Purchase et al. in 2008 [99] seek to root information visualization in linguistic

theory rather than design theory, arriving at similar insights: meaning in visualization is

not fixed (“language is a process”), and an internal data representation is manipulated

through an external form chosen by the designer. Their conclusions regarding visual-

ization transforms are especially insightful. However, they do not discuss stakeholder

interviews in any great depth, as Diehl et al. seek to do in adapting grounded theory

methods to visualization [34].

Six years after Chen et al., visualization theory still lacks a shared framework

across visualization’s incredibly broad community of research and their respective work-

flows. This state of affairs is not a failure; it points at the field’s richness and depth

of interdisciplinary collaboration. Correll’s 2022 survey [30], in discussing the grow-

ing pains of visualization theory, argues that its focus is expanding beyond individual

visualization artifacts to consider the entire workflow.

A report on the 2016 and 2017 Vis4DH workshops [16] invokes the possibility

of a visualization theory beyond scientific theory: “humanities work is written not to be

reproduced but to be followed, understood, and questioned”. In this spirit, we seek to
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recast design studies in terms of boundary objects, in order to draw out the mutually

supportive nature of design practice and technical research.

3.2.1 Visualization Practitioners Hold Many Roles

Currently, visualization theory speaks to problems faced within specific roles

held by probelm-domain experts. Like Hinrichs et al. [51], we see the diversity of visual-

ization practices as a great strength; we also see explicit coordination between different

domain logics within visualization (e.g. interface design, data science, cartography, lan-

guage design, etc.) as a necessity.

Following Meyer et al., we observe that the complexity of combining these

various practices is either mediated by blocks and guidelines [83], where blocks are

design choices, and guidelines are domain knowledge of visualization. In larger collab-

orations, where these roles are taken on by different practitioners, design choices must

be externalized, and thereby take the form of boundary artifacts.

Visualization practitioner roles

Although other taxonomies of roles in visualization practice are possible, we

will use these four throughout the chapter. In prior visualization theory, we usually see

one or two of these roles is the primary audience being addressed (Table 1):

• Design practitioners: Recruiting, interviewing, and understanding the needs of

organizational stakeholders who own large or complex data.

• Data analysts: Understanding how to prepare the data, what capabilities exist

in current data structures and algorithms, and communicating with visualization
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designers how their goals can be achieved.

• Domain stakeholders: Performing visualization tasks on data, which can include

justifying their choice of abstraction, acquiring decisionable insights, and coordi-

nating cross-disciplinary teams.

• Visualization researchers: Validating visualization systems produced by the team.

Was the system successful? What changes does it suggest to visualization theory?

Interviews Prototypes Conceptual Models Research Agendas

Designers [3, 105] [61, 130] [105] [126, 1, 134]

Analysts [105] [61, 24, 63]

Stakeholders [3] [24] [35, 75] [41]

Researchers [51, 130] [126, 14]

Table 3.1: Survey grid of papers according to (rows) visualization practitioner addressed
and (columns) theoretical contribution type. Each paper makes many kinds of contri-
bution, but we have tried to highlight readings that are more salient to us.

Prior theory about design studies

The relationship between visualization practitioners and their intermediate

artifacts is not fixed, because subsequent interactions with stakeholders can drastically

change their reading frame. In this way, practitioners are in close contact with boundary

objects nearly all of the time, and not only when they are collaborating with outside

stakeholders. Therefore, the roles held by each stakeholder are fixed points that the
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boundary object serves to ‘refract’, and we can see this phenomenon occurring recently

in design studies through the next two examples.

Vuillemot et al. proposed to use boundary objects as a core concept recently [130],

describing their collaboration between cartographers, and urban planners, and academic

visualization researchers in these terms. Their paper provides extensive and practical

detail about the roles of each contributor, and strategies employed by subgroups of

contributors to form a competent collective.

Rogers et al. contributed a set of situated, interpretivist criteria for rigor in

design studies [105], based on their own collaboration with evolutionary biologists. In

addition to introducing new chart types to the literature, tailored to the specific analysis

needs of their domain expert collaborators, they have shared detailed accounts of a

visualization designer reflecting upon and revising design sketches that appeared in

their earlier notes.

Disentangling visualization theory

In this chapter, we seek to describe visualization practices as meaning making

across multiple roles. Although visualization theory has been been largely successful

in defining these roles, and producing valuable guidelines in each discipline, that is not

enough to weave them together. The nested model of visualization practice lets us pull

the camera back and observe all the roles working together, just as Vuillemot et al. and

Rogers et al. have done.

Each group chose to combine a theory contribution with a design study con-

tribution; as practitioners, they actively seek to advance the theory. Meyer et al. [83]
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sought in 2012 to put the nested model on firmer theoretical ground, building on the vi-

sualization literature at that time. This chapter extends the nested model with insights

from design theory, which adapt and are in conversation with science and technology

studies.

We read existing visualization practices through this lens, understanding that

visualization systems research meaningfully carries on the legacy of cybernetics as a

‘universal science’. In their recent survey “Are we making progress in visualization?,”

Correll highlights obstacles to this ideal, and thoughtfully questions whether it is a

worthwhile framing [30]. Visualization isn’t another psychology, or another sociology.

To some practitioners, it’s not even a science. What is it?

3.2.2 Visualization Practitioners Work Across Domains

The intervention of visualization practitioners must serve to meaningfully sup-

port stakeholders, even when the practitioner does not share the stakeholder’s specific

domain knowledge. Artifacts or ontologies which coordinate actions without requiring

consensus are boundary objects [126, 124]. To the extent that experts from different

domains speak different languages, by this definition, they have not reached consensus.

We identify the visualization system as a coincident boundary object: a prod-

uct which has the same form across multiple teams, yet is used in multiple ways. Being

a product, the visualization system is more portable across stakeholders than any in-

termediate artifact. The utility and meaning of a visualization is not preserved exactly

across different groups of stakeholders, except in special cases like scientific plotting.

Hinrichs et al. defend this property of ‘sandcastle’-like visualization artifacts as a great
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strength [51].

For example, Akbaba et al. point out that stakeholders don’t want to be un-

derstood only as data sources; they collaborate with visualization practitioners in order

to produce practical tools for their own processes of analysis [3]. Visualization practi-

tioners must create correspondences between their stakeholders’ domain(s) of expertise

and their own; if the visualization artifact does not ‘translate’ in both directions, its

value as a boundary object is lost.

Ribes proposes that data science (which we interpret as a guise of visualization

practice) inherits the remit of cybernetics, complex systems, and computer science: a

‘universal language’ through which any discipline may be addressed [101]. This language

operates effectively across various disciplinary languages, bridging gaps and facilitating

communication and understanding between experts from different domains.

3.2.3 Gaps Between Domains

In the context of interdisciplinary problem-solving, a visualization is a bound-

ary object. Visualization has the unique ability to translate complex jargon into shared

understanding, making it a crucial tool in bridging gaps between different domains of

knowledge.

Caccamo et al. [20] identify three senses in which the term ‘boundary object’

functions in theory of management. It can describe (1) the visualization prototype

itself, or (2) the visualization as a site of knowledge sharing between stakeholders, or (3)

the data representation underlying the visualization as an infrastructure for knowledge

sharing in its own right. These are all appropriate descriptions of different levels of the
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Figure 3.1: Representation of the nested model [89] as a graph. Edges correspond to
layers, while nodes correspond to intermediate visualization artifacts. Layers are ‘com-
prised of’ design decisions [83], which become encoded into the intermediate artifacts,
but may not be visible as such to more distant practitioners. In this way, every visual-
ization artifact serves as a boundary object.

same stack, including the site of knowledge sharing: an ideal boundary object, whose

existence is made possible by the visualization.

Data visualization practices turn data into stable forms of documentation -

like screenshots of visualization systems, meetings to discuss visualization systems, and

design specifications for visualization systems. To be precise, visualization practitioners

translate knowledge from domain-specific terms (i.e. piles of numbers, jargon, and other

opaque representations) into deep visual representations (which are hopefully not too

dense). It is these representations which serve as common grounds for coordination in

the hands of decision-makers and funding sources [35].

Mark et al. describe NASA’s project selection process as operating on bound-

ary objects [75], some of which are visualization systems. Project proposals are ideal-

type boundary objects, containing documents and visualizations used inform decision-

making, coordinate large teams across multiple disciplines, and reveal critical threats

(say, technical capabilities that aren’t adequately resourced within the proposed time-

line). Mark et al. argue that these proposals ultimately promote shared representation,

transform design knowledge, mobilize for design action, and legitimize design knowledge.
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3.3 Visualization Produces Boundary Objects

In this section, we use the popular nested model of visualization design stud-

ies[89] to identify intermediate visualization artifacts, and explain their functioning with

the language of boundary objects. The nested model (see Figure 3.1) describes process

that visualization practitioners, deeply engaged with domain expert stakeholders, can

effectively use to mediate their abstraction by providing appropriate visual interfaces.

Each layer in the nested model is characterized as a process which faces certain threats

to validity. In this section, we argue that these processes are linked by specific boundary

objects, such as interviews with stakeholders and prototypes shared across teams, which

mitigate the corresponding threats.

The nested model of visualization design studies is a structured and multicur-

sal approach. Initially, the visualization team engages a stakeholder in an interview

to identify their problem, collect their dataset, and identify the domain-specific lan-

guage used to interpret the dataset. The visualization team creates prototypes of

visual representations and interactions that they believe will support the stakeholder’s

problem-solving work. Simultaneously, the team will clean the dataset and implement

appropriate visualization transforms to produce a working visualization system. In

a typical iterative process, stakeholders will use this early system and be interviewed

about their experience, allowing the domain problem to be understood more deeply,

and the cycle to restart.
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Figure 3.2: Cartoon of a conversation between a domain expert stakeholder (who owns
the data and answers questions about it) and a visualization designer (who asks ques-
tions about the data so that they can make sense of it).

3.3.1 The Dataset is a Boundary Object

Every stakeholder who produces a dataset has in some way transcribed real-

world objects or practices into computational objects that can be represented as rows,

tables, and relations (suitable for transmission through computers) [14]. Fundamentally,

these perspectives are related in different ways by different experts: Perhaps these are

recordings produced by scientific or analytic instruments pointed at a certain physical

or social phenomenon. Or they may be simulated traces of possible scenarios produced

from a model of large-scale or slowly-progressing phenomena.

Because of this ‘translation from world’, each dataset is more than just a

set of records; it is an expert’s choice of representation, encoding some part of their

perspective, and as such there is no universal mapping from the world to any given

dataset. This is a design process as described by Tharchen et al. [126]. The dataset has

been ‘cooled down’ to a non-interactive state, as both a repository-type and ideal-type

boundary object.

In design studies, typically a visualization designer solicits a dataset from a

stakeholder group represented by a domain expert (Fig. 3.2). Somehow, the designer

must acquire ‘the right’ data - through understanding both what has been articulated

in conversation, and which schema (types, tables, and relations) are present in the
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Figure 3.3: Cartoon of a conversation between a visualization designer (who wants to
communicate a specification) and a data analyst (who wants to explain whether the
specification is easy to implement, impossible, or something in between).

dataset at hand. In practice, the dataset often falls short in unpredictable ways, and

the designer must collaborate with data analysts to perform a complex process of data

wrangling [61].

Stakeholders who are not domain experts are likely to interact with datasets

through visualization artifacts [41], including both paper and software prototypes. These

visualizations serve an epistemic purpose, demonstrating the structure of the dataset to

the broader group of stakeholders. This empowers the domain expert to ‘speak’ with

other stakeholders in a language that makes concise more complex insights.

3.3.2 The Prototype is a Boundary Object

In the next step of their design study, visualization designers deliver paper

prototypes, wireframes, or data sketches to the stakeholder (Fig. 3.2 again). These

prototypes are used to identify whether the proposed interface elements make sense

with the data types at hand, in the perspective of the domain expert. This collaborative

move helps ensure that the prototype fits the domain’s unique requirements.

Simultaneously, the visualization team’s data analysts should deliver techni-

cal prototypes that explore these emerging requirements. Elements of the interface

must be implemented, populated by visualization transforms (which may be novel and

complex), then bound together with linked brushing, progressive disclosure, and other

32



Figure 3.4: Cartoon of a conversation between a domain expert stakeholder (who
wants to see their data) and a data analyst (who wants to know if the representa-
tion succeeded).

Figure 3.5: Cartoon of a share-out between the visualization team (who want to demon-
strate some new insight), and a project lead to whom the domain expert stakeholder
reports (who wants to know if their investment paid off).

navigational strategies. The data analyst strives to accurately represent each datum and

its relationships within the dataset. An ongoing conversation between the analysts and

designers (Fig. 3.3) is necessary to resolve messy real-world data and complex domain

practices.

We argue that prototypes are boundary objects that facilitate communication

between visualization practitioners and domain experts. Hopefully, the domain expert

gains some insight by seeing their data represented in a new way. Simultaneously,

the visualization practitioner learns more about the domain, enabling them to identify

potential stakeholders and refine the visualization system itself.

The prototype itself acts as a coincident boundary object, ensuring that the

final visualization system is both technically sound and tailored to the unique needs of

the domain.
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3.3.3 User Studies are Boundary Objects

User studies consist of watching stakeholders perform tasks with the visualiza-

tion system or a prototype, and interviewing them about the process. During this phase,

domain expert stakeholders have the opportunity to discuss their dataset in depth with

the designers and analysts ( 3.4). This conversation helps bridge the gap between do-

main experts and visualization practitioners. It allows the practitioners to iterate on

their grounded theory of the visualization tasks, and gain a deeper understanding of

how their visualization system supports stakeholder needs.

Visualization systems effectively function as boundary objects for their stake-

holders, with respect to third-party stakeholders. Ordinarily they are understood as stan-

dardized boundary objects, portable products expressing domain knowledge. In practice,

they are also adopted into pre-existing workflows as tools for generating figures, or as

sites of discussion.

Visualization exposes an object of study to multiple forms of domain knowl-

edge, and allows discussion to proceed ‘without consensus’. That is, these systems

provide a common visual representation of data that allows experts from differing do-

mains to engage in fruitful discussions and knowledge-sharing without full agreement

on all details or terminology.

Diehl et al. position grounded theory as a tool shared with digital humanities

by visualization practitioners [34]. (Where grounded theory refers to ‘data’, this means

interview transcripts.) The process of coding an interview in the (constructive) grounded

theory method is what produces transferable knowledge, in the form of models and

shared ontologies.
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3.3.4 Boundary Object-ness Validates Vis Systems

How should visualization research make claims to rigor? The design studies

methodology argues that replicability is not an appropriate bar for visualization systems,

since they are constructed through a contingent process. Instead, transferability must

be assessed. This can occur in three kinds of ways:

Experimental validation occurs at both the algorithmic and interface levels.

It assesses whether the tool is technically ready for use, ensuring it meets the needs

of its stakeholders. It also examines the tool’s readability, determining if it effectively

communicates its intended information to users.

Grounded theory validation, following the approach of Rogers et al. [105] and

as characterized by Diehl et al. [34], assesses the system’s effectiveness. It focuses on

the interface level, determining if the tool assists users in solving their specific problems

and whether it enhances the legibility of the underlying issues.

Ecological validation refers to visualization systems that find their userbase.

Who can effectively use the system and benefit from its insights? And who continues to

work with the system, demonstrating its enduring utility and relevance? Visualization

systems that function as boundary objects will foster collaboration and understanding

among stakeholders with diverse expertise, which is ultimately our goal.

3.4 Discussion

In this section, we discuss various design methods and technical methods which

are interlinked with visualization design studies. In particular, we identify the collection
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of datasets with the effort (and accompanying challenges) of knowledge production,

especially in problems involving multiple stakeholders and contested ontologies.

3.4.1 Exploratory Visualization Methods

Visualization transforms are the computational pipeline that transforms a

dataset and some visualization parameters into interface elements [99]. They are

the infrastructure of a visualization interface, and often have unpredictable effects. Take

bindings from data points to spatial coordinates as an example: visual clustering, gestalt

effects, and navigable structure are all desirable and exploitable. Conversely, objects

that stubbornly drift off the edge of the viewport, or hide behind each other, or evade

selection otherwise are problems. All of these are hidden until the transform is combined

with its dataset.

In response, one approach to exploratory visualization is to work in a reactive

interactive development environment (IDE) with a notebook structure. These IDEs

represent systems of multiple linked interactive visualizations (widgets) in one long

scrolling page, divided into cells of code, which perform a mixture of data loading,

visualization binding, and intermediate transformations.

Notebook IDEs in general contain both persistent data and a read-evaluate-

print-loop (REPL); examples include the Jupyter notebook and the ObservableHQ note-

book, as discussed by Vuillemot et al. [130]. Reactivity (such as in the ObservableHQ

notebook) refers to the ability of data objects to automatically update themselves when

objects upstream of them are changed. Capabilities like reactivity are especially pow-

erful in exploratory visualization and interaction design, where precise design specifica-
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tions are not knowable ahead of time [29].

3.4.2 Paper Prototyping Methods

As visualization practitioners in the field, we are reliant on stakeholders to

describe their analyses to us, which is an intensive process. We are aided, however, by the

pre-existing domain-specific practices of visualization, such as sketching on whiteboards

or in Excel sheets.

For instance, Feynman diagrams encode both syntax and operations in quan-

tum field theory calculations, as Chen et al. portray [25]. As Crease recounts [31], these

diagrams are more than a record of the computation: in fact, an apparatus by which

it is carried out. Similarly, computer scientists draw many graphs; these may describe

anything from a parse tree (i.e. a paper tool for linguistics) to a database architecture

(i.e. a paper tool for systems engineering).

Crease identifies Ursula Klein’s notion of paper tools (originally described in her

ethnographic study of organic chemists) as a broad class of domain-specific notations.

Data visualization experts may already be familiar with the relevant paper tool if they

have domain knowledge; but all visualization practitioners should be prepared to acquire

paper tools from expert stakeholders, and to identify their relationship with whatever

dataset is actually available.

Despite sharing some benefits (i.e. engaging active, intermodal perception),

paper tools are not data physicalizations [56], which presume the existence of a particular

dataset. Both describe a data schema equipped with certain operations; and like data

physicalizations, paper tools can be used to ideate new operations more rapidly than
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implementation work would allow.

3.4.3 Knowledge Production is a Wicked Problem

Visualization practitioners are uniquely positioned to identify and address

wicked problems, a term popularized in 1973 by Rittel and Weber [104]. For exam-

ple, increasing the quality of visualization research is a wicked problem: the criteria

for allocating publication slots (and other scarce resources) shapes the direction of the

research in unpredictable ways, because these criteria are necessarily interpreted by

different researchers engaged in different projects in different ways.

Zimmerman et al. [134] use wicked problems to highlight prior attempts to

produce a ‘science of design’, which subsequently met “a problem that because of the

conflicting perspectives of the stakeholders cannot be accurately modeled,” leading Rit-

tel and others to conclude that reductionism is not a theory of design. (Rittel’s post

at UC Berkley was title Professor of the Science of Design.) Correll’s survey of visual-

ization researchers about the problem of improving visualization research [30] shows us

that practitioners may read visualization as a technology, or a design practice, and not

as a science.

We are inspired by Rittel’s argument that in planning, regret cannot be mini-

mized [118], to offer the following provocation about interdisciplinary work: communi-

cation cannot be maximized.

We situate this claim in an observation about evaluation, paraphrased from

Sedlmair et al. [113]: Designers, when confronted with wicked problems, cannot be

expected to produce identical or even similar solutions. The goal of design studies is
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not reproducibility, but transferability - that the domain problem is well-articulated,

and its solution is relevant to other domains.

3.4.4 The Contours of Datasets Trace Wicked Problems

Boundary objects become indispensable in confronting wicked problems be-

cause they emerge precisely where one domain cannot be easily translated into another.

Star’s earliest work on boundary objects [123] is set in a distributed planning context,

where objects serve as shared representations of state between loosely coupled intel-

ligent systems. In general, boundary objects enable different groups of stakeholders

to recognize where one terminology ends and the other one begins, usually with some

degree of overlap.

Ribes emphasizes that experts traversing different domains do not necessarily

create shared ontologies; instead, they establish concordances that facilitate translation

across domains [101] at multiple levels of abstraction. Project stakeholders who engage

in conversation with visualization practitioners and data scientists are, through that

process, bridging the gaps between their own disparate domains.

Given a situation where all stakeholders operate in the same domain, we would

not expect to see outside visualization experts involved. Rather, someone will have

already created a visualization system (such as packages for producing violin plots, or

Gantt charts) that meet typical stakeholder needs in this domain. Design studies act

to identify sites of visualization intervention into user workflows that cross domains,

and aren’t already worked out this way. Where multiple stakeholders are involved

(e.g. domain scientists, engineers, and project leads), the intervention of visualization
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practitioners can facilitate communication across groups.

While datasets themselves can be considered boundary objects, their interac-

tion with stakeholders is predominantly mediated through visualization artifacts. These

artifacts transform domain-specific records into communicative visualizations and inter-

faces. Prior to visualization, datasets have limited utility as boundary objects because

they are not well-suited for human perception. Their structural understanding remains

confined to a select group of experts. Datasets may originate from scientific instru-

ment recordings targeting specific phenomena or be crafted by experts as pragmatic

representations of complex, challenging-to-instrument phenomena.

Visualization practitioners do not evaluate whether a dataset addresses a stake-

holder’s ‘real problem’, but they perform a more valuable role: stakeholders can gauge

this better once they have a means of visual analysis. Domain expert stakeholders often

benefit from the addition of visual modalities which enhance their existing processes of

analysis [29, 3, 130, 105, 8, 51].

3.5 Conclusion

This chapter is intended to support ongoing conversations about boundary ob-

jects in data visualization, and the deep connections between datasets, interfaces, and

abstractions. There are emerging methodological considerations at each level of visual-

ization work: the interview as a site of grounded theory, the paper tool as an interface

to domain expertise, and the visualization transform itself as a site of exploratory data

analysis. The visualization practitioner must draw on all of these methods in order

to understand stakeholders’ diverse needs, and ultimately contribute a visualization
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artifact that functions as a boundary object.

While software instruments themselves are visualization artifacts, all compu-

tational media practitioners can use boundary object theory to characterize properties

of their artifacts which support rich communication between stakeholders with different

perspectives.
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Part II

Practice
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Chapter 4

MarsIPAN: A Schedule for Mars

Sample Return Operations

Planning

This chapter is based on the paper “MarsIPAN: A Schedule for Mars Sample

Return Operations Planning” coauthored by myself, Malika Khurana, Noah Deutsch,

Benjamin Donitz, Oskar Elek, and Scott Davidoff (citation forthcoming). In this chap-

ter, “we” refers to the team of authors.

The upcoming NASA/ESA Mars Sample Return (MSR) mission under devel-

opment will situate multiple spacecraft on the surface of Mars, each with their own

operations team, who must collectively allocate a finite, scarce communication band-

width between Earth and Mars. We conducted a data-first design study to develop the

MarsIPAN schedule, which visualizes the relay passes allocated to each operations team.
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Through this process, we engaged diverse MSR stakeholders to understand how they

read pass allocations. In particular, we worked closely with the creators of the MARM-

LADE pass allocation design support tools, which empower stakeholders to explore a

tradespace of allocations based on different possible assumptions. In this paper, we

produce a taxonomy of tasks performed by MSR stakeholders, and an ecology of data

artifacts that the stakeholders use to coordinate their analyses. We identify shifts over

time in their critical visualization needs as these experts seek to develop an ideal mis-

sion plan together. Ultimately, we characterize the schedule as a visual representation

of pass allocations that stakeholders with diverse expertise all play a role in reasoning

over.

4.1 Introduction

Because communications bandwidth to Mars (and anywhere in deep space) is

such a scarce resource [69], space agencies plan bandwidth allocation out for years into

the future to ensure successful mission operations [110]. The under-development Mars

Sample Return (MSR) mission [88] will put extreme stress on that infrastructure by

situating multiple spacecraft, each with its own independent and varying uplink and

downlink bandwidth requirements, into a single region on the Mars surface.

Space agencies often approach this bandwidth problem as a scheduling prob-

lem, optimizing the efficiency of the deep space antennas resource allocation in terms

of fixed and flexible constraints. Previous mission analysts worked with x, y and z to

model and understand communication bandwidth for single spacecraft. But MSR intro-

duces the challenge to support balancing of priorities of multiple spacecraft, each with
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different operations teams and goals, and potentially different operations cadences and

distinct uplink and downlink priorities.

To support the complex trade space of reasoning about the economy of com-

munication bandwidth and its relationship to mission success and risks across multiple

missions, we introduced MarsIPAN (the Mars Interactive Pass Allocation Navigator),

a visual analytics tool to support coordinated planning of operations on Mars across

multiple robotic surface assets and their respective teams. MarsIPAN serves as a vi-

sual and collaborative analysis layer for the MARMLADE multi-spacecraft scheduling

simulation [36], developed previously to support MSR campaign goals by maximising

operational efficiency under various possible scheduling constraints. The goal of the

MarsIPAN schedule is to transform the MARMLADE allocations into shareable visual-

izations.

In this chapter, we report on a Design Study [113] of the MarsIPAN system,

and report on lessons learned through the creation of the application, and their broader

implications for the design of complex scheduling visual analytics. MarsIPAN has been

designed in collaboration with domain experts in surface operations and relay opera-

tions at a large research laboratory participating in the mission (anonymized for review

as ”The Lab”). We characterize how domain experts participating in MSR from multi-

ple disciplinary perspectives collaboratively analyze candidate schedule together using

MarsIPAN application. These experts each incorporate their own knowledge, such as

specific mission goals on a given Mars sol, to produce a more complete picture of the

schedule.

We describe scheduling analysis data, analysis tasks and their design drivers,
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and how each manifests are particular features in the visual analytics systems developed.

We describe a user study that observes the impact of how MarsIPAN users create

a schedule supporting event coordination over 300 days across both Earthtime and

Marstime.

This chapter provides the following visualization contributions:

1. A characterization of the analysis process and design considerations the for anal-

ysis of constraint optimization scheduling algorithms

2. The MarsIPAN application, a visual analytics system to address scheduling opti-

mization analysis data and task abstractions

3. Themes, insights, and excerpts from a system evaluation that describe the fit of

the application to the data and tasks. In particular we find that even expert users

from different backgrounds coordinated their work across four levels of abstraction

In this chapter, we review prior work in schedule visualization. We then go on

to describe the user and task abstractions for telecommunications analysis, and connect

those to the design of the MarsIPAN schedule visualization tool. We then describe the

findings from an evaluation of the tool, and connect those more broadly to the design of

collaborative scheduling optimization analysis tools. We start by situating this chapter

within the landscape of related research.

4.2 Background

Timelines are a ubiquitious class of event sequence visualizations which, in the

context of scheduling, represent events that many agents need to coordinate over. In
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particular, events may not be fixed and past: rather, they are planned in the future, and

the schedule is used to inform all agents so that they can participate in those events. In

this section, we describe prior work in tools for the visual representation of schedules

produced under certain constraints.

4.2.1 Scheduling Optimization Algorithms

Time series data form a useful part of computer science, appearing across a di-

versity of domains from knowledge retrieval [6] to biochemistry [68] and medicine [18].

Our interests lie in a subclass of time series data that include schedules, which are

time series that define relationships amongst temporal events, often ordered around a

constrained resource, whose use needs to be optimized [26, 57]. Schedule optimization

problems are also found across a huge diversity of domains from robotics and manufac-

turing [58, 22] to logistics and operations research [71, 131].

Schedule optimization aims in general to optimize an efficiency metric within

some domain-specific set of constraints [40]. This particular design study looks to oper-

ationalize schedule analysis of the MARMALADE scheduling algorithm [36], developed

to support analysis of the Mars Sample Return mission [88], currently under develop-

ment. Mars Sample Return looks to return to Earth the astrobiological samples cur-

rently being collected by the Mars Perseverance Rover [43]. The current MSR mission

architecture includes a Sample Retrieval Lander (SRL), multiple Sample Retrieval He-

licopters (SRH’s), a Mars Ascent Vehicle (MAV), and an Earth Return Orbiter (ERO),

radically increasing the local population of surface robots. The radical constraint that

the mission needs to consider is that the data sent to command those spacecraft will
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need to fit within the current bandwidth constraints of Mars telecommunications. And

because the spacecraft will rely on solar power, each spacecraft needs to operate every

day, so that accumulated dust doesn’t kill the spacecraft.

The MARMALADE algorithm [36] was developed to assess if the MSR mission

was possible at all, given the tight communication constraints. On each Mars day (sol),

a closed decisional cycle consists of an uplink pass (where instructions go to the surface

asset on Mars), then an execution window, followed by a downlink pass (where the asset

returns its data for that sol’s operations). In each MARMLADE output allocation,

operational efficiency is maximised by closing as many decisional cycles as possible for

each surface asset.

Previously, communication scheduling simulation data was analyzed by each

team independently using their own bespoke software, and brought into the live oper-

ations context by printing these schedules out on paper. But these existing tools and

processes do not separate the concerns of individual teams from the business of coordi-

nating operations using those scarce resources like communications bandwidth that are

shared between teams. This unmet need led us to create the MarsIPAN visual analytics

application.

A number of research projects have investigated ways to configure scheduling

optimization algorithms, and connect their output to visual analytics systems. In this

next section, we describe how MarsIPAN sits within the landscape of other scheduling

optimization visual analytics tools.
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4.2.2 Visual Analytics and Optimal Schedules

One key axis around which schedule visualization systems can be organized is

how long a typical ‘event’ is – that is, the level(s) of granularity which they attempt

to optimize over [103]. In practice, events are very heterogeneous between domains;

within computer science, they might include computing processor function calls mea-

sured in milliseconds (with schedules covering ten-second blocks), or individual minute-

long robotic task events and schedules covering hours long exploration plans [7].

In the project management literature, on the other hand, events may constitute

an arrangement of shifts during one work-week, or processes taking multiple days across

a months-long construction schedule [127]. MarsIPAN supports analysis of relay pass

events of around an hour, and outputs an optimized schedule covering the multi-year

campaign from launch to safe earth return of the samples.

Another organizing axis is that of agential autonomy: how ultimate schedule

autonomy is apportioned between the scheduling algorithm and its users, and how that

tradeoff is negotiated using the application. Outside of computer science and robotics,

where systems are expected to operate unsupervised, most systems produce candidate

solutions which analysts may then explore.

Air traffic controllers work, for example, with ‘suggested trajectories’ that

allow controllers themselves to negotiate the eventual outcomes [45]. An academic

conference scheduling system might provide a rough outline of a possible schedule,

leaving conference organizers to reorder proposed solutions that depend on their intimate

subject matter expertise, which is not encoded by the scheduling algorithm [64]. And

in aircraft line maintenance staff scheduling, the system outputs options that managers
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could then edit, allowing them to apply their domain expertise around existing best

practices and social mores[9]. MarsIPAN output serves more closely as suggestion,

depending on the deep domain expertise of spacecraft operations teams to know when

to make claims counter to the ouput of the scheduler’s oversimplifications.

Finally, schedule optimization systems vary in their explainability, which

reflects the ability of their accompanying visualization system to represent the schedul-

ing algorithm’s underlying abstractions and decision process. Schedules with higher

explainability are those which engage multiple groups of stakeholders in due process

regarding scheduling outcomes. This largely political definition reflects that schedules

are not only a tool for performing analysis, but also for communicating those analyses

to a broader team.

Experts typically adapt visual analyses into new explanations through the

medium of written reports and presentations (white boxes in Fig.4.1), taking screen-

shots which represent curated subsets of data. Scheduling algorithm decisions might

be presented as outcomes without context [109], which can help when dealing with

overwhelming amounts of data, but can make their decisions somewhat opaque.

MarsIPAN is designed to support visual analysis of periodicity and the tem-

poral relationships between events, including both the relay passes themselves, and the

tactical execution window which yields the decisional data used to plan the next sol

of execution. In this role, it facilitates existing processes of negotiation between teams

(Section 6.2), used to reach consensus on a schedule, by helping teams to jointly under-

stand when operations are not possible.
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4.3 Methodology

The MarsIPAN schedule visualization system was developed according to a

data-first design study methodology [113, 93], in which our visualization team was

embedded with the Lab collaborators. Thanks to their availability and assistance

scheduling interviews with other on-Lab domain experts, we were able to iterate on

MarsIPAN prototypes while remaining sensitive and responsive to changing stakeholder

needs. We developed our characterization of the experts’ visualization tasks through

iterative rounds of this process.

Our team bootstrapped the requirements for MarsIPAN by mocking up and

building out different components of MarsIPAN, and sharing these with the algorithm

team. Based on our initial interview of the allocation algorithm team, we began an

iterative prototyping process [53], which allowed us to identify the following tasks.

We then used prototypes to visualize relay pass allocations (e.g. Table 4.1),

which depend on both stakeholders’ scheduling assumptions and on hard geometric con-

straints (i.e. which relay passes will be provided by Mars orbiters). These prototypes

grounded our conversations with stakeholders (Fig. 4.1) in the real data they are fa-

miliar with (Fig. 4.2), and allowed us us to elicit tasks representing multiple levels of

abstraction (Fig. 4.8).

We conducted formative user fieldwork with two allocation algorithm designers

over ten weeks, and used those discussions to map the problem domain for subsequent

iterations of design. We met with the allocation team 60 times (who used the tool for

10 min each time, on average), and with external users 10 times (who used the tool for 1
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hour each time) across 18 months of the design study. In total, the MarsIPAN schedule

received 20 hours of evaluation from domain experts throughout its development.

We conducted end-user evaluations of the software prototype every 6 months

(twice during the study period), giving users tasks, asking them to think aloud, and

capturing attitudinal self-reports. For the interviews conducted after 12 months of

development, we transcribed these and extracted themes, which are described in Section

4.8.

The data ecology at JPL has been ideal for conducting a data-first design

study [93] on pass allocations with their many expert users. The pass allocation al-

gorithm is downstream of many contingent assumptions, which are captured in data

stores and through interviews with other stakeholders. When our team approached the

allocation data for the first time, the algorithm team initially talked us through their

‘day in the life’ schedule visualization (consisting of a manually created heatmap in

Excel). As visualization developers, we learned to read this figure by algorithmically

implementing it for the first time, creating MarsIPAN.

4.4 Design Study

This section describes the ontology which distinguishes MarsIPAN from other

scheduling systems, by tailoring its use to investigating operational cycles in Mars-

Earth communications. At this stage, we have conducted numerous informal interviews

with the team responsible for producing optimal pass allocations for each scenario of

MSR operations under consideration. Each interview was supported by iteration on a

prototype visualization of allocation data, exploring different representation strategies,
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which we will elaborate upon in the following section.

4.4.1 Pass Allocation Dataset

MarsIPAN allows users to collaboratively analyze, and interact with commu-

nications scheduling data output by the MARMALADE algorithm [36]. The main data

object analyzed and optimized by the scheduler is a relay pass allocation. Each relay pass

is a window of time (see Figure 4.1) in which an orbiter flying around Mars can send and

receive data from spacecraft on the Mars surface. The algorithm parameterizes Mars

surface spacecraft operational window (because of energy and temperature considera-

tions) and the Earth operational time window (because of human factors constraints),

and computes potential communication windows. For each window, it estimates the

bandwidth using the geometry of the Earth-Mars connection. Each allocation includes

data from Earth, or uplink data, and data to Earth, or downlink data, and include a

data volume and Earth-Mars transit time. Allocations are computed each operational

day, or sol, on Mars, for each spacecraft. Mission planners vary their assumptions, and

simulate an entire mission

Analysts then assess the efficacy of each pass allocation. On any given sol,

according to the mission plan, a spacecraft has a number of activities to perform. The

Bandwidth needs for each of these activities are modeled using historical data. For a sol

to be considered active, each spacecraft must receive uplink data before the execution

window on Mars (i.e. when the surface asset has enough sunlight to drive around and

use its instruments), based on data returned to Earth after the previous sol’s execution

window. The first several hundred megabits of downlink after each execution window
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(always taking place in the sunny Mars afternoon) are called decisional. These downlinks

include sensor data from the rover that must be interpreted by the operations team in

order to plan the exact commands for next sol. As planning is itself time-consuming,

it is not always completed in time for uplink on the next sol, in advance of the next

execution window. Sols in which operations are not possible are referred to as restricted

sols, or Mars days on which one or more surface assets cannot operate.

Across the entire optimized schedule, analysts are also looking to understand,

for a particular configuration of the possible parameter space, what is its operational

efficiency, which is calculated for each surface asset as the percentage of sols where

that surface asset could operate based on data from the previous sol. And the principal

task of the analyst, and the main motivator for the MarsIPAN application, is to pro-

vide traceability to the root causes of the operational efficiency of any particular pass

allocation. We discuss how different users engage in that process in this next section.

4.4.2 Users and Task Abstractions

MarsIPAN presents allocations drawn from the tradespace of possible pass

allocations, to a number of users, each of whom then conducts a series of analysis tasks

using the data, both individually, and collaboratively, which range from the highly

abstract to the more concrete. This section unpacks each of these user groups, and

describes their individual and collective tasks.

Teams working on MSR surface operations work together to identify threats

to the goals of the mission as a whole. A campaign lead coordinates the teams for all

MSR surface assets, who individually develop a plan to use whatever data volume is
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Figure 4.1: Conceptual map of Mars Sample Return Campaign stakeholders and their
respective responsibilities. The relay team (blue) provides pass bandwidth to and from
Mars, which the surface teams (orange) need to operate their respective assets. The
allocation team (light gray) creates a recommendation for each relay pass, including
whether it should be used for uplink or downlink, in order to meet all operators’ planning
needs

Orbital Surface Sol LMST (Hr) Assignment FWD (Mb) RET (Mb)

ERO M20 125 8 RET 5 400

MVN SFR 125 11 TOTAL 2 200

DFE M20 125 22 FWD 1 0

Table 4.1: Simplified version of the data schema for each relay pass allocation. The
Orbital Asset provides the communications pass; it is either one of four Mars orbiters,
or direct-from-Earth (DFE) x-band communication. Each Surface Asset is a robot on
Mars, commanded by its own operations team. Sol Number and LMST describe when
the pass occurs in Marstime; in addition, the actual schema includes pass start/end
times, and their UTC counterparts. Assignment is one of RET (decisional return),
TOTAL (non-decisional return), or FWD (decisional forward): FWD and RET Volumes
are the amount of data that could be, respectively, either uplinked or downlinked by
this pass.
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Figure 4.2: Map of the data ecology around the MarsIPAN schedule, which is used
by experts involved in the MSR campaign to create figures, reports, and analysis from
datasets based on contingent assumptions that are continuously updated by this activity.
Tacit expert knowledge (white) is recorded in datasets (grey), which are communicated
through visual representations (blue).

available to support their mission goals.

Relay Operations Team

The relay operations team wants to maintain the health of relay passes in

adversarial scenarios. They ensure that the telecommunications requirements for the

mission can be carried out on the available hardware. Their data products describe

relay capabilities across the mission duration, accounting for orbital geometry (e.g.

Earthrise time on Mars), and even factors like mountains blocking line-of-sight to rovers.

These are ingested by the pass allocation algorithm. Like the algorithm team, they are

concerned with orchestrating communication for all surface assets involved in the mission

to maximize operational efficiency and prioritize critical data transfers.

The relay lead thinks ahead to tactical mission needs: because they expect the

allocation does not reflect exactly how the mission will go, they use it as a starting point

to anticipate actual behavior and to prepare alternate communication plans. Tasks for
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the Relay Operations Team include the following: (1) Prioritizing critical data transfers;

(2) preparing alternate communication plans; (3) characterizing relay pass health and

latency times in various possible scenarios, e.g. where legacy orbiters have survived

until the mission timeline.

Surface Operations Team

On MSR, each surface asset has an operations lead. The surface operations

team wants to know when their team will have data and be able to plan. They are

concerned with coordinating each spacecraft’s needs at different phases of the mission

with planning team schedules, and identifying when the team on Earth must work odd

hours. A high-quality staffing schedule will avoid Marstime staffing, in which the entire

operations team adopts a 25-hour schedule on Earth for a strenuous period of time.

The surface operations team also has a team lead, whose job is balance the at-times

conflicting needs of each of the individual spacecraft, so that the overall mission can be

successful.

Tasks for the Surface Operations Team include the following: (1) schedule

their team to accomplish mission goals with the available bandwidth; (2) characterize

the tradeoff to their team if a given assumption changes; and (3) identify threats to

the mission goals for a particular span of time, given certain tasks (e.g. sample tube

transfer) will be especially demanding of the operations team.
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View Model Supported Task

Fig 4.3 Pass structure See passes yesterday and tomorrow

Fig 4.3 Navigation track Identify sols with missed operational cycless

Fig 4.4 Timeline See if pass is in the morning

Table 4.1 Pass detail See exact time + data volume of a pass

Fig 4.6 Selection quer Highlight interesting passes

View Component Our Design

Fig 4.3 Faceted timeline Decisional passes bracket operational cycle

Fig 4.3 Sequential timeline Multiple fixed zoom levels

Fig 4.4 Temporal axis Earthtime as secondary index

Table 4.1 Detail template Linked selections on hover

Fig 4.6 Query builder Incorporate Arquero queries

Table 4.2: Table of visual encodings used in MarsIPAN, as shown in wireframes and
clickthroughs.

Figure 4.3: Wireframe of the two navigation views in MarsIPAN, by asset (left) and by
orbiter (right). The highlighted rectangle is a 3-sol window that the user can drag along
the 30-sol navigation track to scrub through the allocation. A second, 30-sol window
selection on the 300-sol navigation track operates similarly.
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Figure 4.4: Wireframe of the two faceting modes in MarsIPAN, by Mars sol (left) and
by Earth day (right).

4.5 Visualization System

Having established our experts’ needs, we now describe the complete and inter-

linked set of interface widgets comprising the MarsIPAN schedule analysis application.

Wherever the same ‘event’ abstraction - either a pass, an execution window, a deci-

sional cycle, or a query - appears in multiple widgets, we link those selections across

both widgets. Specifically, decisional cycles are represented both in the schedule itself

and in the navigation sidebar, as are query selections (applied to the set of passes).

4.5.1 Navigation Track

The MarsIPAN sidebar contains side-by side views showing multiple zoom

levels. At the leftmost side of the screen, a vertical ‘navigation track’ represents all

300 Mars sols in the schedule. Sols with larger numbers of missed decisional cycles

are shaded more deeply to form a ‘barcode’. Since there are three surface assets, this

colormap has four stops, allowing subtle variations to be read in a tightly condensed

format.

Between the 300-sol navigation track and the schedule, we have placed a de-
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tailed 30-day navigation track, which is horizontally faceted into the three surface assets.

Redundantly, each asset is shaded with its own color. Sols with missed decisional cycles

are ‘struck’ with a black cell and a white ‘X’, and any sol with no passes selected is

faded out.

A sliding window on the 300-sol track controls the 30-sol track, and a sliding

window on the 30-sol track controls the 3-sol schedule view. Because the 3-sol sliding

window is constrained by the 30-sol sliding window, either one can be used to browse

the schedule, depending on how quickly the expert wants to browse. This interaction

pattern has been used previously in genome sequence browsers [108], but rarely in

temporal schedules, which are not usually both long and detailed.

In addition to scrolling the schedule, the navigation tracks together act as

a minimap, providing context to passes the expert is inspecting - i.e. whether the

pass pattern is off-nominal, and if so, at what cadence. In the Earthtime view, both

navigation tracks are re-grouped by Earth days instead of Mars sols, thus remaining 1-1

with the schedule.

4.5.2 Schedule Panel

The schedule panel is the most important view in MarsIPAN, containing all of

the allocated and unallocated relay passes from a given scenario. Unlike in conventional

schedules, Earthtime and Marstime (where each sol is about 25 Earth hours long) are

on dual x-axes with each other. A toggle button allows users to switch back and forth,

translating the schedule immediately between Earth hours and Mars hours (of which

there are 24 each sol, making them slightly longer).
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By default, passes are grouped into tracks and colored according to which

surface asset they are allocated to: either the Mars 2020 rover (M20), the Sample

Return Lander (SRL), or the Surface Fetch Rover (SFR). A second toggle allows passes

the schedule to be colored by which orbiter provided the pass, rather than by which

surface asset consumed it (Fig. 4.7). It also changes the navigation track into a ‘pass

pattern’ overview, with each orbiter on a different layer.

Each pass is represented by a mark with three parts: the pass body, the

brackets (to indicate ‘opening’ or ‘closing’ the period when data is ‘on Mars’), and the

tails (to indicate latency time as data travels through space and is relayed by the DSN).

The pass body’s width corresponds to the actual pass length.

4.5.3 Bookmarks and Query Builder

The selection query builder, pass info box, and bookmarked passes sit together

on top of the rest of the schedule. When the expert hovers their mouse over any pass in

the schedule, selected properties of that pass (which orbiter provides it, with how much

bandwidth, compared to the surface asset’s data volume requirements) are shown in

the pass info box, including exact start times in UTC and LMST. Clicking on the pass

bookmarks it to a table just underneath the pass info box, where the same information is

represented in a vertically compressed format (and a ‘remove bookmark’ link is added).

Clicking on a bookmarked pass re-centers the schedule view onto that pass.

The query builder itself is an Arquero query library demo1 that we have in-

tegrated into MarsIPAN. In MarsIPAN, pass selections are subsets of passes suitable

1Open source: observablehq.com/@observablehq/data-wrangler
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for either direct exploration (only selected passes are shown in full opacity, on both the

schedule and the navigation track), or export to a CSV file. All operations beyond filter-

ing, sorting, and slicing are disabled, since we did not have scope to implement graphical

feedback on more advanced operations, as these may produce relational tables which

are not subsets of the table of passes.

We did extend the filter component to include (for each possible column in

the table of passes) both a slider and a suitable textual input for multiple numeric

and timestamp data types, or a dropdown selection for enumeration data types. By

composing a sequence of filters (where order matters, because the extent of the selection

is used by the filter component - rather than the extent of the dataset), experts were

able to express a rich variety of Crossfilter-like queries without leaving the MarsIPAN

schedule, and export the results of queries for further analysis.

4.6 Implementation

Our visualization stack is based on D3.js widgets [15], so that the SVG rep-

resentations are created directly from data points, and expose them to user-generated

pointer events. Due to unusual and heterogeneous representations - such as the y-facet’s

unallocated pass track (which is smaller than the other three schedule facets), the x-axis’

dual Marstime/Earthtime representation, and the linked scrolling behavior across mul-

tiple navigation tracks - it was not convenient to implement our design with high-level

plotting grammars.
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Figure 4.5: Use case demonstrating how the relay lead reads a MarsIPAN schedule.
They diagnose an operational efficiency loss that could be avoided if the MRO (Mars
Reconnaissance Orbiter) pass were split. During simulation, the algorithm was config-
ured to only split ERO (Earth Return Orbiter) passes, in a more conservative estimate
of technical capability.
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Figure 4.6: Use case demonstrating the query builder. In this figure we consider a subset
of passes in the evening on Mars, after the execution window.
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Figure 4.7: Use case demonstrating the ERO pass pattern. In the lower-left hand corner,
the track demonstrates the alignment of ERO passes (in orbit around Mars) with Earth
time.

65



4.7 Usage Scenarios

MarsIPAN will be used by MSR campaign stakeholders to perform the analysis

tasks appropriate to their specific role. We provide three click-through scenarios in this

section to illustrate how experts use the schedule interface to explain and understand

the underlying scheduling algorithm.

4.7.1 Scenario: Relay lead diagnosing a split pass

The relay lead discusses the availability of split passes on legacy orbiters with

a visualization designer on the algorithm team in order to maintain relay pass health

(Figure 4.5). Upon loading the schedule, the relay lead immediately asks what split

passes are doing for the mission health in general, and ask to see the latest scenarios

(i.e. where SFR no longer receives pass allocations).

Looking at the operational efficiency figures, they see that M20’s operational

efficiency is very high at 98%, meaning only a few sols are defunct. They identify Sol

80 as one of these defunct sols by observing the strike mark in the bar code, and scroll

to that point in the schedule. The designer explains the algorithm’s decision by saying

that decisional data did not arrive until 5am LMST, which is too close to the execution

window for planning to be completed.

The relay lead sees on Sol 79 that a single MRO pass is available in the evening,

and determines that it wasn’t split (but assigned to SRL instead of M20) because pass

splitting was only turned on for ERO (and not the other orbiters) in this allocation.

The designer suggests that SRL will use too much decisional return anyway (since only

143 Mbits would be left over for M20), but the relay lead responds that SRL’s needs will
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likely be reduced from 175 to 150 Mbits. Their implication is that the M20 decisional

cycle on Sol 80 would be closed if this parameter to the scheduling algorithm were

updated.

4.7.2 Scenario: Surface lead assessing a single decisional cycle

The surface lead for SRL wants to know how much data they will receive

from operations on Sol 52, and when it will arrive (Figure 4.6). They create a query

for passes with high return volumes (‘RET Optimized RET DV’) in the Mars evening

(‘Pass Start LMST’), as soon as the vehicle has finished executing its instructions.

They identify three return passes (closing brackets), all supplied by ERO. The

first of these is the decisional return pass (marked in red and with a latency tail), which

is split between SRL and M20. They inspect each pass by hovering over it, once in

the SRL track (which has a return volume of 411 Mbits) and once in the M20 track

(which carries 330 Mbits), verifying that both missions get enough return volume to

begin operations planning (i.e. their decisional return needs are met), and that the

total pass bandwidth is as expected.

Finally, the surface lead performs a time conversion from UTC to PST to

determine that after latency, decisional return arrives around 7am PST, which will

make staffing for Sol 52 easy. They look at the navigation track and observe that pass

pattern quality will degrade in 5 – 10 sols, as the execution window shifts later across

the six ERO passes, causing high-quality return passes to become scarce.
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4.7.3 Scenario: Diagnosing operational efficiency loss

The algorithm lead identifies a threat to the mission to address a concern

raised by the mission lead, basing their analysis on a recurrent pattern of operational

efficiency loss (Figure 4.7). They begin in a section of the allocation with many missed

decisional cycles, identified by a checkerboard pattern in the navigation panel barcode

(since operations occur every other sol in the worst case).

The algorithm lead sees that the forward pass on Sol 220 is late and occurs

during the execution window (as shown by the red planning window in the background,

which together with latency has pushed all the passes into execution), causing operations

to be delayed until Sol 221. This causes most of the passes on Sol 221 to be wasted,

appearing in the bottom unallocated track, as no new information is available when

they occur, prior to the execution window.

The algorithm lead switches to the Earthtime representation of the schedule

and observes that the six ERO overflights on Sol 221 (Day 226) end just after midnight

UTC, which is bad timing. They suggest that the missed decisional cycle can either

be moved to another part of the mission (by shifting the orbit of ERO), or resolved by

finding another orbiter which can supply a return pass in the evening on Sol 219.

4.8 Evaluation

This section describes the evaluation of the MarsIPAN system. We first unpack

the methodology we applied, and then describe the results, reflecting on the expert

knowledge shared by our stakeholders [81], and what that helps us generalize similar
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Figure 4.8: Decisional cycles in pass allocations participate in a ladder of abstraction,
which we illustrate here with MarsIPAN widgets and other visual analyses. Our observa-
tions show that MarsIPAN users translate between levels of the hierarchy continuously,
whether they are using MarsIPAN or otherwise accessing data sources. The ground
truth (pass structure) implies the decisional cycles, which imply the tradespace (sen-
sitivity analysis), that reveals how the users’ chosen assumptions govern the efficiency
of their pass allocations. Tradespace figure reproduced from Donitz et al. [36] with
permission.
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tools working on similar problems.

The MarsIPAN prototype has been released directly to stakeholders via inter-

nal GitHub Pages server. It is typical at the lab for prototypes of data analytics tools

to be used in planning work. When MSR is being operated, years from now, we foresee

tools based on insights from this prototype being used to coordinate teams.

4.8.1 Protocol

We applied a think-aloud protocol [92, 4, 5] that asked users to interact with

the live MarsIPAN system using actual mission data. Users were given informed consent,

and then walked through the basic application capabilities. Since many participated in

earlier iterations of the work-in-progress application, they had basic familiarity with

the capabilities, and so the tutorial focused on deltas since previous versions. We then

asked users to think aloud while they interacted with the system, allowing researchers to

observe their behavior, and to understand their underlying motivation for choosing spe-

cific actions. After the task, we conducted retrospective semi-structured interviews [12]

to unpack our observations, and to ensure that we could dig below surface behaviors

to make sure that we understood their root causes. Sessions were recorded, and later

analyzed using emergent theme analysis [52, 23].

We conducted the full semi-structured interview with two expert users, repre-

senting the relay perspective and the surface team perspective.
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4.8.2 Findings

In this section, we interpret expert users’ approaches to explaining scheduling

decisions using the MarsIPAN visualization. We adopt the ladder of abstraction from

the creativity support literature as a lens of power, allowing us to appreciate how much

influence experts exert upon the schedule by adopting four different vantage points,

in order of decreasing abstraction (Fig. 4.8): the [Tradespace] , the [Barcode] , the

[Predicate] , and the [Ground] .

These four vantage points cut across the tasks of each user role, as they are

linked instead to the MarsIPAN data abstraction. [Ground] truth consists of passes

as defined in Table 4.1. [Predicate] structure is visible from the schedule as brackets

around the execution window, representing decisional cycles. [Barcode] structure is

the same decisional cycles represented in the navigation track. [Tradespace] structure

describes the space of all possible scenarios (i.e. inputs to the scheduling algorithm),

which .

We have divided each expert interview into separate tasks, and grouped ex-

cerpts which are thematically related. Each utterance is tagged with a level of abstrac-

tion, demonstrating how each task circulates between the four levels of abstraction. We

observe that experts control the vertical movement of their own reasoning in order to

control the schedule: they drill down into pass details, and then zoom out to consider

broad questions of scenario design.
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Experts readily explain scheduling decisions in terms of an appropriate level

of abstraction

The core use case of MarsIPAN is for experts to identify problem spots in

(a set of) allocations generated by MARMLADE, and to intervene according to their

own responsibilities. Although each MARMLADE allocation itself is optimal according

to a fixed set of constraints, real-world scenarios involve a great amount of situational

variability in most constraints. Whereas domain experts are free to ignore variability

that doesn’t impinge on a given decision, implementing open-ended variability into

MARMLADE algorithm would involve (impractically) writing all of it down in full

technical detail.

A sketch of variability in assumptions follows. For example, surface teams may

respond to a problem by reducing their data volume (DV) needs on a given planning

cycle. The relay team may respond to the same problem by changing the operating

parameters of a given orbiter.

Locating Passes The relay expert used the navigation track to identify the 40-sol

period over which the Earth Return Orbiter (ERO), which passes over the surface assets

every 24 Earth hours, cycles fully across the Mars day. During the span of time in

which ERO overflights completely overlap or precede the operations window (i.e. Mars

daylight), the expert diagnosed an alternating pattern of restricted sols between M20

and SRL (due to the scarcity of return passes).

[Ground] Trying to see where I am in the pass pattern. So there’s my 6th
[ERO overflight pass]. I think it’s hard to transition between the passes
that are allocated and the ERO passes that are hidden down here [in the
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unallocated track]. I have to look up here for the first two, down here for
three, and up here for the 6th. It’s not super intuitive.

I have to look up here for the first two, down here for three, and up here for
the 6th. It’s not super intuitive. Yeah, I only see one MRO so where are the
others? There should be at least two opportunities, if not three or four.

The relay expert told us that, since unallocated passes occupy their own track

in the allocation schedule, it was hard to find the overflight pattern they expected.

Although we chose to facet the schedule by surface asset in order to make it more

legible to surface teams, our relay expert did not benefit from this additional layout

step.

Diagnosing a missed uplink One task that the relay expert performs is to preserve

passes in order to give the mission more buffer against anomalies, by preserving valuable

passes. The relay expert used MarsIPAN to investigate a pattern of missed FWD

commands in a pass allocation.

[Predicate] For whatever reason they can’t command until after their exe-
cution window [on the 5th sol]. I think this issue is more on sol 6 than sol
7.

[Ground] And the ERO pass that would be available is right in the middle of
the execution window [on Sol 9]. Understanding MRO’s split pass capability.
But it would have a limited - I see. [sol 9 19:15 lmst]

They used their knowledge of the specific characteristics of MRO, which pro-

vided the evening pass in this situation, but could not be split between both surface

missions (so that one became restricted). They observed this as a recurring pattern

through Sol 99, and pointed out that the allocation should alternate which surface

mission was left off of the evening pass.

[Ground] So I wouldn’t allocate this [MRO pass] actually with only 71 Mb.
I’d just use this ERO up here.
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[Barcode] M20 and SRL should probably be alternating back and forth
because M20 is [restricted on Sol] 99 and SRL is at 94. [Scrolling through
40, 81, 120.]

Getting oriented in a tradespace The surface expert characterized MarsIPAN as a

tool which increases the legibility of their existing tradespace visualizations. They used

our allocation browser to select an appropriate worst-case scenario to investigate, and

were able to rapidly find the sols of greatest concern, incorporating their fine-grained

knowledge of the mission timeline.

[Tradespace] I’d use MarsIPAN to understand which allocation fits the
scenario we’re testing [and building our schedule around].

Let’s do worst case. Min staffing, earliest overflight, latest landing. I also
like these thresholds, which can give me any of the runs with an SRL ops
eff greater than 92 regardless of the orbiters.

[Barcode] It looks like I can see where the clustering [of restricted sols] is
that I should be concerned. Like this chunk is in the prime mission.

They described the process of drilling down into scenarios as a mixed-initiative

intervention, which cannot be captured by fixed policies, but need to be solved by experts

within the context of the scenario.

It’s not easy to make policy-based decisions [for specific scenarios], a user
needs to come [into the mission planning environment] and adjust it.

Our interviews solicited expert knowledge about which operational assump-

tions are hard (i.e. difficult to change during operations, such as orbital geometry), and

which are soft (e.g. day-to-day data volume needs). In practice, we observed that a

hard constraint from the perspective of surface planning may be a soft constraint from

the perspective of a relay operator, so that ultimately, most constraints are soft from

someone’s perspective.
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At the same time, we saw that individual domain leads were able to explore

larger tradespaces than the mission lead chose to pursue. This organizational strategy

can be characterized as ‘branch-and-bound exploration’, with bottlenecks present at

each stage of analysis (i.e. of the tradespace of a subset of possible constraints) that is

shared out to other stakeholders. As a visualization tool, MarsIPAN intervenes at the

boundary between domains (i.e. during communication between stakeholders), by en-

abling visual analysis of the results from ‘branching’ analyses across many MARMLADE

runs.

Experts use the schedule to trade slack between teams, making each others’

jobs easier at critical times

MarsIPAN enables experts with a variety of domain backgrounds to use a

common visualization of the schedule of operations they all share.

Comparing allocations In order to address an expert’s question, we prompted them

to load an allocation assuming 24-hour staffing rather than 18-hour staffing. However,

this excursion disrupted their context, because they had to navigate away from the

allocation and into the alternate one.

[Predicate] Don’t recall the day [on the other allocation] - here it’s almost
like you want a head-to-head.

Currently, the most practical solution is to open both allocations in side-by-

side browser windows, each containing a MarsIPAN instance. However, we plan to

implement an operation to change the allocation assumptions during certain sols, as

bounded by the end of the execution window, by importing sections of alternate versions
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of the allocation from within MarsIPAN.

Using visualization to communicate The surface lead noticed that the DFE FWD

on Sol 7 had been allocated during the execution window, meaning that the planning

window would not have been long enough otherwise (’we don’t have margin’). This

prompted them to switch from Marstime to Earthtime. They identified the decisional

RET arriving at 5:30am PST, meaning the nominal staffing start at 6am had led to

the planning overrun. They were satisfied that actual staffing would not miss this sol,

because during the first two weeks, their team intended to staff on Marstime already.

The surface lead identified that the second MRO pass on this sol was missing,

and wanted to ask the MARMLADE algorithm designer why it had been omitted (as

a low-quality pass). They flipped back to Marstime, observing that the restricted sol

mark was no longer grayed out - as the ‘restricted day’ had contained no passes allocated

to SRL, while the restricted sol did.

[Tradespace] Great for asking the MARMLADE lead questions about their
algorithm.

[Predicate] I’d take a screenshot and export the passes [to use my filters on
them]. I’d use the information that’s here and call it out. That orients it
toward the problem or concern we’re talking through.

Bringing schedule data into team-specific tools The surface expert observed

that the use of sol/day abstractions in our tool was unusual, as their tools simply had

the two parallel time axes with no additional faceting. One of the intrinsic complexities

of Marstime planning is that decisional cycles can span one or two days. They suggested

augmenting the secondary x-axis in MarsIPAN with hour marks (in the parallel time

axis), because the existing marks at Earth (or Mars) midnight are not fine-grained
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enough.

[Ground] The planning tool consumes [temporal event] data all the time.
We have the ability to add state timelines underneath, and write constraints
to check for conflicts.

[Tradespace] MarsIPAN is the tool we [would] use to sanity check that what
we’re saying is correct. More of a strategic planning tool and a development
planning tool.

Strategic planning is when teams find days they won’t be able to operate, in

order to determine their baseline operational efficiency in the reference scenario (where

nothing has gone wrong). Development planning lets teams understand which capabil-

ities in the available orbital assets and surface assets are most desirable, and should be

prioritized for development by the time the mission launches.

Experts want to start with plausible scheduling decisions, but to control

critical decisions themselves

MarsIPAN enables experts with a variety of domain backgrounds to interpret

and control the results of the MARMLADE algorithm. We refer to this relationship as

algorithmic trust, following a growing literature that includes visualization as a specific

site of intervention [8]. Often, experts reason simultaneously about the structure of a

single allocation, and what consequences a change to upstream assumptions would make

in that structure.

Evaluating algorithm assumptions and decisions The relay expert characterized

some of the ground truth entering into the MarsIPAN schedule as in fact flawed, due to

coarse-grained upstream assumptions.

[Ground] [on Sol 193] So here [the return pass is at] 14:44. Seems like
[MARMLADE] allows some overlap [with execution] but not all the time.
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[Tradespace] [on Sol 192] In reality this is conservatism upstream from
MARMLADE. This pass is likely to be 55 Mb [rather than 33Mb], typical
for these low elevation passes.

[Ground] I wanted to tell it this DV is too conservative, and we actually
get 55Mb from MRO. That way we can split the pass and operate ...

They wanted an option to recompute the allocation from within MarsIPAN

with updated assumptions, or at least to manually override the allocation of a single

pass.

[Ground] I want to see if I could split this [MRO] pass so that I can get
some amount for SRL [on this sol with bad ERO passes].

[Tradespace] What would I need to change in the system to get this DFE
pass before the execution? Because I can’t actually force it to recompute,
or force planning.

[Ground] I almost need to override the DV for MRO [sol 191] and force
allocate this one.

However, even the read-only interaction we have provided enabled the relay

expert to rapidly assess the quality of the algorithm’s decisions, and focus their effort on

sections of the allocation where it experienced difficulty. MarsIPAN was able to bridge

the gulf of evaluation for MARMLADE assumptions, which makes us optimistic that

we can bridge the gulf of execution next.

[Barcode] I don’t fully trust the algorithm to do a better job than me, and
I can find opportunities. [...] For these sections I would let it do its thing
and then come [scrolls] down here and fix it.

[Tradespace] It makes [MARMLADE inputs] much easier to work with and
digest, rather than something that’s hidden away.

Scope of software engineering and integration MarsIPAN is designed to partic-

ipate in workflows with MarOS upstreams (incorporating both geometry and relay) and

various downstream tools. On the surface planning side, these include timeline schedul-

ing tools and pass selection tools, which vary between the surface mission teams. On the
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relay side, expert analysis and discussion will typically result in changes to the upstream

orbiter configuration assumptions.

According to our relay expert, MarOS is similar in scope to MarsIPAN and

MARMLADE together. As MarOS is maintained by a team of 6–10 developers at a

given time, we anticipate that maintenance of a MarsIPAN-like tool in production will

require a comparable amount of developer effort.

4.9 Discussion

In this section, we discuss how we pre-processed MARMLADE outputs in order

to unpack the key metric of operational efficiency.

4.9.1 Design practice reflection

Design studies identify sites of visualization intervention into user

workflows. The visualization expert’s job in facilitating the design study is to un-

derstand the experts’ reading methods in a way that can be implemented in a visual

analytics tool. By operating this tool, the experts will be able to rapidly produce figures

that are easier to read than anything produced from a domain-agnostic tool.

Writing in science and technology studies, David Ribes [101] observes that

experts working across domains do not create shared ontologies, but instead create

automated translations across them. The work of data visualization, is to create such a

translation between the ‘paper tool’ (a conceptual domain-specific representation) used

by the experts, and the dataset as it exists (whose schema reflects upstream data sources
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and their limitations).

Building the visualization on top of an existing system gave us both

ontological traction and diverse stakeholders. Developing MarsIPAN enabled us

to build trust between the MARMLADE developers and their stakeholders. We needed,

for example, to establish a shared vocabulary - as when one expert explained that the

‘operations window’ was an ambiguous thing to call the execution window on Mars,

because it could also refer to the planning window that the operations team on Earth

would take advantage of.

Starting with early MarsIPAN prototypes, we used actual MARMLADE allo-

cation proposals, which are characterized by a single table of 3000 passes, and some

metadata about operational assumptions. This was advantageous, as we identified tem-

poral scale issues in the first week of working with the data. After consulting with

the MARMLADE team, we decided to prioritize the 3-sol schedule view throughout

development (Fig 4.3), which is supported by 300-sol and 30-sol navigation views.

Yet the allocation proposals themselves are the product of significant systems

design research by the MARMLADE team. For example, the notion that orbiter over-

flights yield a certain number of relay passes of fixed duration is a simplifying abstrac-

tion [112] compared to the geometric data that the relay team actually reasons about.

Based on this collaboration, we argue that visualization researchers and systems re-

searchers are natural allies.

We identified operational cycles as the unit of reasoning by under-

standing how the key metric is calculated. MarsIPAN uses decisional cycles as
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the unit of abstraction for the pass allocation schedule; in other words, it partitions the

individual relay passes. We were able to make this decision during early prototyping

(as Conlen et al. suggest [29]) because the operational efficiency metric measures which

sols had closed operational cycles. MARMLADE sifts over sequences of passes to reason

about how it can close as many operational cycles as possible, and thus incorporates

information about the arrangement of passes (i.e. the gaps between them), even though

its output is an annotation of passes.

Building the visualization in a reactive framework gave us flexibility

to respond to changing user requirements. MarsIPAN was developed using the

Observable runtime2, which is a light-weight reactive prototyping framework for client-

side Javascript applications. It is designed to integrate both HTML-based and SVG-

based visualization widgets, which are typically bound to datasets using the API of

D3.js [15], into larger applications with persistent selections.

Using SVG widgets allowed us to rapidly iterate on interaction design within

the navigation and schedule views. Using Observable allowed us to incorporate Arquero

query selection using the pre-existing Data Wrangler as its frontend. We also used

chart grammars in early prototypes, although we would decide that the relationship

between Mars and Earth time should visually be represented using its own chart type.

Implementing the intuitive expectation of ‘jumping to’ a bookmarked pass, for example,

required the bookmarked passes widget to programmatically change the scroll state of

both the navigation track and the schedule.

2The @observablehq/runtime library is open-source on GitHub.
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4.9.2 Explainability in scheduling

Explainability has been widely circulated as a desirable characteristic of AI

systems including schedulers. Prior work on formal definitions of explainability has

been focused on classifiers and single-sorted data tables [106], in order to define further

desiderata in explainable AI systems. We aim to strengthen this work by grounding

it in Phil Agre’s critical technical practice, following the provocation of the first two

workshops on human-centered explainable AI (HCXAI) [39].

HCXAI is especially interested in identifying in particular issues related to

governance and AI-supported decision-making. These calls echo Susan Leigh Star’s

writing about due process in the structure of scientific communities, addressed to the

AI community in 1989 as an analogue of the frame problem [123], i.e. whether any given

choice of abstraction is relevant to the situation that an AI system is used to reason

about.

The HCXAI workshop organizers have also asked [38], is explainability a prop-

erty of the expert, the model, or both together? We can ask this question post-hoc

using their five ‘components of human rationales’ to evaluate explanations of decisions

written in natural language.

Returning to the formal definition of explainability by Rosenfeld et al., we

propose to extend it with granularity, i.e. mixed levels of abstraction. In moving from

classifier to scheduler applications, we reveal that multiple data sorts and their relations

participate in the process of explaining a schedule.

We are motivated by recent work on due process in visualization systems (in

particular, creativity support tools) by Li et al. [73] which in part argues that experts
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switch ‘horizontally’ to using another visualization system when their current one has

inadequate granularity of abstraction to enable movement ‘up and down’ the ladder of

abstraction [129] (as adapted in Fig. 4.8).

4.10 Conclusion

In the broader context of software instruments, MarsIPAN demonstrates that

complex sociotechnical ecologies genuinely benefit more from well-delineated boundary

object prototypes than from producing arbitrary visualization systems. We also reflect

upon the design study process, which took place across several months of work, and

supported by different stakeholder groups at the Lab at different phases of prototyping.

MarsIPAN makes it possible to evaluate a scheduled relay pass allocation at

a glance. Because many teams will coordinate across the same schedules, our visual-

ization of the schedule turns a complex coordination problem into a simpler one. We

avoid treating the schedule dataset as a fixed object, but rather as a canvas ready for

annotation. Through schedule analysis systems like MarsIPAN, we foresee that diverse

Lab stakeholders will be able to successfully consult and iterate upon algorithmically-

assisted pass allocations in a joint Mars-Earth communications schedule.
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Chapter 5

DendryScope: Narrative Designer

Support via Symbolic Analysis

This chapter is based on the paper “DendryScope: Narrative Designer Support

via Symbolic Analysis” coauthored by myself, Autumn Chen, and Adam Smith [95] In

this chapter, “we” refers to the team of authors.

Quality-based narratives (QBN) are hypertexts with extensive implicit linked

structure. The observation of one passage can have non-obvious long-range implications

for the reachability of other passages, which poses an authoring challenge. To help nar-

rative designers address this issue, we produced an interface which visually summarizes

all possible playtraces. Our interface leverages answer set programming to produce a

query language over possible playtraces, allowing narrative designers to drill down to

interesting scenarios. We introduce this interface through the DendryScope tool, which

accepts most QBNs written in the Dendry language. We evaluated DendryScope by

interviewing four narrative designers as they used the tool to explore Bee, a notable
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QBN written by Emily Short.

5.1 Introduction

Narrative designers are interested in creating works of interactive digital nar-

rative (IDN) that can be enjoyed across multiple playthroughs by many readers, who

are given some agency in shaping the arrangement of scenes they will encounter, and

even led to believe they can control the outcome of the story.

Extensive prior work in IDN discusses the authoring challenges inherent to

this medium [84]. Calls for tool assistance in IDEs [10] have thus far been taken up

within the IDN community, especially by narrative designers with strongly computer

science backgrounds. At times, the specific needs of playtesting been discussed in the AI

literature, which we discuss further in Background. This chapter argues that quality-

based narrative (QBN) is a particularly robust subset of IDN, and demonstrates the

power of symbolic AI tools for addressing practicing narrative designers’ actual needs.

In this work, we define skeins of playtraces in terms of answer set programming

queries (ASP queries) that describe properties of certain playtraces. We have imple-

mented a novel creative interface ([33]) for a subset of ASP queries, designed to empower

narrative designers to reason about complex works of IDN. Building on the design space

approach advocated by [119], DendryScope enables narrative designers to manipulate

the design space of skeins in a given work of IDN. Our research implementation deals

specifically with quality-based narratives written in the Dendry language [85].

This chapter introduces the four following research contributions, which each

build on each other, and apply symbolic artificial intelligence to key challenges in the
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production of interactive digital narratives (IDN).

• A transpiler from Dendry to the ASP domain. Each space of solutions in the

domain of a given IDN, given a certain query, is a skein of playtraces.

• The DendryScope query language, where each query is a set of ASP constraints

authored by the narrative designer. We foresee query sharing between designers

as enabling continuous integration for IDN, and other novel forms of testing and

collaboration.

• An inventory of seven tasks performed by narrative designers who are playtesting

an IDN, especially in the context of sculptural hypertext (with discrete passages

and implicit links).

• The heatmap interface to a skein, which is a direct manipulation interface for novel

DendryScope queries. This interface allows narrative designers without prior ASP

knowledge to ‘drill down’ through the families of possible playtraces in a Dendry

game.

Figure 5.1 summarizes these contributions in the context of a DendryScope-

driven playtesting workflow, using the acclaimed IDN Bee [117] as the object of study.

We conducted four expert interviews to investigate this proposed workflow. The designer

tasks we gathered explicate how DendryScope queries address the challenge of reasoning

about hundreds of thousands of possible playtraces.
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Figure 5.1: Diagram of a typical DendryScope workflow. Experts may use DendryScope
to ingest the source of their QBN (in this case, Bee) and help them to envision the story
volume accessible to players. Components shown in black are contributions of this
chapter, including: a Dendry to ASP compiler, an isomorphism between ASP queries
and ‘skeins’ of playtraces, and the heatmap representation of a skein.
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5.2 Background

20 years ago, the authors of Card Shark [10] called for tighter loops between au-

thoring and playtesting in sculptural hypertext. Our playtesting tool supports narrative

designers’ existing authoring strategies for IDN, which allow them to skillfully reason

about player retellings, replay stories ([86]), and other forms of play in and around the

story volume ([62]).

Grinblat describes the story volume of a given IDN as constructed in the

player’s mind through ‘reparative play’ in the course of one or more playthroughs [50].

The narrative designer, in the course of playtesting their IDN, is not only looking for

bugs (i.e. obvious narrative failures), but also to emulate this process of story volume

construction (Fig. 1). In this section, we will discuss the authoring formalism of quality-

based narrative (QBN), contexts in which QBN is used, and how it enables automated

symbolic playtesting that can assist with story volume construction.

5.2.1 Situating Quality-Based Narrative

Sculptural hypertexts are IDNs constructed from discrete passages, which are

implicitly linked by preconditions and postconditions (Figure 5.2). A QBN is a sculp-

tural hypertext whose world model is a string-int dictionary; this helps limit spurious

complexity in the preconditions of each storylet (as discussed by [67]). Practitioners

of QBN call these dictionary keys qualities; each has an integer value that changes

over time, as the player traverses passages with relevant postconditions. The value of a

quality defaults to 0, and is often glossed by a string.

Quality-based narratives form a rich narrative substrate from simple ludolog-
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ical underpinnings: every goal can be expressed in terms of some qualities that have

attained certain values. This design constraint greatly limits ‘programming scope’, and

can prevent it from taking over an IDN project [59].

Unlike traditional hypertexts with explicit link structures, connectivity be-

tween passages in a sculptural hypertext is unknown until playtime, because it is dy-

namically produced by the combination of game state (in terms of qualities) and the

content selection procedure - i.e. which available passages from the current ‘deck’ (as a

function of world state) are presented to the player in any given ‘hand’ of choices.

Many full-scale commercial games, such as Fallen London, Hades (per [97]),

and I Was A Teenage Exocolonist, have been written primarily in QBN. Yet dedicated

languages of QBN like Dendry are unusual; both QBN and sculptural hypertext are

often embedded inside of other scripting languages, as Jones describes. For example,

Hades is scripted in Lua, and Facade is scripted in ABL [77].

5.2.2 IDN Authoring Tools

A recent survey of IDN authoring tools [48] has found that narrative designers

prefer tools that visualize the structure and connectivity of a story volume. They are also

interested in tools that enable focused playtesting sessions, and in tools that encourage

novice designers to experiment with branching.

In a broader sense, IDN authoring tools are a kind of IDE used by artists

and teachers to explore an interactive medium. [80] have tested IDE features ranging

from simple code linting, to inline code evaluation, to bidirectional manipulation of

a generated artifact. DendryScope uses an intermediate heatmap visualization as the

89



Figure 5.2: In sculptural hypertext, a storylet consists of three authored fragments:
preconditions to check against state, postconditions to apply over state, and the passage
of text that the player sees. In Dendry, a scene is typically a directed acyclic graph of
linked storylets.

interactive surface for structured user input, such as placing ‘pins’ to refine a query.

Narrative designers must reason both as authors and as game designers. [21]

describe narrative games in terms of two parallel goal hierarchies: narrative goals form-

ing a descending chain of reasoning, and ludological goals forming an ascending chain

of causality. For example, I might (narratively) want to open the door, and therefore

need the key; at the same time, I would (ludologically) enable the ‘open door’ verb by

getting my ‘key’ quality to 1 instead of 0. The narrative designer can cleverly align

their player’s narrative goals with the logic of which qualities they intend to track, as

we will see in Bee.
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Figure 5.3: Each playtrace in the skein of a sculptural hypertext (in this example, a
QBN) is a possible sequence of storylets. Left: A skein with two playtraces: passages
B and C can be seen in either order, but both must be seen before D. Right: A skein
with one playtrace: Either Y or Z must follow X. The precondition of Y is unsatisfiable,
so AXZ is the only possible playtrace.

5.2.3 Automated Playtesting in Hypertext and IF

The goal of playtesting is often to characterize the possible playtraces of a

given sculptural hypertext. Each such playtrace is a sequence of passages (Figure 5.3)

that a player could visit, determined by the preconditions and postconditions of each

passage, and assuming the content selection procedure presents each passage at the

relevant step.

We do not claim that automated playtesting strategies incorporate any knowl-

edge of narrative goals at all. Rather, they are designed to help narrative designers

diagnose issues with a set of ludological goals intended to parallel those narrative goals.

To this end, we review existing playtesting strategies used by narrative designers.
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Traversal Statistics

An automated playtesting strategy can produce thousands of playtraces in a

short time. As mass-generated playtraces tend to repeat large sections of play, to the

point that reviewing them one-by-one is tedious, they should be aggregated or visualized.

Indeed, statistical summaries of thousands of playtraces are commonly used by authors

using ChoiceScript, Dendry, and custom narrative systems; an example of the latter is

documented by the authors of Ice-Bound [44].

A conventional traversal summary strategy is to count the percentage of sam-

pled playtraces that saw each passage. In extending this idea to their own system of

sculptural hypertext, the Ice-Bound authors understand their playtesting strategy as

a ‘level profiler’ which locates combinations of ‘symbols’ (i.e. those qualities a player

could have or acquire in a given level) that are insufficiently ‘fleshed out’ by passages

corresponding to that combination. In other words, their histogram visualization ag-

gregates many playtraces over time and instance according to state - in this case, the

availability of various combinations of symbols.

Traversal Diagrams

Recent work by [128] produced the Story Validator IDE for Twine games,

which produces a skein-like view of playtraces by automatically generating the graph of

possible links between passages. Their enumeration strategy relies on a greedy graph

search heuristic, based on weights the designer assigns to each quality. They visualize

the resulting playtraces in a flow chart, which aggregates all the possible orderings into

a sequence of passages over time. Prior work in IDN authoring tools for Twine have
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explored this concept using heuristic traversal strategies [115, 91]. Similarly, the Inform

7 skein [90] is a flow chart produced from world state in an IF game, i.e. an IDN where

passages are dynamically composed together according to complex world state. Inform’s

skein is constructed manually, as the author supplies each possible (partial) playtrace

by playing through their own game. This makes it suitable for asking questions about

choice points that ensue after the first few beats of the game, but not about skeins in

the mid-game or late-game.

A symbolic approach, quite similar to the one we use in DendryScope, to

enumerating Twine playtraces was demonstrated by [91], who summarized these in

terms of values that variables could attain, and end-tagged passages that could be

reached.

Symbolic Playtesting

Narrative design tasks involving the story volume can be facilitated by using

modern answer set programming (ASP) systems to implement playtesting strategies.

ASP is applicable when the possible values of game state variables can be modeled as

a finite set, the length of interesting playtraces can be bounded, and the rules for how

the state should be updated in response to each available player choice can be expressed

with rules in symbolic logic. For example, there are solver-based authoring tools that

support level designers creating difficulty progression in educational puzzle games [19].

In the IDN context, every solution of the answer set program is a distinct playtrace of

the IDN.

Player behavior can be modeled as certain constraints, such as ‘I will reach
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this particular ending.’ This playtesting strategy has been demonstrated in PlotEx [98],

a tool created by the author of Hadean Lands to guarantee that all four endings in his

Inform 7 code were reachable. Each door in the game requires specific resources to

open, and certain resources are consumed thereby, so it is not apparent which resources

should be located behind which doors. If an ending did prove to be unreachable, then

Plotkin would need to make specific resources available earlier or in greater quantity at

certain points in the game; or otherwise, make certain doors barring the endgame less

demanding to open.

In PlotEx, sets of constraints are understood as a kind of unit test, which can

be run against the latest development build of an IDN in order to spot regressions.

In Ludocore [120], these are called speculative assumptions, because they represent

constraints on play styles that apply to some scenarios and not others. In the context of

DendryScope, we will call these queries. All three of the above systems may be construed

as story planners in the domain of a particular IDN or gameplay model, which produce

(all possible) examples from that story volume.

5.3 Methods

As a software instrument, DendryScope transforms Dendry games from an

abstract symbolic form to a concrete set of possible playtraces, which we define as the

skein representation of the story volume. In this section, we describe the technical effort

which allows us to compute said boundary object.

We now identify the elementary passages in Dendry’s authoring language, and

how they relate to the changing value of qualities over time in a given playtrace. Our
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symbolic analysis strategy is to enumerate all playtraces which satisfy a given query,

which we will call a skein. The empty query corresponds to the universal skein, con-

taining all possible playthroughs of the given QBN.

5.3.1 The Dendry Authoring Language

We chose to build the DendryScope prototype on top of the Dendry lan-

guage (Fig. 5.2): it is narrowly scoped around QBN, its compiler is open-source, and

the complete source of Bee is available. However, any language of IDN that can be

expressed in terms of ASP rules is amenable to our overall strategy, and any QBN can

be represented in the DendryScope interface.

The Dendry language includes three kinds of storylet:

• Top-level scenes, which are accessible from the player’s hand of choices.

• Linked choices, which either link to further choices or exit to the player’s hand.

• The player’s hand, which contains a small number of top-level scenes whose

preconditions are met. The player decides which to pursue next.

The postconditions of every Dendry storylet describe how to transform the

state of qualities from one timestep to the next, influencing which storylets’ precondi-

tions can be satisfied on the next timestep. In Bee, none of the qualities attain values

outside of a small integer range (from -1 to +24); in general, knowing the range of each

quality is useful to speed up ASP grounding.

Every Dendry scene file consists of scene and choice storylets, and has a
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Figure 5.4: Worked example of reading a skein, and using a goal to discover implicit
structure from subskeins. Four rows correspond to four Dendry passages. Each grey
cell shows that some traces hit that passage at that timestep. We set ‘B’ as a query
goal, and recalculate the skein (which now contains only playtraces visiting ‘B’). Now if
the playtraces ‘ABC’ and ‘ACB’ exist, then B and C are not mutually exclusive (’OR
World’). Conversely, if C disappears from the skein, then B and C must exclude each
other (’XOR World’), and (in this case) some offscreen passage X explains the trace
that sees B at step 3.

Markdown-like representation1. These correspond to scenes in the sculptural hyper-

text system Lume [76], whose authors likewise chose to embed branch-and-bottleneck

choice structures (i.e. DAGs) inside of content selection, as a sensible unit of authoring.

5.3.2 Reducing Dendry Traversals to ASP

In the literature of answer set programming (ASP), it is common to sketch an

ASP formulation in terms of which logical facts the solver is allowed to nondeterminsti-

cally guess, which facts the solver must deduce from others, and which potential facts

the solver must forbid from appearing in solutions to be enumerated.

1For example, scenes in Bee are represented by .scene.dry files found in its repository: https:

//github.com/aucchen/bee/blob/master/source/scenes/church.scene.dry
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In our formalization of Dendry, we say the solver must guess exactly one

passage to select for display among those passages that have their preconditions satisfied

by the current quality values. From the sequence of selected passages, we deduce the

evolution of quality values over time, influencing which passages are available.

Finally, we forbid solutions that do not respect the user’s query conditions:

we reject solutions that do not satisfy all goals (scenes that need to play at least once),

poisons (scenes that must never play), and pins (scenes that must play at least once on

the specified timestep).

DendryScope is implemented using the clingo ASP solver [46] through its

WebAssembly port [87]. Rather than asking the solver for just one satisfying solution,

we systematically enumerate a few hundred solutions. These concrete examples allow

the designer to observe differences in state between playtraces.

Applying clingo’s brave enumeration (a form of projected enumeration that

efficiently computes the union of all of a program’s answer sets), we also obtain the

complete set of which passages could be seen at which timesteps while abiding by the

query conditions, without directly constructing every playtrace.

Full implementation details, including our exact traversal strategy and our

method of tracking integer-valued quality variables over time, can be found in our

system’s source code at: github.com/JazzTap/DendryScope.

5.4 Visualization in DendryScope

Now that we have produced a skein from a DendryScope query, we must com-

plete the software instrument by displaying these playtraces on the screen. Because
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story volumes are expressed in terms of state over time, we produced a heatmap of

scene/timestep pairs observed across all playtraces, so that scenes visited at certain

times (e.g. during the introduction) appear in certain parts of the visualization (i.e.

towards the upper-left of the skein). In addition, we equip the rows and cells of this

heatmap with query-authoring operations, yielding a set of ‘brushes’ with which to

manipulate the query artifact.

In addition to formalizing the QBN domain, we created a frontend for query

design via direct annotation of playtesting information in the form of a skein, i.e. the set

of playtraces satisfying a given query. The visual skein interface makes it easier to read

and write DendryScope queries than working from scratch. We foresee the narrative

designer loading their own Dendry story, but for evaluation purposes, we pre-compiled

Bee from Dendry to ASP.

5.4.1 Visualizing ASP Queries as a Skein

Upon loading their story in DendryScope, the designer will see a skein corre-

sponding to their QBN, similar to Fig. 5.4. In our demo, this skein contains the first 20

steps of playtesting results for the empty query (i.e. ‘What passages can I see?’). From

here, they may relax the time horizon (as we chose an arbitrary value, to avoid timing

out on long QBNs), or refine the query by directly manipulating storylets and steps in

the heatmap.

The skein is represented by a heatmap whose cells correspond to the timestep

vs. current storylet. Each cell counts the number of concrete playtraces that have seen

it, and more playtraces corresponds to a darker blue (Fig. 5.5). This number can be
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zero, because cells may be observed by brave enumeration without corresponding to a

concrete playtrace.

Because scenes (and all storylets therein) are automatically sorted by the first

time they are observed, the skein appears linear where the player is certainly in a given

scene at a given time (i.e. where the story volume is constricted), and appears diffuse

where there are many possible passages the player could be in.

The initial skein corresponds to the empty query, returning all possible play-

traces. Adding terms to the query produces subskeins (Fig. 5.6), corresponding to a

more specific scenario. Each DendryScope query produces a fixed skein, up to four

tuning parameters: a timestep horizon, a maximum number of constructed playtraces,

a maximum iteration count on bravely-enumerated playtraces, and a timeout.

DendryScope includes graphical tools for browsing scenes by their tags, and

for viewing complete scene trees. In the scene tree widget, storylets whose title is

highlighted in blue were visited by a concrete playtrace in the current query; storylets

highlighted in grey are possible and have been enumerated, but not constructed. Sto-

rylets that are not highlighted cannot be reached given the current query.

5.4.2 Visualizations of State across Related Playtraces

Each cell in the skein corresponds to a certain passage at a certain timestep

in a set of visiting playtraces, but each of these playtraces has its own world state. In

the skein, we broke out the ‘current passage’ as the most salient element of world state,

but many more visualizations of this dataset are possible. For example, the narrative

designers we interviewed wanted to know what values could be attained by specific
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Figure 5.5: Screenshot of the DendryScope visualization of a skein in Emily Short’s Bee.
The user has clicked on the passage lessons with sara, setting it as the goal : it must
be seen in each playtrace matching this query. This skein has been zoomed into steps
18 – 30 using the histogram (counting distinct passages at each timestep) on top. Gray
cells show all possible passages at each step across all playtraces. Cells highlighted in
blue have been observed in a concrete playtrace, with a deeper blue for more playtraces
hitting that cell. The expressive range [121] of a family of playtraces hitting a certain
cell can be inspected by hovering over it.

qualities at various cells in the skein.

The preliminary state visualization widget in DendryScope is a heatmap of

quality versus value, describing the final observed state of each playtrace that touches

the given cell. Although it is clearly more intuitive to produce the state of each playtrace

as observed at the given timestep, the time cost of writing all state at all timesteps of

all playtraces was excessive in our naive implementation. Besides, the AST of the

IDN provides enough information to reconstruct (up to an arbitrary timestep) the state

of every playtrace from its ordering of passages, although we did not implement this

function.
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Figure 5.6: The result of refining the previous query (Fig. 5.5) by pinning the
lessons with sara visit to step 28 (rather than step 27, the earliest possible moment).
The other two scenes visible in this part of the skein have changed. Moreover, the
‘cloud’ of every other step at which we could enter the scene has now vanished. We
confirm that lessons with sara begins linearly, and branches near its end. The skein
fans in toward lessons, and fans out from it.

5.5 Designer Tasks

We conducted a data-first design study [93] to identify narrative designers’

existing playtesting strategies, taking Bee itself as our dataset (shown in Figure 5.5).

Bee is a QBN written by Emily Short in 2012, which follows the life of a home-schooled

girl who is training for a spelling bee. Designers used the prototype DendryScope

interface (Fig. 5.1) to read skeins and write queries according to their interest.

We recruited five narrative designers for these interviews, using a snowball

sampling technique. All five narrative designers (including co-authors) were familiar

with reading sculptural hypertext in videogames such as Fallen London and Hades.

Each designer has written games in languages that implement sculptural hypertext,

including ChoiceScript, Inform 7, and languages of their own design. Five of the six

designers were familiar with Fallen London [42], a long-running work of QBN which

101



Emily Short has worked on. Two of the designers were familiar with Bee itself prior to

the study. A mixture of three academic programs and three industry backgrounds are

represented across the five designers.

One designer became a co-author on the paper from which this chapter is

derived; their interview was omitted from coding as such. By coding the remaining four

interviews, we identified seven tasks that narrative designers perform while writing or

revising IDN.

Narrative Designer Tasks:

T1: Interpret the game’s source code as a story volume.

T2: Answer story progression questions about the story volume. Is this passage reach-

able?

T3: Model player behavior as it influences the story volume. Are there rare or difficult-

to-reach passages that might become player goals?

T4: Identify subsets of playtraces that correspond to certain player knowledge, or lack

thereof.

T5: Understand how subsets of playtraces correspond to the query, and rewrite the

query if it does not match the intended scenario.

T6: Discover how long it can or must take the player to reach a certain passage,

including passages near the end of long stories.

T7: Develop flexible and powerful authoring patterns, such as scenes and other branch-

ing structures; or menaces and other kinds of qualities.
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5.6 Evaluation

Our semi-structured interview process was designed to gather information

about the four narrative designers’ experience working with DendryScope for the first

time. We wanted to understand whether the underlying ASP solver could be controlled

by designers without prior solver-specific experience, through their own domain knowl-

edge and our data-driven interface.

The first 10 minutes of each interview introduced Bee. The interviewer then

asked the designer to describe structural features of Bee in Dendryscope’s skein view

(Figure 5.5), up to and including endings of the game. The interview takeaways below

are organized according to the seven tasks we identified from the interviews.

5.6.1 T1 - Reading the Story Volume

The DendryScope skein visualization is “like an extra sense,” said one designer.

Another designer reported, “The tool might be able to surface combinations of things

much more easily than a human could, because of the sheer number of combinations

possible. The exhaustive approach that a machine can take allows you to see the

possibility space way easier than just playtesting it.”

In this chapter, we have treated traditional playtesting as a form of search over

skeins. In practice, experienced designers described playtesting using language about

the player experience. “If I get here, what are the qualities I need to have had?” We

found that, regardless of what combinatorial framework or experiential goal is being

interrogated by a particular narrative designer, the skein allowed us to discuss both

specific passages in the context of the game, and possible ways in which players could
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have reached those moments.

5.6.2 T2 - Answering Story Progression Questions

We found that the designers were not only anticipating specific routes through

the game, but also that they were interested in supporting variation along any given

route. “I almost want to be playing [...] whatever the normal way to do it is, and then

having this as some kind of ‘what could have happened’ off to the side?”

One of the designers recounted their process in establishing the consequences

of early player choices. They understood one such mechanic as a quality that can build

past a certain threshold, and were interested in discovering what values that quality can

possibly attain at certain points in the story.

“Let’s imagine you were writing something where the player was able to
take on a role, but there were a couple of different roles possible. If you had
challenges which you could solve by punching your way through or talking
way through. Then, seeing it’s not actually possible for my punching score
to be very high in this area. I didn’t know that [either] I shouldn’t have
had this choice here, or I should have given more opportunities to raise
[punching] earlier.”

This designer is interested in not wasting authoring effort: if a scene in the

story responds to a quality past a certain threshold value, then they want to make sure

that threshold is actually attainable, so that the branch is reachable. They said later,

“It’s kind of a mystery at any given point in the game, what [the range of values for

this quality] might be. Being able to actually visualize that looks wonderful.”
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5.6.3 T3 - Modelling Player Behavior

The designers understood that DendryScope queries are not themselves knowl-

edgeable about player intent, unlike statistical models of players. One designer asked us,

“There’s going to be a disconnect between what the tool is modeling, and how players

actually would play through, right?”

The purpose of the DendryScope interface, therefore, is to re-incorporate the

narrative designer’s awareness of what goals players might seek or be guided toward in

the story volume into their DendryScope query. We do not claim that visual interfaces

must be used in every context that involves a query and its skein; but in the context of

an IDE, they are a useful way to orient the designer in the story volume.

5.6.4 T4 - Discovering Structure in Skeins

DendryScope supports the designer by visualizing the skein of a query. Sculp-

tural hypertexts can contain both branching structure and complex multicursal struc-

tures, similarly to IF games like Hadean Lands - and scenes can vary over time, due

to the complex world model. One designer explained, “You can imagine a game where

there was more of a puzzle element to it and you could loop around a bunch of times

before figure out the option to move forward.”

Another designer described their reasoning while creating a query: “And there

are two opportunities, three, actually. [...] So if I pin something extremely late - it’s

going to give me just a little bit of variation.”

“I think it really works like a cloud of possibilities. I said that that was quite

explicit here, where what we saw before was quite a lot of different possible nodes. But
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now once we’ve reduced the [scope to] what we actually wanted to see, it linearized a

lot.”

5.6.5 T5 - Discovering Missing Playtraces

Designers were not only able to reason about the presence of playtraces which

they did not anticipate, but also about the absence of playtraces which they did expect

to find.

Describing the doll quality in Bee, one designer talked through writing a

query for a certain absent playtrace, which the DendryScope skein is designed to prevent

(because proving nonexistence is expensive, and yields little information):

“I was thinking about when we did the doll thing earlier if I could pin, or
like customize a pin, say I want [the doll] to happen at the 12th time step.
And then try to run that. Right now I can’t click it because [it] didn’t do
it. But okay, we knew that doll could happen earlier. So, if it just isn’t
possible, it would just give me, that’s not possible. This is a deliberate
interface constraint, right?”

Another designer described a hypothetical scenario in which an abundance of

opportunities to increase some quality caused some content to be seen too often. They

would then want to write queries that show the passage is rare:

“Let’s say you have a choice which is supposed to be possible, but only really
possible if you’ve pushed your choices in a certain way beforehand. But let’s
say you actually just balanced it wrong, and everyone can reach that, or
75% of the time you can reach that.”

5.6.6 T6 - Dealing with Long Stories

Although DendryScope solutions are complete, in practice, large story volumes

with 30+ steps of lookahead slow down the solver. As queries reach 10+ seconds of
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runtime, the designer’s process of exploration is clearly impeded. We tried to mitigate

this issue with timeouts, but these produce truncated sets of solutions, which can be

misleading.

We found out that some queries take too long to run, and interrupting runaway

ASP is an important step in debugging. While this is a natural action in command-line

IDEs, we did not have adequate support in the DendryScope interface during the pilot.

When a query contains a contradiction, the interface should eventually time out; but

the ideal threshold might be a minute, or it might be ten seconds, depending on the

author’s debugging strategy. For longer response times, we expect that both a fast

approximate result and a time estimate for the full result would be useful.

One designer asked, “Is there any way to get real-time feedback from the ASP,

so that you could be populating the view [as the solver runs]?” Because combinatorial

explosion is intrinsic to sculptural hypertext, as a medium of orderings, we do not

anticipate that all performance issues with large DendryScope queries can be optimized

away. Therefore, it is important to learn from designers how they reason about and use

‘poison’ in queries to block off irrelevant kinds of playtrace.

5.6.7 T7 - Developing Authoring Patterns

In the course of understanding what qualities are used by Short in Bee, our

designers identified certain qualities with mechanics from tabletop storygames that gate

certain forms of progress. “It’s Blades in the Dark that has [Countdowns], it’s like the

concept of [the spelling quality]. [...] A number of different storylets could progress that

clock [...] when that clock hits 12 it unlocks new possibilities.”
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Whilst spelling is a progress quality in Bee, Short has also included menace

qualities like parents (which increases when the protagonist defies her parents) and

lettice (which increases when she clashes with her sister), that can lead to alternate

endings of the game. Like in tabletop games, it may be more narratively satisfying to

end Bee in a ‘loss’ of this kind; not only is the protagonist not going to win the spelling

bee, but she is also going to grow apart from her family.

Short also includes thematic qualities such as worldliness, which increases

as the protagonist gains experience with places outside of homeschooling (like the hair

salon); and poverty, which increases as the protagonist discovers it is unusual to, say,

barter homemade jam in exchange for pantry items. These qualities do not generally

impact the reachability of any scenes (only certain choices), but instead tend to reward

and motivate reflective choices which are thematically linked.

5.7 Findings

We divide the research contributions of this chapter thus: with implications

for close readings of IDN on the one hand, and implications for authors of IDN on the

other. Either way, the contribution of symbolic analysis is to support the narrative

designer by visualizing the skein. Once visualized, this structure becomes more tangible

to novices, and easier for experts to compare with their own intuitions. Ultimately, we

view queries on QBN (and other forms of IDN) as a promising domain-specific language

for future development.
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The medium of ordering Ultimately, the passages in a sculptural hypertext are

fixed; what varies is which ones the player encounters, and the order in which they

appear. Ordering can constitute either diegetic or extra-diegetic choice, in the terms

of Peter Mawhorter’s choice poetics [78], sometimes ambiguously. For example, Aaron

Reed recounts [100] his playthrough of Yoon Ha Lee’s sculptural hypertext Winter-

strike [70] in terms of progressing the Ice quality to reach a certain tragic ending:

“I will need to build my own story of how I became the person who had
enough Ice to reach this particular goal, out of the various opportunities in
the story world [...] Perhaps if I keep investigating, I’ll find better ways to
increase this stat — better, for my own personal sense of my character and
their morality.”

Junius et al. call for research into the ordering of scenes as a mechanism of

dramatic agency [60], describing many techniques used by theater practitioners to mod-

ify a fixed script into a dramatic experience for the performer - one that is rich with

awareness of the moment, and all the meanings it could have. Like theater performers,

IDN players do not have the power of an author over the story, but rather the power of

interpretation.

We propose that an IDN is ‘reactive’ [76] when the player takes part in the

juxtaposition of dramatic elements. Narrative designers do not only reason about IDN in

terms of state and reachability, although these are powerful tools afforded by sculptural

hypertext formalisms, but simultaneously about narrative causality and player agency.

For example, in Bee the player character is introduced to an English tutor

named sara, after much debate by their parents. One of the first things they can ask

Sara is whether she is really a feminist, which Sara takes care to explain is not actually

a bad thing. Later, if the protagonist should run away from home (after tensions with

109



their parents reach a breaking point), one of the characters to whom they can go is

sara. This bespoke scene can occur only if the player has met her (i.e. the value of the

sara quality is nonzero), and if they think this is the right choice for the playthrough.

In-situ playtesting DendryScope is designed to assist authors in maintaining their

mental map of a story volume, given the source code of their game. A future, dedicated

Dendry IDE should include features like syntax highlighting, scene and choice stub gen-

eration, and line highlighting upon compiler error, as well as access to the the queryable

DendryScope skein.

Storing queries

We were asked to implement query saving features by one of the narrative

designers. Without saved queries, there is no way to revert from a failed query (i.e.

which produces an unexpected contradiction) to a good one. Moreover, query saving

would double up as query sharing, as DendryScope queries (like raw ASP predicates)

can be encoded as URL argument strings.

Enhancing queries

We envision pinning (Figure 5.6) as a strategy for guiding sampling within the

story volume, producing colorful ‘stains’ of the skein corresponding to storylines within

the IDN. Multiple colors of pin could represent divergence within a single skein. Also,

pinning could be implemented at the level of scenes (rather than passages), allowing

the relative ordering of scenes to vary without excluding alternative scenes of different

length.
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5.8 Conclusion

In order to demonstrate the value of software instruments to narrative design-

ers, as a class of domain experts who work independently or in small teams, we designed

and implemented the DendryScope playtesting tool. We chose to base our tool on the

story volume concept of Grinblat et al. [50], which makes highly-generalizable claims

that happen to be realized in the highly-tractable narrative structure of QBN [67], as

discussed in this section. Finally, DendryScope would not exist without the public Bee

source code, a high-quality dataset representing a QBN work of note.

Our work in this chapter demonstrates how symbolic artificial intelligence can

be applied to the story volume of works of IDN, and help narrative designers address

their authoring problems2. Conversely, we see this work as connecting narrative de-

sign expertise to the AI research tradition of plot generation, through the medium of

sculptural hypertext.

DendryScope translates the designer’s intent to examine a portion of the story

volume, through direct annotation of the skein representation, into a suitable ASP query

over playtraces. We have described ‘goals’, ‘poison’, and ‘pin’ constraints in this chapter.

In the future, other types of queries can be developed in terms of ASP to extract more

nuanced information from a given QBN.

From a practitioner’s perspective, we aim to raise awareness among narrative

designers of symbolic analysis as a debugging technique. It is easy to start writing

queries in DendryScope: all five narrative designers we interviewed could develop simple

2Acknowledgements: We thank Bjarke A. Larsen, Leonardo Abate, Joey D. Jones, and Maxwell
Joslyn for contributing their time and expertise as narrative designers.
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queries after exploring the interface for about 30 minutes.

We hope to develop DendryScope further into a practical tool with integrated

script authoring, built-in detection of unreachable scenes and critical-path scenes, and

useful debugging feedback on complex queries. We believe that designers would readily

adopt an IDE for sculptural hypertext with a playtesting capability that is as accessible

as Twine and as powerful as PlotEx.
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Part III

Synthesis
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Chapter 6

Conclusion

I have sought to convince you that the study of expert practices is inseparable

from the study of intelligent user interfaces. Recall that I proposed to answer three

research questions.

1. HCI: What are the properties of sociotechnical systems, paper tools, and creativ-

ity support tools (CST) that make them useful to domain experts who need to

share out data?

2. AI: What are the properties of programming systems, domain-specific languages,

and knowledge representations that make them useful to domain experts who need

to reason over data?

3. CSCW: How are experts’ tools and systems shaped by power, resources, and

agendas within an organization? Where do language-boundaries become reified

into tool-boundaries?

Alas, the properties of software instruments themselves cannot be readily for-
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malized and decomposed into simpler parts. After all, any practice involving a software

instrument is an enactive loop: to cut the loop is to destroy its unique properties. Con-

sidering that all of the really interesting problems with data are also wicked problems,

I must admit that software instruments are not one-shot interventions. Rather, the

process of creating a software instrument is the means by which wicked problems are

identified, stakeholders are brought into conversations with each other, and the possi-

bility of solving non-wicked sub-problems is realized.

Thus, I must modify the question in order to answer it. Which processes of

producing and evaluating software instruments are themselves supporting communica-

tion and reasoning? In the following sections, we will assess the impacts of visualization

prototyping on communication needs, and the impacts of reasoning needs on inter-

face design. Ultimately, we will construct a history of critical technical practice as a

counter-movement to systems thinking, deeply sensitive to the challenges of commu-

nication across collaborating domains in both professional organizations and personal

artistic practices.

6.1 Communication: From Systems to Theory

We saw in Ch.3 that boundary objects are ubiquitous in visualization design

studies, both as inputs to an iterative prototyping process, and as the intermediate

results of wireframing and implementation. Threats at all four levels of Munzner’s

nested model (i.e. distinct levels of abstraction) can be addressed by different boundary

objects within this process. Through creating MarsIPAN, we observed that experts

themselves reason over multiple levels of abstraction simultaneously, and use this fluency
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to fully exploit software instruments in communicating with many possible audiences.

Ch.3 is itself an example of new theory emerging from practice, specifically

from conversations about MarsIPAN and its role as a boundary object; but also, the

role of intermediate prototypes created during the design study process as boundary

objects. We draw on design theory to re-establish that a piece of visualization software

is not a one-off intervention that solves a communication problem. Rather, the process

of working with a team for many months to produce the visualization software is itself

the intervention.

Each of my systems is an example of a software instrument. The notion of

artifact and brushes I used was broad enough to encompass these widely separated

applications. We can now describe each system in terms of paper tools and boundary

objects.

6.2 Reasoning: From Theory to Systems

We saw in the case studies (Ch.4 and Ch.5) that domain knowledge is central

to the implementation of intelligent user interfaces. To solicit domain knowledge is a

critical step in visualization design studies, either in the form of datasets, interviews, or

ideally both. From this perspective, intelligent user interfaces and programming systems

exist on a spectrum. In particular, we demonstrated with DendryScope that narrative

designers can readily adopt static analysis of their own codebases by exploiting our

direct manipulation interface.

With the aim of developing software instruments as a theory, I pursued these

projects in order to work closely with domain experts from different areas who would use
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these particular instruments. The axes of scientist–artist and of institution–individual

form the opposite poles on which MarsIPAN and DendryScope, respectively, sit: Mar-

sIPAN serves the institutional scientist, and DendryScope serves the individual artist.

Software instruments are tools for collaborating with systems; they are not

tools for letting systems make decisions instead of experts. After all, experts wouldn’t

need a visual analytics tool if they weren’t going to verify the decisions. In practice,

we see that every domain has contextual information that leaks out of the systemic

representation, and it is vital to take up a theory of software instruments in order to

mediate between sophisticated technical reasoning and the actual needs of stakeholders.

6.2.1 Case Studies

DendryScope is a static analysis tool in the domain of narrative design, with

a direct manipulation interface inspired by the story volume as a ‘paper tool’. Story

volumes are the paper tool of DendryScope, and we claim that narrative designers

intuitively reason about story volumes as a range of narrative possibilities. However,

digital authoring tools often fail to represent the story volume, because it must be

constructed using automated playtesting techniques, which are quite complex. For

example, DendryScope does not perform psychological modeling of players, but only

describes sequences of events – mere playtraces, – which a skilled narrative designer can

proceed to interpret as different player experiences.

MarsIPAN is a schedule for building algorithmic trust, adapting a prior paper

tool in operations planning. Its operational logics center upon the decisional cycles

produced by an optimal pass-allocation algorithm, and the sensitivity analysis of that
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allocation algorithm. MarsIPAN will ideally save experts from doing 300 days of work

out of a 320 day schedule, but it is not and cannot be a faithful representation of the

entire design space with its myriad contingencies.

Both MarsIPAN and DendryScope represent the design space of possible ar-

tifacts, and equip that space with brushes associated with particular design moves

through suitably spatialized operational logics. In these examples, the design space is

either the set of (tentatively) optimal pass allocations associated with each operational

scenario considered by Mars Sample Return (MSR), or a set of possible playtraces of a

given quality-based narrative (QBN). The software instrument always acts as a map of

the design space, and points in the design space – artifacts, – are model representations

of the world. An instrument serves to inform the expert of the necessary limitations

of both maps: the design space is bounded, after all, just as the artifact is like a box

drawn around part of the world, an atomized representation.

6.2.2 Future Work

Here are a few concrete next steps that we were not able to address within the

scope of either the MarsIPAN or DendryScope design studies. These projects represent

foreseeable research trajectories minus external inputs. Even so, they take on a variety

of different forms.

1. Developing bespoke exploratory programming support tools for languages of be-

havior. These arise in domains such as aerospace operations with semi-autonomous

craft, and in narrative design for dramatic social simulations. This work would

characterize the tradespace of IDEs for domain-specific languages, contributing to
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human-centered programming languages research.

2. Surveying existing widgets for media creation in in IDEs. These instruments

appear in creativity support tools tailored to domains such as videogame devel-

opment, music production, and even science mission operations. This work would

serve to clarify the goals of generative methods, and characterize practical domain-

specific pipelines currently overlooked in the broader literature, contributing to

games AI.

3. Teaching tools for interactive digital narrative, including QBN as a writing strat-

egy. This might entail developing a full Dendry IDE based on the existing Boro-

gove web editor, and exposing students to the DendryScope skein as a debugging

aid. A round of design prototyping should first be conducted with students on

automated playtesting for IDN, to understand their needs as non-experts.

6.3 A history of software instruments

This section returns to the question of why AI, HCI, and CSCW are different

fields at all. If intelligent user interfaces are an object of study common to all three,

then how have their values diverged so wildly, to the point that two research articles on

the same software system can turn out mutually unintelligible?

The answer, as ever, lies in historical contingency. The rise of AI as a distinct

field came in the context of Cold War-era research programs dedicated to computing

technologies, which went on to disrupt practically every process in information work.
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6.3.1 The Triumph of Systems Thinking

I embarked on the work of my dissertation with the conviction that systems

thinking would be of use to all of my collaborators — surely they just lacked access

to tangible models! I am not the only person who has thought along these lines, as

the tech-industry blend of interface designers and software developers has given rise

to many makers of explorable explanations, including Bret Victor and Nicky Case.

Members of this informal community have all encountered the challenges of engaging

in critical technical practice, as identified by Phillip Agre [2], which lie just beyond the

implementation work.

I fortunately found opportunities to work with teams of aerospace professionals

and with independent narrative designers. I sat down to write those tangible models in

the exploratory notebook, and I learned to prototype rapidly in order to ask questions

often. I learned that understanding the nuances of the model as the expert understood

it – regardless of whether they complimented the software, – both required and enabled

me to perform interviews with real depth, as demonstrated in Ch.4 and Ch.5.

In other words, the problems these experts had were not reasoning problems.

They were perfectly capable of making their models tangible to themselves, after all.

And I was eager to acquire their modes of systems thinking, which were not the same

as mine, and indeed not the same as their colleagues’. So there was the real problem:

not every collaborator came to the problem well-equipped to reason about the expert’s

model, through no fault of their own. If only the model were communicated better to

them! If only they had gotten to consume the interviews compiled by my team.
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6.3.2 The Tragedy of Systems Thinking

In the aerospace domain, my team pulled large amounts of domain knowledge

from teams with different responsibilities, and mediated between the efforts of these

teams to push the visualization scope in different directions. In the narrative domain,

my team employed the story volume as a lens to unify the interviews with independent

practitioners, who each used their own terms. In other words, to code all of these

interviews, I employed both sides of constructive grounded theory : both gathering data

from our experts as it was presented to us, and also imposing structure on that data

through reflection and the literature. Neither the experts’ chosen ontologies nor their

practical needs can be fully understood without the other.

According to Phoebe Sengers’ thesis Anti-Boxology [114], based on her own

work designing sets of social behaviors for intelligent agents, atomization simultaneously

allows intelligent behaviors to be defined, and yet cannot by any known algorithm

be integrated into intentional behavior. In the workplace, any team of experts must

always negotiate which ‘boxes’ really suit their (visualization) problem – that is, which

model, which fact, or which practice is called upon; and therefore, which context and

assumptions must be negotiated with other teams.

Star characterizes failures of such negotiations as ‘anomalies’ in the work-

place [72]: for example, she once observed a software engineering team and their scien-

tist collaborators caught in a cycle of failed communication. Curiously, neither party

knew that their meaning was not understood, which I must imagine came about because

the engineers spoke about data (as in, bytes of memory) and the scientists spoke about

data (as in, worms on a slide).
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Star’s theory of boundary objects is precisely tailored to understanding, for

example, paper tools in the workplace; and beyond these, it implies a gap filled in, I

propose, by software instruments. Yet while Star’s work has been taken up by managers

and by designers alike, it is not widely known inside of AI. Why is that?

6.3.3 What Comes Next

My critical technical practice of data visualization produced software instru-

ments; just as Phoebe Sengers’ critical technical practice of cultural studies produced

Anti-Boxology. According to Philip Agre’s definition of critical technical practice [2],

these methods challenge the standard methods of AI, which we may now observe as

systems thinking in the world at large. Agre identifies four obstacles in the AI literature

to the establishment of these alternative languages; historically, they have split off into

formative pieces of CSCW and design theory, without seeing re-incorporation into AI.

• Given an extensive set of assumptions underlying existing practices, involving

genre conventions and semi-technical metaphors, it is difficult to become aware of

these premises.

• Given an alternative premises, it is difficult to produce a novel technical system

or method.

• Given a novel alternative method, it is difficult to prevent the boundaries of the

existing technical system from elastically growing to encompass it.

• Given a novel alternative language, it is difficult to apply this language to real

problems without incorporating several interlocking methods, which may distort
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the novel method back toward the traditional language.

In this work, I have identified expert interviews, workshops, and reading groups

as approaches to noticing and establishing alternative premises. I have employed ex-

ploratory visualization notebooks (in particular) and intelligent user interface prototyp-

ing (in general) as novel alternative methods, falling within the toolbox of visualization

design studies. And from design studies come the HCI methods of evaluation based

on users’ different roles and expectations, in direct contrast to endogenous strategies of

evaluation like benchmarking and expressive range analysis.

I am not claiming that it is better to think about roles and communication

than to think about systems and reasoning. Actually, it is impossible to walk around

the enactive loop to view it from the other side without employing both. And without

both perspectives, it is impossible to identify systems where atomization has failed, or

a wicked problem has gone unaddressed — in other words, where the boundary object

has gone missing.

Software instruments are a step toward a terminology of critical technical prac-

tices and computational media in general. We need such a terminology in order to advo-

cate for synthesis between AI, HCI, and CSCW ways of seeing the world and addressing

the needs of our expert collaborators. Let me define successful advocacy as access to the

necessary institutional resources. The designer who secures experts for interviews does

not have to be the software developer who creates the prototype instrument. But what

if the developer needs IRB approval for a hyper-local study? What if the designer needs

to deploy their lightweight prototype on a server? If these domains have collapsed into

each other, then let them be known as computational media, as human-data interaction,
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and as visualization. These are the living traditions that enable us to bring folks into

the work.
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