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Abstract

The Importance of Eigenstructure in High-dimensional Statistics: Examples from

Overparameterized Machine Learning and Graphical Models

by

Ke Wang

Modern data sets are large and complicated. The demand for understanding the

nature of such big data has motivated the development of high-dimensional statistics.

Understanding covariance matrices and their eigenstructure plays a central role in high-

dimensional statistics. In this thesis, we examine the critical role of the eigenstructure

of data covariance matrices in two popular high-dimensional problems. Understanding

the covariance matrices and their eigenstructure is essential for both problems. First, we

focus on overparameterized machine learning. This line of research is motivated by the

empirical observation that deep neural networks can generalize well despite learning a

number of parameters that far exceeds the size of the training set. Our work contributes

to this field by proving that analogous behaviors can be observed in simpler, binary and

multiclass linear classification models. We show the equivalence between support-vector

machines (SVM) and the interpolating classifiers. We derive generalization bounds and

characterize the role of regularization in the overparameterized regime. Our bounds reveal

that the feature covariance matrix plays a central role in guaranteeing good generaliza-

tion under overparameterization. Specifically, our analysis is the first to demonstrate this

for multiclass rather than binary classification. The second topic is Gaussian graphical

models (GGM). GGM are widely used to estimate network structures in several appli-

cations. Specifically, estimating graph structures accurately is challenging when latent

confounders exist. In this work, we theoretically compare two commonly used methods

vi



that can remove latent confounders when estimating GGM. The theory depends heavily

on the analysis on feature covariance matrices and their inverse. Our results reveal that

the eigenstructure of feature covariance matrices is crucial to determine the performance

of different methods. Based on the theory, we propose a new method that combines the

strengths of previous approaches. We demonstrate the effectiveness of our methodology

with simulations in two real-world applications.
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Chapter 1

Introduction

Many of the data sets arising in modern applications are very large, often with the fea-

ture dimension of the same order, or even larger than the sample size. The demand for

understanding the nature of big data inspires the development of high-dimensional statis-

tics. With techniques in high-dimensional statistics, we can theoretically characterize the

performances of different machine learning and statistical estimation methods.

In high-dimensional statistics, analyzing covariance matrices is a very important and

challenging topic. Covariance is the second-moment and characterizes linear relation-

ships between the features. Specifically, let n be the number of observations, p be the

number of features and matrix X ∈ Rn×p be the data matrix of features, the sample

covariance matrix is defined as (1/n)XTX. The terms XTX, XXT and their inverse

appear in many machine learning and statistics problems. However, analyzing these

terms can be challenging. The first challenge is due to the high dimensionality. When

p > n, the sample covariance might not be a consistent estimator for the population

covariance. More involved analysis is needed to understand the behavior of covariance

matrices under high-dimensionality [163, Chapters 1 and 6]. The second challenge comes

from the data distributions. In many analyses, the underlying distribution of data is
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Introduction Chapter 1

assumed to be multivariate Gaussian with zero mean. In many applications, however, it

is more appropriate to use more complicated distributions and the data matrix X thus

has a more complex form. For instance, in binary classification under Gaussian mixture

models (GMM), the data distribution has a non-zero mean and thus the feature matrix

X becomes

X = yηT +Q, (1.1)

where η is the mean vector, y is the label vector and the noise matrix Q ∈ Rn×p has

independent zero-mean Gaussian rows. In multiclass classification under GMM with k

classes, the feature matrix X includes more components:

X =
k∑
j=1

vjµ
T
j +Q, (1.2)

where µj’s are mean vectors, vj are label vectors and again the noise matrix Q ∈ Rn×p

has independent independent zero-mean Gaussian rows. In estimation Gaussian graphical

models, if latent confounders exist, then one way to write the observed data matrix is

X = X true +AZ, (1.3)

where X true is the uncorrupted data matrix and AZ reflects the effect of latent con-

founding. Characterizing covariance matrices in these examples is challenging due to the

extra components in data matrices, e.g., the mean vectors in (1.1) and (1.2) and the

latent confounders in (1.3).

In this work, we focus on two important machine learning problems. Understanding

the covariance matrices of feature matrix X and their eigenstructure is essential to both.

2
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The first topic is overparameterized machine learning. The motivation of this line of

research is to understand some surprising phenomenon observed in highly overparame-

terized problems, i.e., deep neural networks can still generalize well despite being highly

overparameterized and being trained without explicit regularization [59, 169]. This cu-

rious phenomenon has inspired extensive research activity in establishing its statistical

principles: Under what conditions is it observed? How do these depend on the data

and on the training algorithm? When does regularization benefit generalization? While

such questions remain wide open for deep neural nets, recent works have attempted gain-

ing insights by studying simpler, often linear, models. We contribute to this growing

line of work by examining linear classification. We study both binary and multiclass

classification under Gaussian mixture models. The data matrix follows (1.1) in binary

classification and follows (1.2) for the multiclass case. We will see in Chapters 2 and 3

that upper/lower bounding quadratic forms involving (XXT )−1 plays central roles for

these problems. One of our main contributions is to propose new methods that can ef-

fectively bound quadratic forms involving (XXT )−1 even if the data matrix X includes

mean and label vectors. Our results reveal that the bounds and conditions in these sec-

tions depend heavily on the eigenstructure of the covariance matrices of feature matrix

X.

The second topic is estimating Gaussian graphical models. Gaussian Graphical mod-

els are widely used to estimate network structure in domains ranging from biology to

finance and one way to estimate the graph is to learn the inverse covariance matrix

(XTX)−1 [92]. In practice, data is often corrupted by latent confounders which biases

inference of the underlying true graphical structure. When latent confounders exist, the

data matrix becomes (1.3). In our work, we theoretically understand (XTX)−1 when X

follows (1.3). Again, our theory shows the central role of eigenstructure of the covariance

matrices of the data matrix. Based on our findings, we propose new methods that can

3



Introduction Chapter 1

effectively remove the latent confounders. More details are introduced in Chapter 4.

We now provide a brief summary for each chapter.

1. Chapter 2.

We study binary classification in the overparameterized regime under a generative

Gaussian mixture model in which the feature vectors take the form x = ±η + q,

where for a mean vector η and feature noise q ∼ N (0,Σ). Motivated by recent

results on the implicit bias of gradient descent, we study both max-margin SVM

classifiers (corresponding to logistic loss) and min-norm interpolating classifiers

(corresponding to least-squares loss). First, we leverage an idea introduced in [120]

to relate the SVM solution to the min-norm interpolating solution. Second, we

derive novel non-asymptotic bounds on the classification error of the latter. Com-

bining the two, we present novel sufficient conditions on the covariance spectrum

and on the signal-to-noise ratio (SNR) SNR =
∥η∥42
ηTΣη

under which interpolating

estimators achieve asymptotically optimal performance as overparameterization in-

creases. Interestingly, our results extend to a noisy model with constant probability

noise flips. Contrary to previously studied discriminative data models, our results

emphasize the crucial role of the SNR and its interplay with the data covariance.

Finally, via a combination of analytical arguments and numerical demonstrations

we identify conditions under which the interpolating estimator performs better than

corresponding regularized estimates.

2. Chapter 3.

Many modern machine learning applications operates in the multiclass setting.

Motivated by this, we study benign overfitting in multiclass linear classification.

Specifically, we consider the following training algorithms on separable data: (i)

empirical risk minimization (ERM) with cross-entropy loss, which converges to the

4
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multiclass support vector machine (SVM) solution; (ii) ERM with least-squares loss,

which converges to the min-norm interpolating (MNI) solution; and, (iii) the one-

vs-all SVM classifier. First, we provide a simple sufficient deterministic condition

under which all three algorithms lead to classifiers that interpolate the training data

and have equal accuracy. When the data is generated from Gaussian mixtures, this

condition holds under high enough effective overparameterization. We also show

that this sufficient condition is satisfied under “neural collapse”, a phenomenon that

is observed in training deep neural networks. Second, we derive novel bounds on the

accuracy of the MNI classifier, thereby showing that all three training algorithms

lead to benign overfitting under sufficient overparameterization. Ultimately, our

analysis shows that good generalization is possible for SVM solutions beyond the

realm in which typical margin-based bounds apply.

3. Chapter 4.

In Chapter 4, we focus on estimating Gaussian graphical models (GMM) with latent

confounders. We compare and contrast two strategies for inference in graphical

models with latent confounders: Gaussian graphical models with latent variables

(LVGGM) and PCA-based removal of confounding (PCA+GGM). While these two

approaches have similar goals, they are motivated by different assumptions about

confounding. In this work, we explore the connection between these two approaches

and propose a new method, which combines the strengths of these two approaches.

We prove the consistency and convergence rate for the PCA-based method and use

these results to provide guidance about when to use each method. We demonstrate

the effectiveness of our methodology using both simulations and two real-world

applications.

5



Chapter 2

Benign overfitting in binary

classification

2.1 Introduction

2.1.1 Motivation

Deep-learning models are increasingly more complex. They are designed with a huge

number of parameters that far exceed the size of typical training data sets and training

is often completed without any explicit regularization [89, 117, 132, 59]. As a con-

sequence, after training, the models perfectly fit (or, so called interpolate) the data.

Classical statistical wisdom suggests that such interpolating models overfit and as such

they generalize poorly, e.g. [64]. But, the reality of modern deep-learning practice is very

different: such overparameterized learning architectures achieve state-of-the-art general-

ization performance despite interpolating the data [169, 11, 121]. Interestingly, similar

empirical findings, albeit in much simpler learning settings have been recorded in the

literature even before the era of deep learning [158, 122, 43]; see discussion in [104].

6
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Empirical observations like these raise a series of important questions [43, 169, 11, 13]:

Why and when are larger models better? What is the role of the training algorithm in

this process? Can infinite overparameterization result in better generalization than any

finite number of parameters or even training with explicit regularization? Answering

these questions is considered one of the main challenges in modern learning theory and

has attracted significant research attention over the past couple of years or so, e.g.,

[11, 12, 110, 65, 100, 101, 39, 6, 119, 167, 32].

Among the earliest attempts towards analytically investigating the question “why do

overparameterized models generalize well?” focused on linear-regression including both

asymptotic and non-asymptotic analyses [65, 15, 118, 157]. While certainly a simplified

model, this is a natural first step towards gaining insights about more complex models.

Closest to our work, [10] derived non-asymptotic bounds on the squared prediction risk

of the min-norm linear interpolator for a linear regression model with additive Gaussian

noise and (sub)-Gaussian covariates. They subsequently used these bounds and identified

conditions on the spectrum of the data covariance such that the risk asymptotically

approaches the optimal Bayes error despite perfectly fitting to noisy data. This behavior

was termed “benign overfitting” in their paper and the terminology has already been

widely adapted in the literature.

A step further in the direction of understanding generalization in overparameterized

regimes is the study of linear classification models, since arguably most deep learning

success stories apply to classification settings. Classification is not only more relevant,

but also typically harder to analyze. The challenge is that even in linear settings, the

solution to logistic loss minimization is not given in closed form. This is to be contrasted

to the solution to least-squares minimization typically used in regression (e.g. [10, 65]).

As such, central questions have remained largely unexplored until very recently.

[149, 142, 116, 39, 84, 114, 80, 143] study overparaterized binary linear classification

7
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in the proportional asymptotic regme, where the size n of the training set and the size p of

the parameter vector grow large at a fixed rate. These works overcome the aforementioned

challenge by relying on powerful tools from modern high-dimensional statistics [148,

153, 154] and yield asymptotic error predictions that are sharp, but remain limited to

the proportional regime and are expressed in terms of complicated—and often hard to

interpret and evaluate—systems of nonlinear equations.

A different approach, resulting in more general non-asymptotic, albeit non-sharp,

bounds was initiated by [119] who studied a ’Signed’ classification model with Gaussian

features. Their key observation, that drives their analysis, is that the max-margin clas-

sifier linearly interpolates the data given sufficient overparameterization. This allowed

the authors to establish a tight link between the (hard to directly analyze) SVM and

the (amenable to analysis) LS solutions. In turn, this resulted in identifying sufficient

conditions on the covariance spectrum needed for benign overfitting. While this paper

was being prepared, a follow-up work [72] has extended their analysis to binary classifi-

cation under generalized linear models (including the ‘Signed’ model as a special case)

and to subGaussian/Haar-distributed features. Motivated by these works, we investigate

the following related open questions: Does the max-margin classifier interpolate data

that are generated from generative (rather than discriminative) models? If so, under

what conditions? How do optimally tuned regularized estimators compare to interpolating

classifiers? Are there settings in which the latter perform better? How does label noise

affect any interpolating properties of the max-margin classifier? What does this imply for

benign overfitting?

8
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2.1.2 Contributions and novelty

We answer the questions above by focusing on the popular Gaussian mixture model

(GMM). Unlike discriminative classification models, the GMM specifies the feature con-

ditional distribution x|y, setting it to be a multivariate Gaussian that is centered around

a mean vector yη (of their respective class y = ±1) and has covariance matrix Σ (Sec-

tion 2.2 for details). We outline our contributions below and then highlight the novelties

compared to prior work.

(i) Abundance of support vectors (Section 2.3): We show for the first time that the

max-margin classifier linearly interpolates GMM data given sufficient overparameteriza-

tion. Notably, our analytic sufficient conditions for this to happen involve not only the

covariance spectrum, but also the problem’s signal-to-noise-ratio (SNR), which we define

as SNR = ∥η∥42/ηTΣη. Thus, we uncover a key difference compared to discriminative data

(e.g. Signed model [119, 72]). We complement our sufficient conditions with numerical

results that suggest their tightness.

(ii) Non-asymptotic bounds for min-norm estimators (Section 2.4): We derive novel

non-asymptotic error bounds for the min-norm linear interpolator. Our bounds explicitly

capture the effect of the overparameterization ratio, of the covariance spectrum and of

the SNR.

(iii) Interpolators’ risk under high overparameterization (Section 2.5): Combining our

findings above, we derive sufficient conditions on the spectrum of Σ and on the SNR that

guarantee both the SVM and the LS solutions (a) perfectly interpolate the data, and, (b)

achieve asymptotically optimal risk as overparameterization increases. Our conditions

improve upon the state of the art [31] in the noiseless case (see discussion below).

(iv) The effect of regularization (Section 2.6): We study the effect of ridge-regularization

on the risk. Interestingly, we identify regimes that the interpolating estimator (corre-

9
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sponding to zero regularization) outperforms regularized estimates in the overparameter-

ized regime.

(v) Interpolation and benign overfitting in noisy models (Section 2.7): We extend our

findings to a noisy isotropic Gaussian mixture model, where labels are corrupted with

constant probability. First, we find that the favorable interpolating property of SVM

continues to hold, but under stronger conditions due to the label corruptions. Second, in

the regime of interpolation, we upper bound the risk of the minimum-norm interpolator

and use this result to identify regimes of benign overfitting, i.e. regimes where the SVM

risk asymptotically approaches the Bayes risk despite perfectly fitting the data.

On the technical front, while our analysis uses tools similar to those in [10, 119], there

are key differences in the GMM, which further complicate the analysis and impose new

challenges. This can be illustrated at a high-level as described below (see also Section

2.8). We will show that at the heart of our analysis lies the challenge of upper/lower-

bounding quadratic forms such as yT (XX)−1y, where y is the label vector and X is

the feature matrix of the training set. Under the GMM, and unlike in linear regression

and discriminative classification models, the matrix X “includes” both the label vector

y and the mean vector η. Hence, considering y and X separately as in [10, 119] leads to

sub-optimal bounds. Instead, we first show that it is possible to decompose the original

quadratic form of interest into several more primitive quadratic forms on inverse-Wishart

matrices (rather than on the original Gram matrix). This decomposition is central to

our proof technique, but the technical challenge remains because: (a) the decomposition

involves the new quadratic forms in a convoluted way requiring us to establish both

lower and upper bounds for each one of them and then combine them carefully, and, (b)

while more primitive, the desired bounds for the new quadratic forms do not follow from

previous works. Besides, as mentioned above, a particular distinguishing feature of GMM

10
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compared to previous works is that in the process of doing the above we need to carefully

capture the impact of not only the covariance spectrum, but also of the model’s SNR.

Compared to previous works, we also complement our analysis with numerical results

validating the tightness of our findings. Also, we study the effect of regularization and

identify regimes in which interpolating estimators have optimal performance. Compared

to [119, 72] we also extend our results to a noisy model with constant probability label

corruptions.

The most closely related work in terms of problem setting and results is the recent

paper by [31], which thus deserves its own discussion. [31] are the first to derive non-

asymptotic risk bounds for overparameterized binary mixture models and use them to

characterize benign-overfitting conditions. Notably, their bounds hold for sub-Gaussian

features and for an adversarial noisy model that is more general than ours. On the other

hand, in the special case of GMM, our results improve upon theirs as follows. In the

noiseless case, we significantly relax the conditions under which interpolating estimators

asymptotically attain Bayes optimal performance with increasing overparameterization.

Also, our risk bounds capture the key role of the covariance structure unlike theirs. In

the noisy case, our benign overfitting conditions are the same, but our risk bounds on the

min-norm interpolator hold under relaxed scaling assumptions. It is worth mentioning

that our proof strategy towards upper bounding the risk of SVM is also entirely different

compared to [31]. In comparison to [31], we are also the first to establish interpolating

conditions for the SVM solution under GMM data. Finally, our risk bounds also hold

for regularized least-squares.

A more elaborate discussion on the above closely related works, as well as, a compar-

ison to classical margin-based bounds is deferred to Section 2.9 due to space limitations.

The Appendix includes detailed proofs of all our results.

Notation. For a vector v ∈ Rp , let ∥v∥2 =
√∑p

i=1 v
2
i , ∥v∥1 =

∑p
i=1 |vi|, ∥v∥−1 =

11
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∑p
i=2 |vi|, ∥v∥∞ = maxi{|vi|} and ei denotes the i-th standard basis vector. For a

matrix M , ∥M∥2 denotes its operator norm. [n] denotes the set {1, 2, ..., n}. We also

use standard “Big O” notations Θ(·), ω(·), e.g., see [34, Chapter 3]. Finally, we write

N (µ,Σ) for the (multivariate) Gaussian distribution of mean µ and covariance matrix

Σ, and, Q(x) = P(Z > x), Z ∼ N (0, 1) for the Q-function of a standard normal.

Throughout, ‘constants’ refer to numbers that do not depend on the problem dimensions

n or p.

2.2 Learning model

2.2.1 Data model

Consider the following supervised binary classification problem under a Gaussian

mixtures model (GMM). Let x ∈ Rp denote the feature vector and y ∈ {−1,+1} its class

label. The class label y takes one of the values {±1} with probabilities π±1 such that

π+1 + π−1 = 1. The class-conditional probability p(x|y) follows Gaussian distribution.

Specifically, conditional on y = ±1, the feature vector x is a Gaussian vector with mean

vector ±η ∈ Rp and an invertible covariance matrix Σ. Summarizing, the data pair

(x, y) is generated such that

y =


1, w.p. π+1

−1, w.p. 1− π+1

and x|y ∼ N (yη,Σ). (2.1)

We denote the eigenvalues of Σ by λ := [λ1, · · · , λp], with λ1 ≥ λ2 ≥ · · · ≥ λp, and

write the eigendecomposition of Σ as Σ =
∑p

i=1 λiviv
T
i = V ΛV T , where Λ is a diagonal

matrix whose diagonal elements are eigenvalues of Σ and the columns of matrix V are

eigenvectors of Σ. Using the eigenvecotrs of Σ as a basis, the mean vector η can be

12
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expressed as η = V β, where β ∈ Rp. Note that ∥η∥2 = ∥β∥2.

Consider training set {(xi, yi)}ni=1 composed of n IID data pairs generated according

to the GMM in (2.1). Let X = [x1,x2, · · · ,xn]T ∈ Rn×p denote the feature matrix and

y = [y1, · · · , yn]T denote the class-label vector. Following (2.1), the data matrix X can

be expressed as follows for a “noise matrix” Q ∈ Rn×p with independent N (0,Σ) rows,

X = yηT +Q.

Data covariance structure

One of our contributions is demonstrating how the classification performance on data

from the GMM depends crucially on the structure of the data covariance. To explic-

itly capture this dependency, we consider two ensembles for the spectrum of the data

covariance Σ.

Definition 2.2.1 (Balanced ensemble). No eigenvalues of Σ are significantly larger than

others. Specifically, there exists a constant b > 1 such that

bnλ1 ≤ ∥λ∥−1, (2.2)

where ∥λ∥−1 =
∑p

i=2 λi. An example of special interest is the isotropic case Σ = I with

sufficient overparameterization, i.e., p > Cn, for some constant C > 1.

Definition 2.2.2 (Bi-level ensemble). One eigenvalue of Σ is much larger than others.

Specifically, there exist constants b1, b2 > 1 such that

b1nλ1 ≥ ∥λ∥−1 and b2nλ2 ≤
p∑
i=3

λi. (2.3)

The different nature of the two models leads to different conclusions on how the co-

13
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variance structure affects our key results on abundance of support vectors and benign

overfitting. Similar data covariance structures were considered in [119], but for the dis-

criminative model yi = Sign(xT
i η), i ∈ [n] with features xi ∼ N (0,Σ). The two ensembles

above are also related to the notions of effective ranks introduced by [10] in the study of

benign overfitting for linear regression (see Section 2.9.2 for details).

Key summary quantities

As mentioned, our results naturally depend on the spectrum of Σ. Specifically, we

will identify ∥λ∥1 and ∥λ∥2 as two key relevant summary quantities. But as hinted by

(2.1) the data covariance Σ is expected to interplay with the mean vector η in the results.

We will show that this interplay is captured by the the signal strength in the direction of

Σ, which we denote

σ2 := ∥η∥2Σ := ηTΣη = βTΛβ.

Finally, the signal strength ∥η∥2 will also be important. Note that the two quantities σ2

and ∥η∥2 define a natural notion of signal-to-noise ratio (SNR) for the GMM. To better

see this, take inner products of both sides of (2.1) with η to express the label-feature

relation as x = yη + q =⇒ y = ηTx
∥η∥22
− ηT q

∥η∥22
, where q ∼ N(0,Σ). Then, following the

standard definition in random-design regression and noting that Var(ηTx)
Var(ηTq)

=
c∥η∥42+ηTΣη

ηTΣη
=

c∥η∥42
ηTΣη

+ 1, for 0 ≤ c ≤ 1 depending on π+1, we let SNR :=
∥η∥42
ηTΣη

=
∥β∥42
βTΛβ

; Lemma 1

bounds the classification error in terms of the same quantity, which further validates its

role as the SNR.

2.2.2 Training algorithm

Given access to the training set, we train a linear classifier η̂ by minimizing the

empirical risk R̂emp(w) := 1
n

∑n
i=1 ℓ(yi ·wTxi), where the loss function ℓ is chosen as: (i)

14
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Least-squares (LS): ℓ(t) = (1− t)2, or, (ii) Logistic: ℓ(t) = log (1 + e−t). Throughout, we

focus on the overparameterized regime p > n. As is common, we run gradient descent

(GD) on the empirical risk. The following results characterizing the implicit bias of GD

for the square and logistic losses in the overparameterized regime are well-known. For

one, when data can be linearly interpolated (i.e., ∃β ∈ Rp such that yi = xTi β, ∀i ∈ [n]),

then GD on square loss with sufficiently small step size converges (as the number of

iterations grow to infinity) to the solution of min-norm interpolation, e.g. [65]:

η̂LS = argmin
w
∥w∥2 subject to yi = wTxi,∀i ∈ [n]. (2.4)

Second, when data are linearly separable (i.e., ∃β ∈ Rp such that yi(x
T
i β) ≥ 1, ∀i ∈ [n]),

then the normalized iterates of GD on logistic loss converge in direction 1 to the solution

of hard-margin SVM [146, 77] (see also [138] for earlier similar results):

η̂SVM = argmin
w
∥w∥2 subject to yiw

Txi ≥ 1,∀i ∈ [n]. (2.5)

Now, specializing to data from the GMM, it can be shown that when p > n+2, then

the data can be linearly interpolated with high probability (whp.). In turn, this easily

implies that data are also linearly separable. See Appendix A.9 for a formal statement

and proof of these claims. Combining those, in the overparameterized regime, whp., GD

on data from the GMM converges to either (2.4) or (2.5) for a square and logistic loss,

respectively.

The behavior above holds when no explicit regularization is used. To see the role of

1Precisely, convergence is in the sense of the normalized GD iterations ηt, i.e. ∥ ηt

∥ηt∥2
− η̂SVM

∥η̂t
SVM∥2

∥2 t→∞→
0.

15
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regularization, we also consider the ridge estimator given by

η̂τ = argmin
w
{∥y −Xw∥22 + τ∥w∥22} = XT (XXT + τI)−1y. (2.6)

Note that η̂LS can be obtained from (2.6) by setting τ = 0 (XXT is non-singular whp.

for p > n, e.g., [162]).

Henceforth, we focus on the classifiers in (2.5), (2.4), (2.6). With some abuse of

terminology, we often refer to the minimum-norm interpolator in (2.4) as LS solution for

brevity.

2.2.3 Classification error

For a new sample (x, y), the classifier η̂ classifies x as ŷ = sign(η̂Tx). Then, the

classification error is measured by the expected 0-1 loss risk

R(η̂) = E[I(ŷ ̸= y)] = P(η̂T (yx) < 0), (2.7)

where the expectation is over the distribution of (x, y) generated as in (2.1). The following

simple lemma gives an upper bound on R(η̂).

Lemma 1. Under the Gaussian-mixtures model, the classification error of a classifier η̂

satisfies, R(η̂) = Q( η̂Tη√
η̂TΣη̂

). In particular, if η̂Tη > 0, then R(η̂) ≤ exp
(
− (η̂Tη)2

2η̂TΣη̂

)
.

Proof. For a new draw x, y, using x = yη + Σ1/2z, z ∼ N (0, I) and symmetry of the

Gaussian distribution, it can be easily checked that R(η̂) = P(η̂T (yq) < −η̂Tη) =

P(Σ1/2η̂Tz > η̂Tη). Now, Σ1/2η̂Tz is a zero-mean Gaussian random variable with

variance η̂TΣη̂. Thus, the advertised bounds follow directly: the first, by definition of

the Q-function, and, the second, by the Chernoff bound for the Q-function, e.g., [163,

Ch. 2].

16



Benign overfitting in binary classification Chapter 2

Thanks to the lemma above, our goal of upper bounding the classification error,

reduces to that of lower bounding the ratio (η̂Tη)2

2η̂TΣη̂
. We do this in Section 2.4 for the

classifiers η̂τ and η̂LS. In large, this is possible because these estimators can be con-

veniently written in closed forms (see (2.6)). In contrast, the SVM solution cannot be

expressed in closed form. To get around this challenge, Section 2.3 establishes sufficient

conditions under which the SVM-solution η̂SVM linearly interpolates the data, thus, it

coincides with the LS solution.

2.3 Link between SVM and linear-interpolation

This section establishes a link between the SVM solution in (2.5) and the LS solution

in (2.4) for general Σ. Specifically, Theorem 1 below identifies sufficient conditions under

which all training data points become support vectors, i.e., η̂SVM linearly interpolates

the data: xTi η̂SVM = yi, ∀i ∈ [n].

Theorem 1. Assume n training samples following the GMM defined in Section 2.2.

There exist constants C1, C2 > 1 such that, if the following conditions on the eigenvalues

of Σ and on the signal strength in the direction of Σ defined as σ2 ∆
=
∑p

i=1 λiβ
2
i hold:

∥λ∥1 > 72
(
∥λ∥2 · n

√
log n+ ∥λ∥∞ · n

√
n log n+ 1

)
, (2.8)

∥λ∥1 > C1n
√

log(2n)σ, (2.9)

then, the SVM-solution η̂SVM satisfies the linear interpolation constraint in (2.4) with

probability at least (1− C2

n
).

For the isotropic case, condition (2.8) can be sharpened as shown in the following

theorem.
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Theorem 2. Assume n training samples following the GMM with Σ = I. There exist

constants C1, C2 > 1 such that, if the following conditions on the number of features p

and the mean-vector η hold:

p > 10n log n+ n− 1 and p > C1n
√

log(2n)∥η∥2, (2.10)

then, the SVM-solution η̂SVM satisfies the linear interpolation constraint in (2.4) with

probability at least (1− C2

n
).

The theorems establish two sufficient conditions each for all training samples to be-

come support vectors. In the isotropic setting, the first condition requires that the number

of features p is significantly larger than the number of observations n. For the anisotropic

case, the corresponding condition is related the the effective ranks r0 and R0 [10, 119],

i.e. rk := (
∑p

i>k λi)/λk+1 and Rk = (
∑p

i>k λi)
2/(
∑p

i>k λ
2
i ). The condition requires that

the covariance spectrum has sufficiently slowly decaying eigenvalues (corresponding to

sufficiently large R0), and that it is not too “spiky” (corresponding to sufficiently large

r0). [119, Remark 4] provides a detailed discussion on how the effective ranks relate to

different spectrum regimes. Specifically, the bi-level ensemble (Definition 2.2.2) does not

satisfy (2.8). To see that, (2.8) implies ∥λ∥1 > 72n
√
n(log n)λ1, meaning that nλ1 should

not be large compared to the sum of other eigenvalues. In contrast, the bi-level ensemble

requires b1nλ1 > ∥λ∥−1. The second conditions in the two theorems above are the same

to each other, since σ = ∥η∥2 in the isotropic setting. These latter conditions relate to

the SNR and constrain the signal strength in the direction of Σ.

To better interpret the result of the two theorems we show corresponding numerical

results in Figure 2.1. As explained, the figure also confirms the tightness of our theoretical

prediction. In all our simulations throughout this paper, we fix π+ = 0.5 and plot

averages over 300 Monte-Carlo realizations. For simplicity, we choose diagonal Σ; thus,
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Figure 2.1: Proportion of support vectors for various values of σ2. Note that the five
curves nearly overlap when plotted versus n

√
log(2n)σ2/∥λ∥1 as predicted by (2.9)

in our Theorem 1 confirming its tightness. See text for details on choices of η,Σ and
p.

η = β. In Fig. 2.1, we guarantee (2.8) by setting p = 1500 and varying n up to 150.

For the eigenvalues of Σ, we set λ1 = 7.5, λ2 = · · · = λp−1 = 1 and λp = 0.2. For

η, we chose η1 = · · · = ηp = η, where η = 0.1, 0.15, 0.2, 0.25 or 0.3. Fig. 2.1(Left)

shows how the fraction of support vectors changes with n for different η. Smaller η

results in higher proportion of support vectors. In order to verify the second condition in

(2.9), Fig. 2.1(Right) plots the same curves over a re-scaled axis n
√
log(2n)σ/∥λ∥1 (as

suggested by (2.9)). Note that the 5 curves corresponding to different settings overlap in

this new scaling, which agrees with the prediction of Theorem 1.

Next, we explain how Theorems 1 and 2 are useful for our purpose of studying the

classification error of η̂SVM. Suppose (2.8) and (2.9) (or (2.10) in the isotropic case) hold.

Then η̂SVM = η̂LS = XT (XXT )−1y. Thus, under these conditions we can analyze the

classification error of (2.5), by studying the simpler LS solution in (2.4). This observation

was recently first exploited in [119] and sharpened in [72], but for a different data model.

To see why the above statement is true, note that when (2.8) and (2.9) (or (2.10))

hold, then η̂SVM satisfies the linear interpolation constraints; thus, it is feasible in (2.4).

Consequently, η̂SVM is in fact optimal in (2.4). To see the latter, assume for the sake of

contradiction that ∥η̂LS∥2 < ∥η̂SVM∥2. But, for all i ∈ [n], yi(η̂
T
LSxi) = y2i ≥ 1; thus, η̂LS
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is feasible in (2.5), which contradicts our assumption. We will rely on this observation

in Section 2.5 to study benign overfitting of SVM.

Finally, we compare our result to [119] that established similar conditions to Theorem

1, but for a ‘Signed’ model: yi = sign(xTi η) with xi ∼ N (0,Σ). Interestingly, [119]

obtained sufficient conditions that are identical to the first conditions in Theorems 1

and 2. More recently, [72] sharpened the overparameterization condition (2.8) to ∥λ∥1 ≥

C1

√
n∥λ∥2 and ∥λ∥1 ≥ C2n log n∥λ∥∞ with large constants C1 and C2 for the anisotropic

case. While their proof technique does not appear to be easily extended to the analysis of

GMM, sharpening (2.8) can be an interesting future work. The second conditions related

to SNR are tailored to the GMM. Intuitively, this is explained since in the ‘Signed’ model,

the data are insensitive to the value of the signal strength ∥η∥22; what matters is only the

direction of η. In contrast, both the direction and the scaling of the mean vector η are

important in the GMM as apparent from (2.1). Our analysis captures this in a concrete

way. Note that the first condition in Theorem 2 is sharper than in Theorem 1. This is

because, in the isotropic case, we can leverage special properties of Wishart matrices; see

Section 2.8.2 for more details.

2.4 Classification error

This section includes upper bounds on the classification error of the unregularized

min-norm LS solution η̂LS and ℓ2-regularized LS solution η̂τ for the isotropic, balanced

and bi-level ensembles. The implications of our bounds on η̂LS and η̂τ are discussed later

in Sections 2.5 and 2.6. The bounds that we provide can be achieved with probability 1−δ

over the randomness of the training set. We will assume throughout that 0 ≤ δ ≤ 1/C

for some universal constant C.
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2.4.1 Balanced ensemble

Recall from Lemma 1 that η̂Tη > 0 is needed to ensure that R(η̂) < 1/2. The

following lemma shows that this favorable event occurs with high probability provided

sufficiently large overparameterization and high SNR.

Lemma 2. Assume the balanced Σ ensemble (Definition 2.2.1). Fix δ ∈ (0, 1) and

suppose n is large enough such that n > c log(1/δ) for some c > 1. Then, there exist

constants C1, C2 > 1 such that with probability at least 1− δ, η̂Tτ η > 0 provided that

∥η∥22 >
C1nσ

2

τ + ∥λ∥1
+ C2σ. (2.11)

We are now ready to state our main result for the balanced ensemble.

Theorem 3. Assume the balanced Σ ensemble (Definition 2.2.1). Fix δ ∈ (0, 1) and

suppose large enough n > c log(1/δ) for some c > 1. Further assume that (2.11) holds

for constants C1 and C2 > 1. Then, there exists constants C3, C4 > 1 such that with

probability at least 1− δ,

R(η̂τ ) ≤ exp

( −
(
∥η∥22 − C1nσ2

τ+∥λ∥1 − C2σ
)2

C3max{1, n2σ2

(τ+∥λ∥1)2}∥λ∥
2
2 + C4σ2

)
. (2.12)

The bound for the unregularized LS estimator η̂LS can be obtained from (2.12) by

setting τ = 0. Thus, with probability at least 1− δ, R(η̂LS) is upper bounded by

exp

( −
(
∥η∥22 − C1nσ2

∥λ∥1 − C2σ
)2

C3max{1, n2σ2

∥λ∥21
}∥λ∥22 + C4σ2

)
. (2.13)

By (2.13) we notice that the classification error depends on ∥η∥22, ∥λ∥22 and σ2. Specifi-

cally, increasing ∥η∥22 and/or decreasing either ∥λ∥22 or σ2 can make the bound smaller.
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Increasing overparameterization can also help the bound decrease. To see that, consider

for example the case λ1 = λ2 = · · · = λp. Then, nσ2

∥λ∥1 = n
p
∥η∥22 is directly related to the

overparameterization ratio p/n and the numerator becomes (∥η∥22(1− C1
n
p
)− C2σ)

2.

2.4.2 Isotropic ensemble

We have a slightly sharper bound on the classification error of the unregularized

estimator in the isotropic regime, which is also easier to interpret. For simplicity, we

only state the result for the min-norm interpolating solution (aka τ = 0).

Theorem 4. Assume Σ = I. Fix δ ∈ (0, 1) and suppose large enough n > c log(1/δ)

for some c > 1. There exist constants C, b > 1 such that with probability at least 1 − δ,

η̂TLSη > 0 provided that p > b · n and (1 − n
p
)∥η∥2 > C. Further assume that these

two conditions hold for C, b > 1. Then, there exist constants C1, C2 > 1 such that with

probability at least 1− δ:

R(η̂LS) ≤ exp
(
− ∥η∥22

(
(1− n

p
)∥η∥2 − C1

)2
C2(

p
n
+ ∥η∥22)

)
. (2.14)

The bound depends on the overparameterization ratio p/n and the SNR ∥η∥22 when

Σ = I. To clarify the dependence, it is instructive to consider separately the following

two regimes. (a) High-SNR regime: ∥η∥22 > p
n
. (b) Low-SNR regime: ∥η∥22 ≤ p

n
.

The following is an immediate corollary of Theorem 4 specialized to the two regimes

Corollary 4.1. Let the same assumptions of Theorem 4 hold. Then, there exists con-

stants C1 > 1, C2 > 0 such that with probability at least 1 − δ, in the high-SNR regime:

R(η̂LS) ≤ exp
(
− C2 · ∥η∥22 ·

(
(1− n

p
)− C1

1

∥η∥2
)2)

, (2.15)
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Figure 2.2: The left plot depicts − log ( classification error) for ∥η∥22 = 3, 5, 8, 10 as a
function of p. The middle and right figures depict − log (test error)/∥η∥22 for small p
(aka High-SNR regime) and − log (test error)/∥η∥42 for large p (aka Low-SNR regime),
respectively. The rescalings are as suggested by our bounds (2.15) and (2.16), respec-
tively. Note that, after rescaling, the error curves indeed become almost parallel as
suggested by Corollary 4.1.

and, in the the low-SNR regime:

R(η̂LS) ≤ exp
(
− C2 · ∥η∥42

((1− n
p
)− C1

1
∥η∥2

)2

p/n

)
. (2.16)

We use simulations to validate the above bounds. In Fig. 2.2(Left) we fix n = 100

and plot the classification error (in log-scale) as a function of p for four different SNR

values 3, 5, 8 and 10. Observe that − logR(η̂LS) initially increases until it reaches its

maximum at some value of p > n and then decreases as p gets even larger. This “increas-

ing/decreasing” pattern is explained by the transition from the high-SNR to the low-SNR

regime as per Corollary 4.1. On one hand, the negative of the exponent of the high-SNR

bound (2.15) is increasing with p for ∥η∥22. On the other hand, as p increases, and we

move in the low-SNR regime, the negative of the exponent in (2.16) decreases with p when

p is large enough. Additionally, in Figs. 2.2(Middle,Right), we plot re-normalized values

− logR(η̂LS)/∥η∥22 and − logR(η̂LS)/∥η∥42. Notice that after appropriate normalization

the curves become almost parallel to each other and almost overlap for large values of

∥η∥22, as suggested by (2.15) and (2.16).
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2.4.3 Bi-level ensemble

In this section we study the classification error under the bi-level ensemble in Defini-

tion 2.2.2, i.e. when one eigenvalue of Σ is much larger than the rest. Compared to the

balanced ensemble, the analysis here depends on a more intricate way on the interaction

between the mean vector and the spectrum of Σ. To better understand this interaction

we will assume β is one-sparse, i.e., the signal is concentrated in one direction. We

will also assume, this time without loss of generality, 2 that Σ is diagonal; thus, β = η.

Hence, taking β to be one-sparse with (say) the k-th element non-zero, the SNR becomes

β2
k

λk
=

η2k
λk
. Specifically, k = 1 corresponds to the smallest SNR, for which we expect high-

est classification risk among all other choices of k. For better classification performance,

large signal and noise components should not be in the same direction. This motivates

the following assumption.

Assumption 1. The covariance matrix Σ is diagonal and its diagonal elements follow the

bi-level structure in Definition 2.2.2. η is one-sparse with nonzero k-th element ηk and

k ̸= 1.

Under Assumption 1, the signal strength in the direction of Σ is σ2 = λkη
2
k and

the ratio needed to be lower bounded (η̂Tη)2

η̂TΣη̂
becomes (η̂kηk)

2∑p
i=1 λiη̂

2
k
. The following theorem

establishes an upper bound on the classification risk for this setting.

Theorem 5. Let Assumption 1 hold. Fix δ ∈ (0, 1) and large enough n > c log(1/δ) for

some c > 1. Let Assumption 1 hold. Then, there exist constants c1, c2 > 1 such that with

probability at least 1−δ, η̂Tτ η > 0 provided that η2k >
c1nσ2

τ+∥λ∥−1
+c2σ. Further assuming the

above condition holds, there exist constants Ci’s > 1 such that with probability at least

2Recall Σ = V ΛV T and η = V β. Thus, X = yηT + Q = (yβT + ZΛ
1
2 )V T =: X̃V T , where

Z ∈ Rn×p has IID standard normal entries. With this, it is not hard to check that (η̂Tη)2

η̂TΣη̂
=

(yT (XXT+τI)−1Xη)2

yT (XXT+τI)−1XΣXT (XXT+τI)−1y
= (yT (X̃X̃

T
+τI)−1X̃β)2

yT (X̃X̃
T
+τI)−1X̃ΛX̃

T
(X̃X̃

T
+τI)−1y

. Hence, after a change of basis,

we can equivalently analyze the simplified model with diagonal covariance: x̃ = yβ + q̃, q̃ ∼ N(0,Λ).

24



Benign overfitting in binary classification Chapter 2

1− δ,

R(η̂τ ) ≤ exp
(−(η2k(1− C1nλk

τ+∥λ∥−1
)− C2σ

)2
A+B + C6(λ2

k + σ2)

)
(2.17)

with A = C3λ
2
1

( τ+∥λ∥−1+C4nσ
τ+∥λ∥−1+nλ1

)2
and B = C5

(∑
i ̸=1,k λ

2
i

)(
1 + C4nσ

τ+∥λ∥−1

)2
.

A bound for unregularized estimator η̂LS can be obtained by setting τ = 0. Recall the

SNR under Assumption 1 is
η4k
σ2 =

η2k
λk
. We observe that the bound above depends not only

on the SNR, but also on λi, for i ̸= k, i.e., the spectrum of Σ in every direction. Note

that similar to previous sections, in (2.17), the term nλk
τ+∥λ∥−1

on the numerator is related

to the sufficiency of overparameterization. As we will see, the role of regularization in the

bi-level ensemble is more subtle compared to the balanced ensemble and will be discussed

in Section 2.6.

2.5 SVM generalization under high overparameteri-

zation

Now that we have captured the classification error of the min-norm LS estimator η̂LS

in (2.13) and (2.14), and we have established conditions ensuring η̂LS = η̂SVM in Theorem

1 and Theorem 2, we establish sufficient conditions under which the classification error

of hard-margin SVM vanishes as the overparameterization ratio p/n increases. Note

that the bi-level ensemble will not satisfy the first condition in Theorem 1, hence we

focus on the balanced and isotropic ensembles. For later use, define the term in (2.8) as

λ∗ := 72
(
∥λ∥2 · n

√
log n+ ∥λ∥∞ · n

√
n log n+ 1

)
. We first focus on a special case where

β =

[
β β ... β

]T
for simplicity.
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Corollary 5.1. Let the same assumption as in Theorem 3 hold with τ = 0 and sufficiently

large n > C/δ for some C > 1. Also let β =

[
β β ... β

]T
. Then, for large Ci’s > 1,

with probability at least (1− δ), η̂SVM linearly interpolates the data and the classification

error R(η̂SVM) approaches 0 as p → ∞ provided the two following sets of conditions on

∥λ∥1 hold:

∥λ∥1 > max{λ∗, C1β
2n2 log(2n)} and max{β−2∥λ∥22, ∥λ∥1} ≤ C2β

2pα, for α < 2.

The first condition above requires sufficient overparameterization and the second one

a large enough SNR. To see that, note for the setting of Corollary 5.1 that SNR =

p2β2/∥λ∥1. Thus, the second condition imposes SNR ≥ cp2−α implying that SNR ≥ cpϵ

for some ϵ > 0.

Corollary 5.1 assumes that β has equal elements. Now we allow the mean vector η

to have different entry values but let Σ = I, then we have the following result.

Corollary 5.2. Let the same assumptions as in Theorem 4 hold and n sufficiently large

such that n > C/δ for some C > 1, thus Σ = I. Then, for large enough positive con-

stant Ci’s > 1, η̂SVM linearly interpolates the data and the classification error R(η̂SVM)

approaches zero as (p/n)→∞ with probability at least (1− δ) provided either of the two

following sets of conditions on the number of features p and mean-vector η hold:

(1). High-SNR regime

1

C1

n∥η∥22 > p > max{10n log n+ n− 1, C2n
√
log(2n)∥η∥2}.

(2). Low-SNR regime

p > max{10n log n+ n− 1, C3n
√

log(2n)∥η∥2, n∥η∥22}, and ∥η∥42 ≥ C4(
p

n
)α, for α > 1.
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Figure 2.3: Numerical demonstration of benign overfitting for the GMM. The left
plot shows the classification error with n = 50 and mean vector η with entries
η1 = . . . = ηp = η. The solid lines correspond to the LS estimates and the (al-
most overlapping) dashed lines show the SVM solutions. The error vanishes with
p → ∞ indicating benign overfitting as predicted by Corollary 5.1. The right plot
illustrates the proportion of support vectors in the same setting.

We first compare Corollaries 5.1 and 5.2 assuming bothΣ = I and β =

[
β β ... β

]T
.

Then ∥λ∥1 = ∥λ∥22 = p and ∥η∥22 = ∥β∥22 = pβ. It is not hard to check that under those

assumptions, they both require p > Cn2 log(2n), for sufficiently large constant C. One

might expect that a sharper condition can be obtained by Corollary 5.2 when Σ = I.

Unfortunately, that is not the case because although the first condition in Theorem 2 is

sharper than that of Theorem 1, the second conditions become equivalent when Σ = I

and β =

[
β β ... β

]T
and are stronger than the first condition.

Remark 1 (Comparison of noiseless conditions to [31]). Using different tools to directly

analyze η̂SVM (see Section 2.9.2), [31, Thm. 3.1] proved that for noisy mixtures with

possibly adversarial corruptions and with subGaussian features

p > C1max{n∥η∥22, n2 log(n)} and ∥η∥42 ≥ C2p
α, α > 1, (2.18)

suffice for benign overfitting, i.e., for making the classification error asymptotically ap-

proach the noise level as p/n → ∞. Our corollary 5.2 holds for the special case of

Gaussian features and noiseless labels. Since labels are not corrupted, the noise floor
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is zero. In this special case, our result relaxes significantly the sufficient conditions for

which the risk approaches zero compared to a direct application of their result. To see

this note that condition (2.18) is reminiscent of our ‘low-SNR regime’ condition (2) in

Corollary 5.2. First, our condition relaxes the requirement on overparameterization from

p > Cn2 log(n) in (2.18) to p > Cn
√

log(2n). Second, our condition ∥η∥42 = ω(p/n) on

the SNR can be equivalent to theirs ∥η∥42 = ω(p), for example in a setting of constant n.

In order to better understand different conditions, consider a somewhat concrete setting

in which n is fixed and only p and ∥η∥2 grow large. Then for the classification error to

go to 0 as p → ∞, [31] requires (see (2.18)) that ∥η∥2 = Θ(pβ) for β ∈ (1
4
, 1
2
]. Instead,

our Corollary 5.2 requires that ∥η∥2 = Θ(pβ), β ∈ (1/4, 1/2] (low-SNR) or ∥η∥2 = Θ(pβ)

for β ∈ (1/2, 1) (high-SNR). We repeat that this improvement is for zero label noise. In

Section 2.7, where we study a noisy GMM, we show that our sufficient conditions can

indeed change in the noisy case.

Finally, we present numerical illustrations validating Corollary 5.1. In Fig. 2.3, we

let η1 = · · · = ηp = η with η = 0.1, 0.15, 0.2 or 0.25. Thus, ∥η∥22 = η2p. We also fix

n = 50. The eigenvalues of Σ are generated as follows: λ1 = 0.005p, λp = 0.2 · 0.995p
p−1

and λ2 = · · · = λp−1 = p−λ1−λp−1

p−2
. This setting is different from the isotropic case, but

ensures ∥λ∥1 ≤ C1p, ∥λ∥2 ≤ C2p
1/2 and conditions in Corollary 5.1 are satisfied. In

Fig. 2.3(Left), we plot the classification error as a function of p for both LS estimates

(solid lines) and SVM solutions (dashed lines). The solid and dashed curves almost

overlap, so it can be hard to distinguish in the figure. We verify that as p increases,

the classification error decreases towards zero. Similarly, Fig. 2.3(Right) reaffirms that

all the data points become support vectors for sufficiently large p (cf. Theorem 2). In

addition, Fig. 2.3(Left) shows that the classification error of SVM solutions is slightly

better than that of LS estimates when p is small. The error becomes the same for large p,

since then the SVM solutions are the same as LS solutions. Another observation is that
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the classification error goes to zero very fast when SNR is high (e.g., purple curves), but

the probability of interpolation increases at a slow rate. In contrast, when the SNR is

low (e.g., red curves), the probability of interpolation increases fast, but the classification

error decreases slowly. Intuitively, the harder the classification task (aka lower SNR), the

larger the classification error and the more data points become support vectors.

2.6 On the role of regularization

In this section, we discuss how the ℓ2-regularization affects the classification error of

η̂τ under the balanced and bi-level ensembles. For convenience, we start with a brief

summary of our findings.

(a). Balanced ensemble:

1. The classification error is decreasing with τ . Thus, it is minimized as τ → +∞.

2. Our bounds verify that in the limit τ → +∞, η̂τ has the same error as the so-called

averaging estimator η̂Avg =
1
n

∑
i∈[n] yixi, where xTi is the i-th row of X.

3. The averaging estimator is the best among the ridge-regularized estimator and the

LS interpolating estimator.

(b). Bi-level ensemble:

1. Our upper bound on the classification error is not monotonically decreasing with

τ . Hence regularization might not be helpful and the averaging estimator is not

optimal.

2. There are regimes where τ = 0 is optimal. Specifically, the interpolating estimator

performs the best when λ1 is large enough compared to other eigenvalues of Σ and

overparameterization is sufficient.
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These observations are illustrated in Figures 2.4, 2.5 and 2.6 which are discussed in detail

in the next sections.

2.6.1 Balanced ensemble

We first analyze the bound in (2.12). Observe that both the terms C1nσ2

τ+∥λ∥1 in the

numerator and n2σ2

(τ+∥λ∥1)2 in the denominator decrease as the regularization parameter τ

becomes larger. This suggests that, under the balanced ensemble, increasing regulariza-

tion always helps decrease the error. The remaining terms, σ and ∥λ∥22 in (2.12), that are

not affected by changing τ reflect the intrinsic structure of the model and characterize the

difficulty of the learning task. As τ → +∞, the “regularization-sensitive” terms vanish

and only those “regularization-insensitive” terms remain. Specifically, the upper bound

on classification error becomes

exp
(
−
(∥η∥22

σ
− C2

)2/(
C3
∥λ∥22
σ2

+ C4

))
. (2.19)

In Appendix A.6 we show that the bound in (2.19) is the same as the bound for the

so-called averaging estimator which simply returns

η̂Avg = XTy/n. (2.20)

Therefore, under the balanced ensemble, the classification performance of the averaging

estimator is superior to that of the ridge and interpolating estimators. A similar finding

was recently reported in [114], but in an asymptotic setting and only for the isotropic

case.

We now use numerical simulations to validate the above claims. In our simulations

in Fig. 2.4, we fix n = 100 and vary p. To check (2.12), for each p, we set ∥λ∥2 to be p
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Figure 2.4: Classification error as a function of p under 3 model setups with differ-
ent regularization parameter values τ . In the right plot all ηi’s are the same. The
middle/left ones correspond to the extreme cases of largest/smallest values σ2; see
text for details. Also plotted (in magenta) the averaging estimator defined in (2.20).
As predicted by our theory, for fixed ∥η∥2 and ∥λ∥22, larger τ and smaller σ2 lead to
better performance and η̂τ has the same performance as η̂Avg when τ is large.

and λ1 =
√
0.0125p, λp =

√
0.000125p and all the rest λi’s are

√
(p− λ2

1 − λ2
p)/(p− 2).

This setup makes λ1 slightly larger than other λi’s and λp slightly smaller. For example,

when p = 1000, then λ1 = 3.53, λp = 0.35 and all other λi’s are 0.99. Note that although

λi’s are not equal, those settings still satisfy the requirements of the balanced ensemble.

Then, we look at different signals η with the same strength ∥η∥22 = (0.1252)p. To make

σ2 in (2.12) different, we consider 3 cases: all ηi’s are the same, only η1 nonzero and

only ηp nonzero. The right plot in Fig. 2.4 shows the classification error of the same-ηi

case, the middle one shows the nonzero-η1 case and the left plot shows the nonzero-ηp

case. To see the role of regularization, we look at the classification error with different

τ values and also include the averaging estimator. We can see that among the three

plots, the nonzero-ηp case (left) has the smallest classification error and the nonzero-η1

case (middle) has the largest classification error. This is in agreement with the fact that

the nonzero-ηp case has the smallest σ2 and the the nonzero-η1 case has the largest σ2.

For large p, regularization always helps reduce the classification error. When τ is large,

the performance of η̂τ becomes the same as that of η̂Avg. All those observations are

consistent with Theorem 3.
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Figure 2.5: The left-most plot shows the classification error for different λ1/∥λ∥−1

ratios with n = 100 and mean vector η with entries η1 = · · · = ηp−1 = 0 and
ηp =

√
200. Other plots show how η̂i’s vary with τ . As predicted by the theory,

under the balanced ensemble, η̂1 and η̂2 decrease at similar rates, but have different
behaviors when Σ has a highly spiky eigen-structure. See text for details.

2.6.2 Bi-level ensemble

We have seen that regularization is always useful in reducing the classification risk

in the balanced ensemble. For the bi-level ensemble, the story is quite different: the

classification error is no longer monotonically decreasing as τ increases. Recall that under

Assumption 1, with high probability, R(η̂τ ) is upper bounded by (2.17). Moreover, when

τ goes to infinity, it is not hard to check that this bound matches the corresponding for

the averaging estimator (see Appendix A.6). Thus, in this case the averaging estimator

is not optimal.

To see why (2.17) is no longer monotonically decreasing in τ , the term τ+∥λ∥−1+C4nσ
τ+∥λ∥−1+nλ1

in

A is increasing in τ and thus A is increasing in τ when λ1 > C4σ = C4

√
λkηk, i.e., when

λ1 is large enough compared to λk and ηk. Note that (2.17) is obtained by lower bounding

(ηkη̂k)
2∑p

i=1 λiη̂
2
i
and A is related to the term λ1η̂

2
1, i.e., the estimate in the direction of λ1. Since

λ1 is much larger than others, even if the regularization is useful in other directions, the

performance won’t keep improving as τ increases, because it won’t help in the direction

with the largest “noise”. Term B in (2.17), on the other hand, is related to λiη̂
2
i , for

i ̸= 1 or k, and it becomes smaller as τ becomes larger, thus regularization is useful in

these directions. B becomes less important than A if λ1 becomes larger than other λi’s,

32



Benign overfitting in binary classification Chapter 2

hence the regularization becomes less helpful in this case. Another observation is that in

the numerator of (2.17), the term nλk
τ+∥λ∥−1

decreases as τ increases. Note that when λ2 =

· · · = λp,
nλk

∥λ∥−1
= n

p−1
, hence this term measures the sufficiency of overparameterization.

When the overparameterization is sufficient, i.e., p is much larger than n, nλk
∥λ∥−1

is already

very small, hence nλk
τ+∥λ∥−1

won’t be much smaller than nλk
∥λ∥−1

even for large τ . In other

words, strong regularization won’t help very much. Summarizing all those observations,

we conclude that the regularization becomes less useful in reducing the classification error

when λ1 is large enough relative to other eigenvalues and when overparameterization is

sufficient. Under those conditions, τ = 0 minimizes (2.17), therefore, the interpolating

estimator η̂LS has better performance than the regularized estimators. Since small or zero

regularization can provide the best estimation in the bi-level setting with Assumption 1

in the overparameterization regime, it seems that the model structure itself provides the

implicit regularization. This phenomenon is also discussed in [10, 118, 86, 119, 157].

The following numerical experiments validate our analysis. First in Fig. 2.5, we illus-

trate how the ratio λ1/∥λ∥−1 affects the classification error and the role of regularization.

In our simulation, n = 100, p = 200. η ∈ R200 is one-sparse and only the last element

is non-zero, i.e., ηT = [0, 0, · · · , 0,
√
200]. For the eigenvalues of Σ, in the balanced en-

semble, the diagonal elements are all equal, i.e., λ1 = · · · = λ200 = 150. In the bi-level

ensemble, we fix ∥λ∥1 = 200 · 150 and let λ1 = α∥λ∥1, with α = 0.1, 0.4 and 0.8. Then

λ2 = · · · = λp = (1−α)·∥λ∥1/(p−1). Note that larger α makes λ1/∥λ∥−1 higher and that

α = 0.005 in the balanced ensemble. Fig. 2.5 illustrates how classification error and η̂i’s

change with the regularization parameter τ . Based on previous analysis, we divide those

η̂i’s into 3 groups, {η̂1; η̂2, · · · , η̂199; η̂200}. η̂1 has true value 0 with large noise, η̂2, · · · , η̂199
have true value 0 with small noise and η̂200 has non-zero true value with small noise. The

figures show η̂1, η̂2 and η̂200. We can see that the classification error keeps decreasing

as τ increases for the balanced ensemble (red curves). Part of the reason is that η̂1, η̂2
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Figure 2.6: For all the plots here, we fix n = 30, λ2 =, ...,= λp = 50 and
λ1/∥λ∥−1 = 10 (corresponding to the bi-level ensemble). (a) Classification error
versus τ/n for different p and fixed ηp = 25. Observe that the classification error
increases monotonically with τ for large p. (b) A regime where η̂LS performs the
best and its classification error approaches 0 as p → ∞. Specifically, we set here
ηp = 0.1

√
50p0.6. See text for details.

and η̂200 decrease at similar rates. In contrast, for the bi-level regime, as τ increases, the

classification error decreases first, then increases. η̂2 decreases with τ , but η̂1 increases

slowly with τ for large τ when λ1/∥λ∥−1 is large. This is consistent with Theorem 5 in

which A is increasing in τ when λ1 is large enough. When λ1 is not large enough, as the

green curve shows, η̂1 decreases at a similar rate as η̂1 and all the curves are closer to

those of the balanced ensemble.

Finally, we illustrate how the overparameterization ratio p/n affects the role of reg-

ularization in Fig. 2.6 (a). Here to guarantee p/n sufficiently large, we fix n = 30. We

plot how the classification error changes with τ for p = 75, 100, 200, 300 and 500. η is

one-sparse with ηp = 25. For eigenvalues of Σ, to make λ1/∥λ∥−1 sufficiently large, we

set λ2 = · · · = λp = 50 and λ1 = 10∥λ∥−1. We observe from Fig. 2.6 (a) that when

p is large, the classification error increases with τ , thus τ = 0 performs the best. The

optimal choice of τ is larger than 0 when p is not large enough (e.g., p = 75 and 100).

In Fig. 2.6 (b), we show a regime where η̂LS performs better than η̂τ and η̂SVM when p

is large. Again we fix n = 30 to ensure sufficient overparameterization. Same as before,

we set λ2 = · · · = λp = 50 and λ1 = 10∥λ∥−1. To make the classification error approach
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0 as p → ∞, according to Corollary 14.1 in Appendix, we set ηp = 0.1
√
50p0.6. Fig. 2.6

(b)(Left) shows the classification error over different p for various τ . We also added the

curve for η̂SVM. Fig. 2.6 (b)(Right) zooms in to p ≥ 600. The classification error for

the case with the largest τ is too large to be shown. We can see that the interpolating

estimator η̂LS performs better than the regularized estimators when p is sufficiently large.

2.7 Noisy GMM: Interpolation and benign overfit-

ting

We extend our results to a probabilistic label-noise Gaussian mixture model.

2.7.1 Model and assumptions

We formally define the noisy model below; note that this is a special case of the

adversarial noise model studied in [31].

Definition 2.7.1 (Noisy GMM). A data pair (x, yc) ∈ Rp × {±1} is generated from

the noisy Gaussian mixture model (GMM) with mean vector η, covariance matrix Σ

and corruption probability γ as follows. First, the clean data pair (x, y) is generated

according to (2.1). Then the label yc is generated by flipping the correct label y with

probability γ. We assume that γ is independent of everything else (i.e., independent of

the label y and the Gaussian noise term q). Also, we assume that 0 ≤ γ ≤ 1/C for a

large constant C.

We define the label vector with clean/corrupted labels as y/yc. For brevity, we focus

here on the isotropic case Σ = I and we derive analogues of Theorems 2, 4 and of

Corollary 5.2. Throughout this section, we let η̂LS/η̂SVM be the LS and SVM solutions
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obtained by solving minimizations (2.4) and (2.5) but with the unobserved clean label

vector y substituted by the observed corrupted vector yc.

2.7.2 Interpolation

Our first result establishes the equivalence between SVM and LS solutions for high

enough effective overparameterization for noisy GMM data. As we will see, the required

overparameterization conditions are now stronger compared to the noiseless case.

Theorem 6. Assume n training samples following the noisy GMM with Σ = I. There

exist large constants Ci’s > 1 such that, if the following conditions on the number of

features p and the mean-vector η hold:

p > C1n log n+ n− 1 and p > C2max{n
√

log(2n)∥η∥2, n∥η∥22}, (2.21)

then, the SVM-solution η̂SVM satisfies the linear interpolation constraint with probability

at least (1− C3

n
).

Note the extra term n∥η∥22 in the second condition above compared to Theorem 2.

When SNR = ∥η∥22 = Ω(log1/2(n)), this new condition becomes dominant and the over-

parameterization ratio p/n should exceed SNR to guarantee interpolation. In Corollary

4.1, we called the regime p/n ≥ SNR the low-noise regime. Hence, in the noisy case, we

can guarantee equivalence of the SVM and LS solutions only in the low-SNR regime.

2.7.3 Error bounds

Our next result upper bounds the risk of the LS estimator. The bound holds in a

regime where η̂LS = η̂SVM, so it also applies to the risk of the SVM solution.

36



Benign overfitting in binary classification Chapter 2

Theorem 7. Assume that conditions in (2.21) hold for noisy GMM data with Σ = I.

Fix δ ∈ (0, 1) and suppose n is large enough such that n > c/δ for some c > 1. Then,

there exist constants C, b > 1 such that with probability at least 1− δ, η̂TLSη > 0 provided

that p > b · n and (1 − n
p
)∥η∥2 > C. Further assume that these two conditions hold for

C, b > 1. Then, there exist constants C1, C2 > 1 such that with probability at least 1− δ:

R(η̂LS) ≤ γ + exp
(
− C2 · ∥η∥42

((1− n
p
)− C1

1
∥η∥2

)2

p/n

)
. (2.22)

Since the conditions in (2.21) hold, we operate here again in the low-SNR regime.

The bound has two additive terms. The first term is the noise-level γ which we cannot

beat due to the corruptions. The exponential term is the same as the bound for noiseless

GMM in the low-SNR regime presented in Corollary 4.1.

Remark 2 (Comparison of risk bounds to [31]). For an adversarial noise model and

subGaussian features [31] prove that

R(η̂SVM) ≤ γ + exp
(
− C
∥η∥42
p

)
, (2.23)

in the following regime:

p > Cmax
{
n2 log(n) , n∥η∥22

}
, ∥η∥22 ≥ C log(n) and n ≥ C. (2.24)

While our model is a special case of theirs, note that Theorem 7 holds under relaxed

assumptions. Specifically, we relax (2.24) to

p > Cmax
{
n log(n) , n∥η∥22

}
, ∥η∥22 ≥ C and n ≥ C. (2.25)

Also, assuming the special case (2.24) of [31] our bound in Theorem 7 reduces to the one
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in (2.23).

2.7.4 Benign overfitting

Paralleling the exposition in Section 2.5, we use the results above to show that both

the SVM and LS solutions approach the Bayes error as overparameterization increases.

The requirements for this to happen are now stronger. However, the conclusion is some-

what more surprising in the noisy case: interpolating solutions nearly achieve optimal

Bayes error despite perfectly fitting to corrupted labels. Borrowing the terminology in-

troduced by [10], our result establishes “benign overfitting” for noisy GMM data.

Corollary 7.1. Let the same assumptions as in Theorem 7 hold and n sufficiently large

such that n > C/δ for some C > 1. Then, for large enough positive constant Ci’s > 1,

η̂SVM linearly interpolates the data and the classification error R(η̂SVM) approaches γ as

p/n→∞ with probability at least (1− δ) provided the following sets of conditions on the

number of features p and mean-vector η hold:

p > max{C2n log n+ n− 1, C3n
√
log(2n)∥η∥2, n∥η∥22}, and ∥η∥42 ≥ C4(

p

n
)α, for α > 1.

Note that the benign overfitting condition above is identical to the condition of Corol-

lary 5.2 for the Low-SNR regime in the noiseless case. However, instead of ∥η∥2 = Θ(pβ)

with β ∈ (1
4
, 1) in the noiseless case, the conclusion of Corollary 7.1 holds under the

stronger condition ∥η∥2 = Θ(pβ) for β ∈ (1
4
, 1
2
]. We remark that (according also to the

discussion in Remark 2), our conditions for benign overfitting of noisy GMM coincide

with the conditions derived by [31].
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2.8 Proofs outline

The complete proofs are given in the Appendix. Here, we provide an outline. For

simplicity, we focus on the noiseless GMM in (2.1). At a high-level, the proofs for the

noisy model remain the same with some more care needed to account for the mismatch

between the clean and the corrupted labels (see Appendix A.8 for details).

2.8.1 Reductions to quadratic forms

We first show that the proofs of all theorems reduce to establishing lower/upper

bounds on quadratic forms of the Gram matrix (XXT + τI)−1.

Link between SVM solution and LS solution. We start with Theorems 1 and

2. As in [119, Theorem 1], it suffices to derive conditions under which the following

complementary slackness condition of (2.5) is satisfied with high probability:

yie
T
i (XXT )−1y > 0, for all i ∈ [n]. (2.26)

Note that the LHS of (2.26) is a quadratic form involving (XXT )−1.

Classification error. When deriving upper bounds on the classification error, it suffices

from Lemma 1 that we lower bound the ratio

(η̂Tτ η)
2

η̂TτΣη̂τ
=

(yT (XXT + τI)−1Xη)2

yT (XXT + τI)−1XΣXT (XXT + τI)−1y
. (2.27)

Specifically, when τ = 0 and Σ = I, we have

(η̂TLSη)
2

η̂TLSΣη̂LS

=
(yT (XXT )−1Xη)2

yT (XXT )−1y
. (2.28)

Note that both the numerator and denominator above include terms such as yT (XXT +
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τI)−1 and yT (XXT )−1y. Our key technical contribution is bounding those for GMM

data.

Challenge. Bounding quadratic forms of (XXT + τI)−1 is challenging for GMM data,

since XXT = (yηT +Q)(yηT +Q)T , i.e. the Gram matrix “includes” both y and η.

Specifically, this is different to [119, 10, 157], since in their setting XXT = QQT and

their results on quadratic forms of inverse Wishart matrices do not directly apply here.

Our approach. For concreteness, consider the problem of bounding the quadratic form

T1 := yT (XXT+τI)−1y. A possible approach is to start from bounds on the eigenvalues

of XXT + τI and then obtain bounds for the eigenvalues of its inverse. Specifically, this

turned out to be appropriate in the setting of [10, 119]. The situation is different here:

the same eigenvalue approach fails to capture the dependence of X on y when bounding

T1 and results in suboptimal bounds. Instead of decoupling y and the inverse Gram

matrix that appear in T1, we consider both terms simultaneously. To make this possible

we begin with the following decomposition of the Gram matrix:

XXT + τI = (QQT + τI) +

[
∥η∥2y Qη y

]
∥η∥2yT

yT

(Qη)T

 ,

which already isolates the (translated) Wishart matrix (QQT+τI) from the terms η and

y. Once decomposed in this form, our observation is that with an appropriate application

of the matrix inversion lemma we can now express quadratic forms of interest (such as

T1) in terms of five more primitive quadratic forms. This idea is materialized in the

following key lemma.

Lemma 3. Let U τ := QQT + τI (thus, U 0 = QQT ) and d := Qη. Further define the
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following five primitive quadratic forms

s := yTU−1
τ y, t := dTU−1

τ d, h := yTU−1
τ d, gi := yTU−1

0 ei, fi := dTU−1
0 ei, i ∈ [n],

(2.29)

and denote D := s(∥η∥22− t)+(h+1)2. With this notation, the following identity is true:

yT (XXT + τI)−1 = yTU−1
τ −

1

D

[
∥η∥2s, h2 + h− st, s

]

∥η∥2yT

yT

dT

U−1
τ . (2.30)

The five quadratic forms defined in (2.29) involve now the inverse of the Wishart

matrix QQT rather than of the original Gram matrix XXT ; this is why we call them

“primitive”. Despite that feature, bounding these terms still does not follow by mere

application of results appearing in previous works [10, 157, 119]. Moreover, observe in

identity (2.30) that the five primitive forms appear with mixed signs each and both in

the numerator/denominator. Thus, it is critical to obtain both lower and upper bounds

for them. We derive these in the two lemmas below, which together with Lemma 3 form

key technical contributions of our work.

Lemma 4 (Balanced). Recall that σ2 =
∑p

i=1 λiβ
2
i . Assume that Σ follows the balanced

ensemble defined in Definition 2.2.1. Fix δ ∈ (0, 1) and suppose n is large enough such

that n > c log(1/δ) for some c > 1. Then, there exists constants C1, C2, C3, C6 > 1,

C5 > C4 > 0 such that with probability at least 1− δ, the following results hold:

n

C1(τ + ∥λ∥1)
≤ s ≤ C1

n

(τ + ∥λ∥1)
, C4

nσ2

(τ + ∥λ∥1)
≤ t ≤ C5

nσ2

(τ + ∥λ∥1)
,

−C2
nσ

(τ + ∥λ∥1)
≤ h ≤ C2

nσ

(τ + ∥λ∥1)
, ∥d∥22 ≤ C3nσ

2, ∥yTU−1
τ ∥2 ≤ C6

√
n

(τ + ∥λ∥1)
.
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We state our finding on fi, i ∈ [n] separately since it requires extra technical work to

yield a bound that is uniform over [n] and dimension independent. See Appendix A.7.3

for details.

Lemma 5. Assume the condition in (2.8) is satisfied, Fix δ ∈ (0, 1) and suppose large

enough n > c/δ, c > 1. There exists constant C > 1 such that with probability at least

1− δ,

max
i∈[n]
|fi| ≤

C
√

log(2n)σ

∥λ∥1
. (2.31)

2.8.2 Proof sketch of Theorems 1 and 2

With the technical lemmas above, we are now ready to sketch the proof of Theorem

1. For simplicity here, consider the unregularized estimator (τ = 0). As mentioned

previously, it suffices to derive conditions under which (2.26) holds with high probability.

Thanks to our Lemma 3, we derive the following decomposition in terms of the primitive

terms defined in (2.29) (with τ = 0 therein):

yT (XXT )−1ei =
gi + hgi − sfi

s(∥η∥22 − t) + (h+ 1)2
. (2.32)

The denominator above is positive with high probability. Thus, we only need to ensure

that yi(gi + hgi − sfi) > 0. For this, we use Lemmas 4 and 5 (see also (A.6) for a lower

bound on yigi). Detailed proof is in Appendix A.2.1.

The proof of Theorem 2 is similar, except that the bounds on quadratic forms of the

Wishart matrix are used when Σ = I, thus providing a sharper result. Specifically, when

lower bounding yigi, less overparameterization is needed, i.e., the first condition in (2.10)

is sharper than (2.9).
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2.8.3 Proof sketch of Theorems 3 and 4

As per Section 2.8.1, we will lower bound the ratio in (2.27). First, work with the

denominator. Observe that XΣXT = (yβT +ZΛ
1
2 )Λ(yβT +ZΛ

1
2 )T . Further let A :=

(XXT + τI)−1yyT (XXT + τI)−1 and zi denote the i-th column of Z. Then, we

show the following by applying the cyclic property of trace and the inequality vTMu ≤
1
2
(vTMv + uTMu), true for any PSD matrix M :

Tr
(
yT (XXT + τI)−1XΣXT (XXT + τI)−1y

)
=Tr

(
(yβT +ZΛ

1
2 )Λ(yβT +ZΛ

1
2 )TA

)
≤2
( p∑
i=1

λ2
i ∥A∥2∥zi∥22 + σ2(yT (XXT + τI)−1y)2

)
,

Now, to upper bound
∑p

i=1 λ
2
i ∥A∥2∥zi∥22, note ∥zi∥22’s are independent sub-exponentials;

thus, for fixed B > 0, we can bound
∑p

i=1 λ
2
iB∥zi∥22 using the Bernstein’s inequal-

ity. Specifically, we choose B as an upper bound on ∥A∥2 = ∥yT (XXT + τI)−1∥22,

which we obtain thanks to Lemma 4 after the following decomposition as per Lemma

3: yT (XXT + τI)−1 =
(
(1 + h)yTU−1

τ − sdTU−1
τ

)
/D. Similarly, we can upper bound

σ2(yT (XXT + τI)−1y)2 since again by Lemma 3 yT (XXT + τI)−1y = s/D.

Next, focus on the numerator in (2.27). Thanks to Lemma 3, we have the decompo-

sition

yT (XXT + τI)−1Xη =
s(∥η∥22 − t) + h2 + h

D
, (2.33)

and the desired bound is obtained by a careful application of Lemma 4 that bounds the

primitive quadratic appearing above. See Appendix A.3 for details and proof steps for

Theorems 3 and 4.
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2.8.4 Proof sketch of Theorem 5

We need to lower bound the ratio (η̂T
τ η)2

η̂T
τ Ση̂τ

= (ηkη̂k)
2∑p

i=1 λiη̂
2
i
. To do this, we divide η̂i’s into 3

groups ( η̂1, η̂k and the rest) and upper bound the following:

λ1η̂
2
1

(ηkη̂k)2
,

∑
i ̸=1,k λiη̂

2
i

(ηkη̂k)2
and

λkη̂
2
k

(ηkη̂k)2
,

where note from η̂i = eTi η̂ that η̂i =
√
λiz

T
i (XXT +τI)−1y, for i ̸= k, and η̂k = (ηky

T +
√
λkz

T
k )(XXT + τI)−1y. As before, thanks to Lemma 3 this reduces to upper/lower

bounding quadratic forms involving U−1
τ = (QQT + τI)−1. However, because here λ1 is

much larger than other eigenvalues of Σ, instead of directly bounding the eigenvalues of

U τ , we leverage the leave-one-out trick introduced in Bartlett et al. [10] and first separate

λ1 from the other eigenvalues. Specifically, by Woodbury’s identity, U−1
τ is expressed as

U−1
τ = (τI +

p∑
i=2

λiziz
T
i + λ1z1z

T
1 )

−1 = U−1
−1,τ −

λ1U
−1
−1,τz1z

T
1U

−1
−1,τ

1 + λ1zT1U
−1
−1,τz1

,

where U−1,τ = τI +
∑p

i=2 λiziz
T
i . Now, we first bound the eigenvalues of U−1,τ , and

then use these results to bound the eigenvalues of U τ and U−1
τ . See Appendix A.7.4 for

details.

2.9 Discussion

Here, we include further details on how our results fit in the related literature.

2.9.1 Comparison to classical margin-based bounds

We start by arguing that classical bounds on the generalization of SVM are unimfor-

mative in the highly overparameterized settings of GMM data that we focus on. We do
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this by quantitatively comparing our results with classical margin-based bounds applied

to GMM data.

First, consider the following well-known bound.

Proposition 7.1. [145, Theorem 26.13]. Consider a distribution D over X ×{±1} such

that there exists some vector η∗ with P(x,y)∼D(y ·η∗Tx ≥ 1) = 1 and such that ∥x∥2 ≤ R

with probability 1. Let η̂SVM be the SVM solution. Then with probability at least 1 − δ,

we have that

R(η̂SVM) ≤
2R∥η∗∥2√

n
+ (1 +R∥η∗∥2)

√
2 log(2/δ)

n
. (2.34)

We apply Proposition 7.1 to the setting studied in Corollary 5.2. Specifically, we

will apply the bound for η∗ ← η. But, first we need to show that this choice satisfies

the conditions of the proposition. To this end, by definition of x, we have y · ηTx =

∥η∥22 + ηT (yq) with q ∼ N (0, Ip). Therefore,

P(y · ηTx ≤ 1) = P(ηT (yq) ≤ 1− ∥η∥22) = P(ηT (yq) ≥ ∥η∥22 − 1)

≤ exp

(
−(∥η∥22 − 1)2

2∥η∥22

)
≤ exp

(
−∥η∥

2
2

2
+ 1

)
≤ exp

(
−C(p/n)2α

) p/n→∞−→ 0.

The inequalities in the second line used Hoeffding’s tail bound. In the third line, we

used the conditions of Corollary 5.2 that ∥η∥2 ≥ C2(p/n)
α for some α > 1/4. Now,

we compute the upper bound R. Bernstein’s inequality gives with probability at least

1− 2e−p/c,

∥η∥22 + (1− (1/C))p ≤ ∥x∥22 ≤ ∥η∥22 + (1 + (1/C))p.
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Thus, in our setting with probability 1, ∥x∥2 ≤ ∥η∥2 + C
√
p =: R. Plugging this in

(2.34) we see that

R∥η∗∥2/
√
n = Θ

(
∥η∥22/

√
n+

√
p/n∥η∥2

)
.

This bound becomes vacuous in the setting of Corollary 5.2. Indeed, by using ∥η∥2 ≥

C2(p/n)
α, we find that

√
p/n∥η∥2 →∞ as p/n→∞.

One might wonder if the conclusion would be different have we instead used a margin-

based bound. We show that such bounds are also not able to explain why SVM nearly

achieves Bayes optimal (aka zero) error in the highly overparameterized regime of Corol-

lary 5.2.

Proposition 7.2. [145, Theorem 26.14]. Assume the conditions of Proposition 7.1.

Then, with probability at least 1− δ, we have that

R(η̂SVM) ≤
4R∥η̂SVM∥2√

n
+

√
log (4 log2(∥η̂SVM∥2)/δ)

n
. (2.35)

In order to analytically evaluate the bound above, we need a means to control the

inverse margin ∥η̂SVM∥2. While it is not a-priori clear how to do this, our analysis

establishes an upper bound on ∥η̂SVM∥2 in the sufficiently overparameterized regime.

Specifically, we do this as part of the proof of Theorem 3 in the process of upper bounding

the correlation of the LS solution in Section A.3.2 (see Equation A.13). But in the setting

of Corollary 5.2 ∥η̂SVM∥2 = ∥η̂LS∥2. Thus, (A.14) and (A.16) show that ∥η̂SVM∥22 ≤
C

(1−n/p)∥η∥22
. Recalling from above that R = ∥η∥2 + C

√
p and putting things together

proves that

R∥η̂SVM∥2√
n

= O

(
1√
n
+

√
p

n∥η∥22

)
. (2.36)
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In the High-SNR regime of Corollary 5.2 recall that p < n∥η∥22/C, thus the value in (2.36)

is O(1 + 1/
√
n). We see that (at least in the High-SNR regime) the bound we obtained

by combining Proposition 7.2 with our upper bound of ∥η̂SVM∥2 is indeed improved

compared to that of Proposition 7.1. However, it still fails to predict the fact that the

error goes to zero with increasing overparameterization (as predicted by Proposition 7.2).

The bound is similarly inconclusive about the Low-SNR regime.

We end this section by noting that the fact that margin-based bounds are loose

in the overparameterized regime has been previously also discussed in [116, 39] and

[119]. Specifically, [116, 39] showed that Proposition 7.2 fails to predict the exact double-

descent behavior of the risk in linear models even if the inverse margin ∥η̂SVM∥2 in (2.35)

is evaluated using sharp asymptotic formulas. Here, we have used our non-asymptotic

bound for ∥η̂SVM∥2 and showed that a margin-based argument is insufficient to yield

the conclusions on Section 2.5. Finally, see also the discussion in [119, Sec. 6] where

the authors demonstrate the deficiency of margin-based explanations in classification of

signed data via numerical simulations. Here, we have arrived at the same conclusion,

this time for GMM data, via an analytic study.

2.9.2 Comparison to previous works

We have already discussed how our results are motivated and how they differ from

previous works in the Introduction. Here, we focus on the three most closely related

papers [10, 119, 31] and provide a more detailed discussion.

Bartlett et al. [10]

As mentioned in the Introduction [10] is amongst the first to analytically study gen-

eralization principles under overparameterization. Our work is inspired by them, but
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otherwise differs in four important aspects as outlined next.

(i) First, unlike linear regression, we study a linear classification model in which labels

y are binary and covariates are of the form x = yη + q. As discussed in Section 2.2 this

implies that y = xT η̄ + z with η̄ := η/∥η∥22 and z = qT η̄. While this latter formulation

resembles the linear regression model, where noise is additive, note here that the additive

“noise” term z is highly signal dependent. The analysis of [10] makes heavy use of the

assumption that noise is signal independent, hence their techniques cannot be directly

applied to the GMM (see why in point (iii) below).

(ii) Second, our model is also different in that the feature vectors, although still

Gaussian, are now signal dependent. Again, this does not allow a direct application of

the technical results in [10] in our setting. Specifically, [10] show that in their setting

bounding generalization can be mapped to a question about controlling the rate of decay

of eigenvalues of inverse Wishart matrices. Instead, as explained in Section 2.8.1, in our

setting we first express the generalization metric of interest as a non-trivial function of a

number of simpler quadratic forms. While these quadratic forms involve inverse Wishart

matrices, their statistics are not solely governed by the eigenstructure of the latter, but

they also involve the mean vector η.

(iii) Third, beyond the model itself what differs fundamentally in classification is the

measure of generalization performance. Instead of the squared prediction risk studied

by [10], relevant for us is the expected error as measured by the 0/1 loss. For Gaussian

covariates, the former essentially reduces to the mean-squared error and the authors show

that it suffices controlling a quantity ϵTCϵ, where C = (XXT )−1XΣXT (XXT )−1 and

ϵ is the additive noise in the linear regression model [10, Lemma 7]. To do this, they

exploit the assumption that ϵ is independent of X and sub-Gaussian, which reduces the

problem to upper bounding Tr(C) [10, Lemma 8]. Their subsequent analysis is tailored

to this term. Instead, Lemma 1 shows that controlling the 0/1 risk requires bounding
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the estimator’s correlation. For the latter, we show that one needs to both upper bound

yTCy and lower bound yT (XXT )−1Xη (see (2.27)). Our goal is now more complicated

compared to the situation faced in linear regression because: (a) In the first term y is

not random (unlike ϵ). (b) The second quadratic form involves a matrix other than C

and both vectors y and η. (c) The feature matrix X is a non-centered Gaussian matrix

whose mean involves both the response y and the mean vector η.

(iv) The fourth difference is that in our setting, we are interested in the generaliza-

tion performance of the SVM solution rather than the minimum-norm interpolator. The

challenge is that the former is not given in closed form in terms of the label vector y and

the feature matrix X. The key innovation to circumvent this challenge is attributed to

[119] who realized that under sufficient overparameterization SVM becomes equivalent

to LS. We remark though that identifying the appropriate conditions for this to happen

for GMM data is key contribution of our work (see Section 2.9.2). Following the above

discussion emphasizing differences to the setting of [10] it should not be surprising the our

error bounds in Section 2.4 are of different nature to those in [10]. The first key difference

is that our bounds involve not only the eigenstructure of the covariance matrix, but also

the mean vector of the GMM. Second, as a natural follow up, our conditions in Section

2.5 for which the classifier’s error approaches the Bayes error are different to those in

[10]. Despite the differences, it might be interesting to the reader noting that the two

ensembles introduced in Definitions 2.2 and 2.3 can be expressed in terms of the notions

of “effective ranks” defined by [10], i.e. rk := (
∑p

i>k λi)/λk+1.To see the relationship, let

r̃k := (
∑p

i>k+1 λi)/λk+1 = rk − 1. With this notation, in the balanced ensemble, r̃0 ≥ bn,

which directly implies r0 ≥ bn. For large enough n, the reverse direction of implication

is also true. In the bi-level ensemble, the first condition r̃0 ≤ bn implies again r0 ≤ b
′
n

for large enough n. Similarly, the second condition r̃1 ≥ b1n implies r1 ≥ b1n.
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Muthukumar et al. [119]

The paper by [119] is the most closely related to this work in terms of the approach

that we follow. We complement the discussion in the Introduction regarding the different

setting between the two works with a more detailed exposition of our key technical

differences. For concreteness, we focus on the proof of equivalence between SVM and LS

in Theorems 1 and 2, since the same differences apply to the error analysis in Theorems

3, 4 and 5.

There are two main steps in proving Theorems 1 and 2. The first step involves a deter-

ministic sufficient condition guaranteeing that the constraints of the SVM optimization

in (2.5) are active. The second step involves a probabilistic analysis of this deterministic

condition using the generative statistical model at hand. The first part of our proof is

same as in [119] and [72]. Specifically, we use their deterministic condition (2.26). On

the other hand, the second part of our analysis is technically challenging. The reason

is that unlike previous work where the covariates are zero mean Gaussians, in our case,

X = Q + yηT for a zero-mean Gaussian matrix Q. Note that the deterministic condi-

tion (2.26) to be checked involves the inverse Gram matrix. The key relevant technical

argument in [119] (i.e., Lemma 1 therein) controls how far the inverse Wishart matrix

(QQT )−1 is from
(∑

i∈[p] |λi|
)
Id. This results is clearly not sufficient in our case as

(XXT )−1 involves more terms. We repeat our strategy at circumventing this challenge

as also sketched in Section 2.8.1. We start by expanding the terms in (XXT ) and rec-

ognizing that after appropriate application of the matrix inversion lemma together with

some algebra we can express the LHS of (2.26) as a function of five quadratic forms

of either of two random matrices, (QQT )−1 or QT (QQT )−1. It should be noted that

this function involves the five quadratic forms in a convoluted way making it necessary

to provide both upper and lower bounds for those forms (see Equation (2.32)). Besides
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lower bounding one of the first two terms that involves (QQT )−1 using Lemma 1 in [119],

none of the remaining quadratic forms appear in the analysis of [119]. Lemmas 9 and

10, where we obtain lower/upper bounds for them, form a main technical contribution of

our work (see Appendix A.7 for details). Finally, the delicate piece of putting together

those bounds to guarantee a positive quantity overall is also new compared to previous

works (see Appendix A.2).

As we have highlighted in the previous sections, differences to [119] are not only techni-

cal. Most importantly, the differences extend to the conclusions regarding the conditions

playing a key role for interpolation of the SVM solution and for the classification error

of SVM to approach the Bayes error. See discussions in Sections 2.3 and 2.4. As a side

technical note here, we have here relaxed the one-sparse assumption [119, Assumption 1]

on the parameter vector η in the balanced ensemble. Finally, unlike [119], our bounds

further apply to regularized LS and are extended to a model with label corruptions.

As a last note, we discuss the nice follow-up to [119] by [72], which involves two

key contributions. The first concerns conditions for interpolation. The first step in

their analysis (aka the deterministic condition (2.26) discussed above) is the same as

in [119], but (2.26) is eventually expressed in a different equivalent form that allows

tightening the probabilistic analysis that follows in the case of anisotropic convariance.

Their second novelty involves relaxing the requirement for Gaussianity of the features

to subGaussianity and Haar distribution. These improvements still only apply to the

discriminative model, thus they are not directly applicable here.

Chatterji and Long [31]

We now compare our work to [31], who also derive non-asymptotic error bounds on

the classification error of GMM data.
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First, there are certain differences in the problem setting. On the one hand, [31]

relaxes the assumption on Gaussianity by studying the case where q in (2.1) has sub-

Gaussian entries 3. On the other hand, while we require that q is Gaussian, our results

capture explicitly the role of the data covariance matrix and its interplay with the mean

vector via the key parameter σ2 = ηTΣη. As we have seen in Sections 2.4, 2.5 and

2.6, the error behavior can differ substantially for different covariance structures (e.g.,

balanced vs bi-level ensembles). This phenomenon is not revealed by [31, Thm. 3.1] 4.

Another distinguishing feature of the results in [31] is that they apply to a noisy model

that allows for (bounded number of) adversarial label corruptions. Our main focus is

the noiseless GMM, but we also extended our results to a special case of their model in

Section 2.7.

In terms of analysis, our techniques are very different. As mentioned we follow the

high-level recipe of [119] (also adapted by [72]), that is first showing equivalence of SVM to

LS and then deriving error bounds for the latter. Instead, [31] analyze the SVM solution

by viewing it as the limit of gradient-descent updates on logistic loss minimization with

sufficiently small step-size [146]. Specifically, they produce a recursive argument that

at each iteration lower bounds the the expected margin of the current gradient-descent

iterate on a clean point with respect to the margin of the previous iterate [31, Lem. 4.4].

We believe that both techniques are of interest. Via the connection to logistic loss

minimization, their approach also yields insights on the degree to which one example

(possibly a noisy one) can affect the quality of the learnt classifier [31, Lem. 4.8]. It also

allows the study of subGaussian features (rather than Gaussian) rather naturally. On

the other hand, the approach followed here leads to Theorems 1 and 2 on equivalence of

3This is interesting as for example it includes a Boolean noisy version of the rare-weak model by [78],
for which our results do not directly apply.

4We note that the key role played by data covariance in double-decent and benign overfitting has
been also emphasized in several related works, e.g., [65, 10, 119, 116, 30]
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SVM to LS under sufficient effective overparameterization, which is a result of its own

interest. Besides, as mentioned, our technique allows us to capture the effect of data

covariance.

We already discussed in Sections 2.5 and 2.7 how our findings compare to those in [31].

In summary, for the noiseless case, we show that interpolating solutions asymptotically

achieve the Bayes error under relaxed assumptions compared to the noisy model (see

Remark 1. For the noisy model, our benign-overfitting conditions are identical, but our

risk bounds hold under relaxed assumptions (see Remark 2). Finally, in addition to the

risk bounds for SVM derived by [31], we also derive conditions for which SVM solution

interpolates the data and we investigate regularized LS.

2.9.3 Contemporaneous and follow-up work

While the current version of our paper was undergoing review and after an earlier

version of our paper [164], we became aware of contemporaneous independent work by

[27]. Compared to our setting, [27] only requires sub-Gaussian features. Similar to us

their results capture the key role of the spectrum of the data covariance. Their proofs for

the correlated case build on ideas developed in our earlier version [164] for the isotropic

case. Compared to them, we also derived bounds for regularized LS in our paper. A more

detailed technical comparison between the two paper is as follows. First, [27] obtains a

sharper first condition ∥λ∥1 ≥ max{n√n∥λ∥∞, n∥λ∥2} for equivalence of SVM to LS in

Theorem 1, by invoking stronger concentration arguments. Their second condition is the

same as Theorem 1. For this, we further present insightful simulation results suggesting

its tightness (see Figure 2.1). Regarding the classification error, [27] provides both upper

and the lower bound for R(η̂SVM). However, note that their results only apply to the

balanced ensemble. For the anisotropic balanced setting, compared to Theorem 1, [27,
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Theorem 3.1] proved that R(η̂LS) ≤ exp
(

−C∥η∥42
∥λ∥∞+(∥λ∥21/n)+σ2)

)
. Under the same assump-

tions in Theorem 1, [27, Theorem 3.1], the numerator of our corresponding bound in

(2.13) can be simplified to the same as the result in [27]. However, the denominators

are slightly different, where instead of ∥λ∥22/n in [27], we obtain ∥λ∥22 and an additional

∥λ∥∞ term. For the isotropic setting, after some simplification, the bound on R(η̂LS) in

[27, Corollary 3.3] is the same as Theorem 4. Therefore, the benign overfitting condition

(∥η∥2 = Θ(pβ), β ∈ (1/4, 1)) is matching for finite n in the isotropic setting. As men-

tioned, we also investigate regularized LS in this paper. Additionally, in Section 2.7 we

extend our results to a probabilistic label-noise model and derive conditions for benign

overfitting that are not studied in [27].

More recently, [4] derived lower bounds for the conditions required to make SVM and

LS solutions equivalent for discriminative models. For unconditional Gaussian covariates

they show a sharp phase-transition characterizing the equivalence phenomenon. It is

interesting to extend their analyses focusing on lower bounds to GMM data as studied in

our paper. Finally, it is worth mentioning exciting related work [173, 161] that explores

benign overfitting of stochastic gradient descent (SGD) (instead, note in Section 2.2 that

our motivation for studying SVM or the minimum-norm interpolator comes from imiplicit

bias of GD rather than SGD).
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Benign overfitting in multiclass

classification

3.1 Introduction

Modern deep neural networks are overparameterized (high-dimensional) with respect

to the amount of training data. Consequently, they achieve zero training error even on

noisy training data, yet generalize well on test data [169]. Recent mathematical analysis

has shown that fitting of noise in regression tasks can in fact be relatively benign for

linear models that are sufficiently high-dimensional [10, 15, 65, 118, 86]. These analy-

ses do not directly extend to classification, which requires separate treatment. In fact,

recent progress on sharp analysis of interpolating binary classifiers [120, 31, 164, 27] re-

vealed high-dimensional regimes in which binary classification generalizes well, but the

corresponding regression task does not work and/or the success cannot be predicted by

classical margin-based bounds [144, 9].

In an important separate development, these same high-dimensional regimes admit

an equivalence of loss functions used for optimization at training time. The support
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vector machine (SVM), which arises from minimizing the logistic loss using gradient

descent [146, 77], was recently shown to satisfy a high-probability equivalence to interpo-

lation, which arises from minimizing the squared loss [120, 72]. This equivalence suggests

that interpolation is ubiquitous in very overparameterized settings, and can arise nat-

urally as a consequence of the optimization procedure even when this is not explicitly

encoded or intended. Moreover, this equivalence to interpolation and corresponding anal-

ysis implies that the SVM can generalize even in regimes where classical learning theory

bounds are not predictive. In the logistic model case [120] and Gaussian binary mix-

ture model case [31, 164, 27], it is shown that good generalization of the SVM is possible

beyond the realm in which classical margin-based bounds apply. These analyses lend the-

oretical grounding to the surprising hypothesis that squared loss can be equivalent to, or

possibly even superior, to the cross-entropy loss for classification tasks. Ryan Rifkin pro-

vided empirical support for this hypothesis on kernel machines [137, 136]; more recently,

corresponding empirical evidence has been provided for state-of-the-art deep neural net-

works [74, 131].

These perspectives have thus far been limited to regression and binary classification

settings. In contrast, most success stories and surprising new phenomena of modern ma-

chine learning have been recorded in multiclass classification settings, which appear nat-

urally in a host of applications that demand the ability to automatically distinguish be-

tween large numbers of different classes. For example, the popular ImageNet dataset [141]

contains on the order of 1000 classes. Whether a) good generalization beyond effectively

low-dimensional regimes where margin-based bounds are predictive is possible, and b)

equivalence of squared loss and cross-entropy loss holds in multiclass settings remained

open problems.

This paper [165] makes significant progress towards a complete understanding of the

optimization and generalization properties of high-dimensional linear multiclass classi-
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fication, both for unconditional Gaussian covariates (where labels are generated via a

multinomial logistic model), and Gaussian mixture models. Our contributions are listed

in more detail below.

3.1.1 Our contributions

Data arising from GMM or MLM,

sufficient overparameterization

zc�(X>X)�1zc > 0

for all c 2 [k]
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Multiclass/OvA SVM 
constraints are active

Both SVMs equal,

interpolate training data

Theorems 2 and 3

Theorem 1

Pe(WSVM) = Pe(WOvA) = Pe(WMNI)
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Pe(WMNI)  (Theorem 5)
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Corollaries 3 and 4:

Benign overfitting of SVM and MNI under GMM and MLM

Corollary 1

(Theorems 4 and 5)

Features that exhibit the 

neural collapse phenomenon

Corollary 2

Figure 3.1: Contributions and organization.

• We establish a deter-

ministic sufficient condition

under which the multiclass

SVM solution has a very sim-

ple and symmetric structure:

it is identical to the solution

of a One-vs-All (OvA) SVM

classifier that uses a simplex-

type encoding for the labels

(unlike the classical one-hot

encoding). Moreover, the constraints at both solutions are active. Geometrically, this

means that all data points are support vectors, and they interpolate the simplex-encoding

vector representation of the labels. See Figure 3.2 for a numerical illustration confirming

our finding.

• This implies a surprising equivalence between traditionally different formulations of

multiclass SVM, which in turn are equivalent to the minimum-norm interpolating (MNI)

classifier on the one-hot label vectors. Thus, we show that the outcomes of training with

cross-entropy (CE) loss and squared loss are identical in terms of classification error.

• Next, for data following a Gaussian-mixtures model (GMM) or a Multinomial lo-

gistic model (MLM), we show that the above sufficient condition is satisfied with high-
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probability under sufficient “effective” overparameterization. Our sufficient conditions

are non-asymptotic and are characterized in terms of the data dimension, the number

of classes, and functionals of the data covariance matrix. Our numerical results show

excellent agreement with our theoretical findings. We also show that the sufficient con-

dition of equivalence of CE and squared losses is satisfied when the “neural collapse”

phenomenon occurs [125].

• Finally, we provide novel non-asymptotic bounds on the error of the MNI classifier

for data generated either from the GMM and identify sufficient conditions under which

benign overfitting occurs. A direct outcome of our results is that benign overfitting oc-

curs under these conditions regardless of whether the cross-entropy loss or squared loss

is used during training.

Figure 3.1 describes our contributions and their implications through a flowchart. To

the best of our knowledge, these are the first results characterizing a) equivalence of loss

functions, and b) generalization of interpolating solutions in the multiclass setting. The

multiclass setting poses several challenges over and above the recently studied binary

case. When presenting our results in later sections, we discuss in detail how our analysis

circumvents these challenges.

3.1.2 Related work

Multiclass classification and the impact of training loss functions There is

a classical body of work on algorithms for multiclass classification, e.g., [166, 21, 42,

36, 93] and several empirical studies of their comparative performance [136, 53, 3] (also

see [71, 55, 90, 20, 38, 74, 131] for recent such studies in the context of deep nets).

Many of these (e.g. [136, 74, 20]) have found that least-squares minimization yields

competitive test classification performance to cross-entropy minimization. Our proof of
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equivalence of the SVM and MNI solutions under sufficient overparameterization provides

theoretical support for this line of work. This is a consequence of the implicit bias of

gradient descent run on the CE and squared losses leading to the multiclass SVM [146,

77] and MNI [45] respectively. Numerous classical works investigated consistency [170,

93, 152, 129, 128] and finite-sample behavior, e.g., [88, 35, 96, 109, 97] of multiclass

classification algorithms in the underparameterized regime. In contrast, our central focus

is the highly overparameterized regime, where the typical uniform convergence techniques

cannot apply.

Binary classification error analyses in overparameterized regime The recent

wave of analyses of the minimum-ℓ2-norm interpolator (MNI) in high-dimensional lin-

ear regression (beginning with [10, 15, 65, 118, 86]) prompted researchers to consider

to what extent the phenomena of benign overfitting and double descent [14, 56] can be

proven to occur in classification tasks. Even the binary classification setting turns out

to be significantly more challenging to study owing to the discontinuity of the 0-1 test

loss function. Sharp asymptotic formulas for the generalization error of binary classi-

fication algorithms in the linear high-dimensional regime have been derived in several

recent works [73, 149, 107, 142, 150, 151, 39, 116, 81, 99, 143, 5, 103, 40]. These formulas

are solutions to complicated nonlinear systems of equations that typically do not admit

closed-form expressions. A separate line of work provides non-asymptotic error bounds

for both the MNI classifier and the SVM classifier [31, 120, 164, 27]; in particular, [120]

analyzed the SVM in a Gaussian covariates model by explicitly connecting its solution

to the MNI solution. Subsequently, [164] also took this route to analyze the SVM and

MNI in mixture models, and even more recently, [27] provided extensions of this result

to sub-Gaussian mixtures. While these non-asymptotic analyses are only sharp in their

dependences on the sample size n and the data dimension p, they provide closed-form
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generalization expressions in terms of easily interpretable summary statistics. Interest-

ingly, these results imply good generalization of the SVM beyond the regime in which

margin-based bounds are predictive. Specifically, [120] identifies a separating regime for

Gaussian covariates in which corresponding regression tasks would not generalize. In

the Gaussian mixture model, margin-based bounds [144, 9] (as well as corresponding re-

cently derived mistake bounds on interpolating classifiers [98]) would require the intrinsic

signal-to-noise-ratio (SNR) to scale at least as ω(p1/2) for good generalization; however,

the analyses of [164, 27] show that good generalization is possible for significantly lower

SNR scaling as ω(p1/4). The above error analyses are specialized to the binary case, where

closed-form error expressions are easy to derive [120]. The only related work applicable to

the multiclass case is [155], which also highlights the numerous challenges of obtaining a

sharp error analysis in multiclass settings. Specifically, [155] derived sharp generalization

formulas for multiclass least-squares in underparameterized settings; extensions to the

overparameterized regime and other losses beyond least-squares remained open. Finally,

[85] recently derived sharp phase-transition thresholds for the feasibility of OvA-SVM on

multiclass Gaussian mixture data in the linear high-dimensional regime. However, this

does not address the more challenging multiclass-SVM that we investigate here.

Other SVM analyses The number of support vectors in the binary SVM has been

characterized in low-dimensional separable and non-separable settings [41, 22, 108] and

scenarios have been identified in which there is a vanishing fraction of support vectors, as

this implies good generalization1 via PAC-Bayes sample compression bounds [160, 61, 58].

In the highly overparameterized regime that we consider, perhaps surprisingly, the op-

posite behavior occurs: all training points become support vectors with high probabil-

1In this context, the fact that [120, 164, 27] provide good generalization bounds in the regime where
support vectors proliferate is particularly surprising. In conventional wisdom, a proliferation of support
vectors was associated with overfitting but this turns out to not be the case here.
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ity [41, 22, 108, 120, 72]. In particular, [72] provided sharp non-asymptotic sufficient

conditions for this phenomenon for both isotropic and anisotropic settings. The tech-

niques in [120, 72] are highly specialized to the binary SVM and its dual, where a simple

complementary slackness condition directly implies the property of interpolation. In

contrast, the complementary slackness condition for the case of multiclass SVM does

not directly imply interpolation; in fact, the operational meaning of “all training points

becoming support vectors” is unclear in the multiclass SVM. Our proof of deterministic

equivalence goes beyond the complementary slackness condition and uncovers a surpris-

ing symmetric structure by showing equivalence of multiclass SVM to a simplex-type OvA

classifier. The simplex equiangular tight frame structure that we uncover is somewhat

reminiscent of the recently observed neural collapse phenomenon in deep neural net-

works [125]; indeed, Section 3.3.3 shows an explicit connection between our deterministic

equivalence condition and the neural collapse phenomenon. Further, [120, 72] focus on

proving deterministic conditions for equivalence in the case of labels generated from co-

variates; the mixture model case (where covariates are generated from labels) turns out

to be significantly more involved.

3.1.3 Organization

The paper is organized as follows. Section 3.2 describes the problem setting and

sets up notation. Section 3.3 presents our main results on the equivalence between the

multiclass SVM and MNI solutions for two data models: the Gaussian mixture model

(GMM) and the multinomial logistic model (MLM). In the same section, we also show

the equivalence under the Neural Collapse phenomenon. Section 3.4 presents our error

analysis of the MNI solution (and, by our proved equivalence, the multiclass SVM) for the

GMM and Section 3.5 presents consequent conditions for benign overfitting of multiclass
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classification. Finally, Section 3.6 presents proofs of our main results; auxiliary proofs are

deferred to the appendices. Please refer to the table of contents (before the appendices)

for a more detailed decomposition of results and proofs.

Notation For a vector v ∈ Rp , let ∥v∥2 =
√∑p

i=1 v
2
i , ∥v∥1 =

∑p
i=1 |vi|, ∥v∥∞ =

maxi{|vi|}. v > 0 is interpreted elementwise. 1m / 0m denote the all-ones / all-zeros

vectors of dimension m and ei denotes the i-th standard basis vector. For a matrix

M, ∥M∥2 denotes its 2 → 2 operator norm and ∥M∥F denotes the Frobenius norm. ⊙

denotes the Hadamard product. [n] denotes the set {1, 2, ..., n}. We also use standard

“Big O” notations Θ(·), ω(·), e.g., see [34, Chapter 3]. Finally, we write N (µ,Σ) for the

(multivariate) Gaussian distribution of mean µ and covariance matrix Σ, and, Q(x) =

P(Z > x), Z ∼ N (0, 1) for the Q-function of a standard normal. Throughout, constants

refer to strictly positive numbers that do not depend on the problem dimensions n or p.

3.2 Problem setting

We consider the multiclass classification problem with k classes. Let x ∈ Rp denote

the feature vector and y ∈ [k] represent the class label associated with one of the k

classes. We assume that the training data has n feature/label pairs {xi, yi}ni=1. We focus

on the overparameterized regime, i.e., p > Cn, and we will frequently consider p ≫ n.

For convenience, we express the labels using the one-hot coding vector yi ∈ Rk, where

only the yi-th entry of yi is 1 and all other entries are zero, i.e., yi = eyi . With this

notation, the feature and label matrices are given in compact form as follows: X =[
x1 x2 · · · xn

]
∈ Rp×n and Y =

[
y1 y2 · · · yn

]
=

[
v1 v2 · · ·vk

]T
∈ Rk×n,

where we have defined vc ∈ Rn, c ∈ [k] to denote the c-th row of the matrix Y .
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3.2.1 Data models

We assume that the data pairs {xi, yi}ni=1 are independently and identically dis-

tributed (IID). We will consider two models for the distribution of (x, y). For both

models, we define the mean vectors {µj}kj=1 ∈ Rp, and the mean matrix is given by

M :=

[
µ1 µ2 · · · µk

]
∈ Rp×k.

Gaussian Mixture Model (GMM) In this model, the mean vector µi represents the

conditional mean vector for the i-th class. Specifically, each observation (xi, yi) belongs

to to class c ∈ [k] with probability πc and conditional on the label yi, xi follows a

multivariate Gaussian distribution. In summary, we have

P(y = c) = πc and x = µy + q, q ∼ N (0,Σ). (3.1)

In this work, we focus on the isotropic case Σ = Ip. Our analysis can likely be extended

to the more general anisotropic case, but we leave this to future work.

Multinomial Logit Model (MLM) In this model, the feature vector x ∈ Rp is

distributed as N (0,Σ), and the conditional density of the class label y is given by the

soft-max function. Specifically, we have

x ∼ N (0,Σ) and P(y = c|x) = exp(µT
c x)∑

j∈[k] exp(µ
T
j x)

. (3.2)

For this model, we analyze both the isotropic and anisotropic cases.
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3.2.2 Data separability

We consider linear classifiers parameterized by W =

[
w1 w2 · · · wk

]T
∈ Rk×p.

Given input feature vector x, the classifier is a function that maps x into an output of k

via x 7→Wx ∈ Rk (for simplicity, we ignore the bias term throughout). We will operate

in a regime where the training data are linearly separable. In multiclass settings, there

exist multiple notions of separability. Here, we focus on (i) multiclass separability (also

called k-class separability) (ii) one-vs-all (OvA) separability, and, recall their definitions

below.

Definition 3.2.1 (multiclass and OvA separability). The dataset {xi, yi}i∈[n] is multi-

class linearly separable when

∃W : (wyi −wc)
Txi ≥ 1, ∀c ̸= yi, c ∈ [k], and ∀i ∈ [n]. (3.3)

The dataset is one-vs-all (OvA) separable when

∃W : wT
c xi


≥ 1 if yi = c

≤ −1 if yi ̸= c

,∀c ∈ [k], and ∀i ∈ [n]. (3.4)

Under both data models of the previous section (i.e., GMM and MLM), we have

rank(X) = n almost surely in the overparameterized regime p > n. This directly implies

OvA separability. It turns out that OvA separability implies multiclass separability, but

not vice versa (see [16] for a counterexample).

3.2.3 Classification error

Consider a linear classifier Ŵ and a fresh sample (x, y) generated following the same

distribution as the training data. As is standard, we predict ŷ by a “winner takes it all
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strategy”, i.e., ŷ = argmaxj∈[k] ŵ
T
j x. Then, the classification error conditioned on the

true label being c, which we refer to as the class-wise classification error, is defined as

Pe|c := P(ŷ ̸= y|y = c) = P(ŵT
c x ≤ max

j ̸=c
ŵT
j x). (3.5)

In turn, the total classification error is defined as

Pe := P(ŷ ̸= y) = P(argmax
j∈[k]

ŵT
j x ̸= y) = P(ŵT

y x ≤ max
j ̸=y

ŵT
j x). (3.6)

3.2.4 Classification algorithms

Next, we review several different training strategies for which we characterize the

total/class-wise classification error in this paper.

Multiclass SVM Consider training W by minimizing the cross-entropy (CE) loss

L(W ) := − log

(
ew

T
yi
xi∑

c∈[k] e
wT

c xi

)

with the gradient descent algorithm (with constant step size η). In the separable regime,

the CE loss L(W ) can be driven to zero. Moreover, [146, Thm. 7] showed that the

normalized iterates {W t}t≥1 converge as

lim
t→∞

∥∥W t

log t
−W SVM

∥∥
F
= 0,
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where W SVM is the solution of the multiclass SVM [166] given by

W SVM := argmin
W
∥W ∥F sub. to (wyi −wc)

Txi ≥ 1, ∀i ∈ [n], c ∈ [k] s.t. c ̸= yi.

(3.7)

It is important to note that the normalizing factor log t here does not depend on the

class label; hence, in the limit of GD iterations, the solution W t decides the same label

as multiclass SVM for any test sample.

One-vs-all SVM In contrast to Equation (3.7), which optimizes the hyperplanes

{wc}c∈[k] jointly, the one-vs-all (OvA)-SVM classifier solves k separable optimization

problems that maximize the margin of each class with respect to all the rest. Concretely,

the OvA-SVM solves the following optimization problem for all c ∈ [k]:

wOvA,c := argmin
w
∥w∥2 sub. to wTxi


≥ 1, if yi = c,

≤ −1, if yi ̸= c,

∀i ∈ [n]. (3.8)

In general, the solutions to Equations (3.7) and (3.8) are different. While the OvA-

SVM does not have an obvious connection to any training loss function, its relevance

will become clear in Section 3.3. Perhaps surprisingly, we will prove that in the highly

overparameterized regime the multiclass SVM solution is identical to a slight variant of

(3.8).

Min-norm interpolating (MNI) classifier An alternative to the CE loss is the

square loss L(W ) := 1
2n
∥Y −WX∥22 = 1

2n

∑n
i=1 ∥Wxi − yi∥22. Since the square loss is

tailored to regression, it might appear that the CE loss is more appropriate for classifica-

tion. Perhaps surprisingly, one of the main messages of this paper is that under sufficient
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effective overparameterization the two losses actually have equivalent performance. Our

results lend theoretical support to empirical observations of competitive classification

accuracy between the square loss and CE loss in practice [137, 74, 131].

Towards showing this, we note that when the linear model is overparameterized (i.e.

p > n) and assuming rank(X) = n (e.g this holds almost surely under both the GMM

and MLM), the data can be linearly interpolated, i.e. the square-loss can be driven

to zero. Then, it is well-known [45] that gradient descent with sufficiently small step

size and appropriate initialization converges to the minimum-norm -interpolating (MNI)

solution, given by:

WMNI := argmin
W
∥W ∥F , sub. to XTwc = vc,∀c ∈ [k]. (3.9)

Since XTX is invertible, the MNI solution is given in closed form as

W T
MNI = X(XTX)−1Y T .

From here on, we refer to (3.9) as the MNI classifier.

3.3 Equivalence of solutions and geometry of sup-

port vectors

In this section, we show the equivalence of the solutions of the three classifiers defined

above in certain high-dimensional regimes.
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3.3.1 A key deterministic condition

We first establish a key deterministic property of SVM that holds for generic mul-

ticlass datasets (X,Y ) (i.e. not necessarily generated by either the GMM or MLM).

Specifically, Theorem 8 below derives a sufficient condition (cf. (3.12)) under which the

multiclass SVM solution has a surprisingly simple structure. First, the constraints are all

active at the optima (cf. (3.13)). Second, and perhaps more interestingly, this happens

in a very specific way; the feature vectors interpolate a simplex representation of the

multiclass labels, as specified below:

ŵT
c xi = zci :=


k−1
k

, c = yi

− 1
k

, c ̸= yi

for all i ∈ [n], c ∈ [k]. (3.10)

To interpret this, define an adjusted k-dimensional label vector ỹi := [z1i, z2i, . . . , zki]
T for

each training sample i ∈ [n]. This can be understood as a k-dimensional vector encoding

of the original label yi that is different from the classical one-hot encoding representation

yi; in particular, it has entries either−1/k or 1−1/k (rather than 0 or 1). We call this new

representation a simplex representation, based on the following observation. Consider k

data points that each belong to a different class 1, . . . , k, and their corresponding vector

representations ỹ1, . . . , ỹk. Then, it is easy to verify that the vectors {0, ỹ1, . . . , ỹk} are

affinely independent; hence, they form the vectices of a k-simplex.

Theorem 8. For a multiclass separable dataset with feature matrix X = [x1,x2, . . . ,xn] ∈

Rp×n and label matrix Y = [v1,v2, . . . ,vk]
T ∈ Rk×n, denote by W SVM = [ŵ1, ŵ2, . . . , ŵk]

T

the multiclass SVM solution of (3.7). For each class c ∈ [k] define vectors zc ∈ Rn such
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that

zc = vc −
1

k
1n, c ∈ [k]. (3.11)

Let (XTX)+ be the Moore-Penrose generalized inverse2 of the Gram matrix XTX and

assume that the following condition holds

zc ⊙ (XTX)+zc > 0, ∀c ∈ [k]. (3.12)

Then, the SVM solution W SVM is such that all the constraints in (3.7) are active. That

is,

(ŵyi − ŵc)
Txi = 1, ∀c ̸= yi, c ∈ [k], and ∀i ∈ [n]. (3.13)

Moreover, the features interpolate the simplex representation. That is,

XT ŵc = zc, ∀c ∈ [k]. (3.14)

For k = 2 classes, it can be easily verified that Equation (3.12) reduces to the condition

in Equation (22) of [120] for the binary SVM. Compared to the binary setting, the

conclusion for the multiclass case is richer: provided that Equation (3.12) holds, we

show that not only are all data points support vectors, but also, they satisfy a set

of simplex OvA-type constraints as elaborated above. The proof of Equation (3.14) is

particularly subtle and involved: unlike in the binary case, it does not follow directly from

a complementary slackness condition on the dual of the multiclass SVM. A key technical

contribution that we provide to remedy this issue is a novel reparameterization of the

2Most of the regimes that we study are ultra-high-dimensional (i.e. p≫ n), and so XTX is invertible
with high probability. Consequently, (XTX)+ can be replaced by (XTX)−1 in these cases.
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SVM dual. The complete proof of Theorem 8 and this reparameterization is provided in

Section 3.6.1.

We make a few additional remarks on the interpretation of Equation (3.14).

First, our proof shows a somewhat stronger conclusion: when Equation (3.12) holds,

the multiclass SVM solutions ŵc, c ∈ [k] are same as the solutions to the following simplex

OvA-type classifier (cf. Equation (3.8)):

min
wc

1

2
∥wc∥22 sub. to xTi wc


≥ k−1

k
, yi = c,

≤ − 1
k

, yi ̸= c,

∀i ∈ [n], (3.15)

for all c ∈ [k]. We note that the OvA-type classifier above can also be interpreted as

a binary cost-sensitive SVM classifier [75] that enforces the margin corresponding to all

other classes to be (k − 1) times smaller compared to the margin for the labeled class

of the training data point. This simplex structure is illustrated in Figure 3.2, which

evaluates the solution of the multiclass SVM on a 4-class Gaussian mixture model with

isotropic noise covariance. The mean vectors are set to be mutually orthogonal and equal

in norm, with SNR ∥µ∥2 = 0.2
√
p. We also set n = 50, p = 1000 to ensure sufficient

effective overparameterization (in a sense that will be formally defined in subsequent

sections). Figure 3.2 shows the inner product ŵT
c x drawn from 8 samples. These inner

products are consistent with the simplex OvA structure defined in Equation (3.14), i.e.,

ŵT
c xi = 3/4 if yi = c and ŵT

c xi = −1/4 if yi ̸= c.

Second, Equation (3.14) shows that when Equation (3.12) holds, then the multiclass

SVM solution W SVM has the same classification error as that of the minimum-norm in-

terpolating solution. In other words, we can show that the minimum-norm classifiers that

interpolate the data with respect to either the one-hot representations yi or the simplex

representations ỹi of (3.10) have identical classification performance. This conclusion,
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Figure 3.2: Inner products W SVMxc ∈ R4 for features xi that each belongs to the
c-th class for c ∈ [k] and k = 4 total classes. The red lines correspond to the values
(k − 1)/k = 3/4 and −1/k = −1/4 of the simplex encoding described in Theorem
8. Observe that the inner products W SVMxc match with these values, that is, Equa-
tion (3.10) holds.

stated as a corollary below, drives our classification error analysis in Section 3.4.

Corollary 8.1 (SVM=MNI). Under the same assumptions as in Theorem 8, and pro-

vided that the inequality in Equation (3.12) holds, it holds that Pe|c(W SVM) = Pe|c(WMNI)

for all c ∈ [k]. Thus, the total classification errors of both solutions are equal: Pe(W SVM) =

Pe(WMNI).

The corollary follows directly by combining Theorem 8 with the following lemma

applied with the choice α = 1, β = −1/k. We include a detailed proof below for com-

pleteness.

Lemma 6. For constants α > 0, β, consider the MNI-solution wα,β
c = X(X⊤X)+(αvc+

β1), c ∈ [k] corresponding to a target vector of labels αvc + β1n. Let Pα,βe|c , c ∈ [k] be the

class-conditional classification errors of the classifier wα,β. Then, for any different set

of constants α′ > 0, β′, it holds that Pα,βe|c = Pα
′,β′

e|c ,∀c ∈ [k].

Proof. Note that wα=1,β=0
c = wMNI,c, c ∈ [k] and for arbitrary α > 0, β, we have:

wα,β
c = αwMNI,c + βX(X⊤X)+1. Moreover, it is not hard to check that w⊤

MNI,cx ≤
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maxj ̸=cw
⊤
MNI,jx if and only if (αwMNIc+b)⊤x ≤ maxj ̸=c(αwMNI,j+b)⊤x, for any b ∈ Rp.

The claim then follows by choosing b = βX(X⊤X)+1 and noting that α > 0, β were

chosen arbitrarily.

3.3.2 Connection to effective overparameterization

Theorem 8 establishes a deterministic condition that applies to any multiclass sepa-

rable dataset as long as the data matrix X is full-rank. In this subsection, we show that

the inequality in Equation (3.12) occurs with high-probability under both the GMM and

MLM data models provided that there is sufficient effective overparameterization.

Gaussian mixture model

We assume an equal-energy, equal-prior setting as detailed below.

Assumption 2 (Equal energy/prior). The mean vectors have equal energy and the priors

are equal, i.e. we have ∥µ∥2 := ∥µc∥2 and πc = π = 1/k, for all c ∈ [k].

Theorem 9. Assume that the training set follows a multiclass GMM with Σ = Ip,

Assumption 2 holds, and the number of training samples n is large enough. There exist

constants c1, c2, c3 > 1 and C1, C2 > 1 such that Equation (3.12) holds with probability at

least 1− c1
n
− c2ke

− n
c3k

2 , provided that

p > C1k
3n log(kn) + n− 1 and p > C2k

1.5n
√
n∥µ∥2. (3.16)

Theorem 9 establishes a set of two conditions under which Equation (3.12) and the

conclusions of Theorem 8 hold, i.e. W SVM = WMNI. The first condition requires suf-

ficient overparameterization p = Ω(k3n log(kn)), while the second one requires that the

signal strength is not too large. Intuitively, we can understand these conditions as fol-
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lows. Note that Equation (3.12) is satisfied provided that the inverse Gram matrix

(XTX)−1 is “close” to identity, or any other positive-definite diagonal matrix. Recall

from Equation (3.1) that X = MY +Q =
∑k

j=1µjv
T
j +Q where Q is a p×n standard

Gaussian matrix. The first inequality in Equation (3.16) (i.e. a lower bound on the data

dimension p) is sufficient for (QTQ)−1 to have the desired property; the major technical

challenge is that (XTX)−1 involves additional terms that intricately depend on the label

matrix Y itself. Our key technical contribution is showing that these extra terms do not

drastically change the desired behavior, provided that the norms of the mean vectors

(i.e. signal strength) are sufficiently small. At a high-level we accomplish this with a

recursive argument as follows. Denote X0 = Q and X i =
∑i

j=1µjv
T
j + Q for i ∈ [k].

Then, at each stage i of the recursion, we show how to bound quadratic forms involv-

ing
(
XT

i X i

)−1
using bounds established previously at stage i − 1 on quadratic forms

involving
(
XT

i−1X i−1

)−1
. A critical property for the success of our proof strategy is the

observation that the rows of Y are always orthogonal, that is, vTi vj = 0, for i ̸= j. The

complete proof of the theorem is given in Section 3.6.2.

We first present numerical results that support the conclusions of Theorem 9. (In

all our figures, we show averages over 100 Monte-Carlo realizations, and the error bars

show the standard deviation at each point.) Figure 3.3(a) plots the fraction of support

vectors satisfying Equation (3.14) as a function of training size n. We fix dimension

p = 1000 and class priors π = 1
k
. To study how the outcome depends on the number of

classes k and signal strength ∥µ∥2, we consider k = 4, 7 and three equal-energy scenarios

where ∀c ∈ [k] : ∥µc∥2 = ∥µ∥2 = µ
√
p with µ = 0.2, 0.3, 0.4. Observe that smaller µ

results in larger proportion of support vectors for the same value of n. To verify our

theorem’s second condition (on the signal strength) in Equation (3.16), Figure 3.3(a)

also plots the same set of curves over a re-scaled axis k1.5n1.5∥µ∥2/p. The six curves

corresponding to different settings nearly overlap in this new scaling, showing that the
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Figure 3.3: Fraction of training examples satisfying Equation (3.14) (also called “sup-
port vectors”) in the GMM case. The error bars show the standard deviation. Figure
(a) considers k = 4 and 7, and Figure (b) considers k = 3 and 6. On the legend,
“(4) 0.3” corresponds to k = 4 and ∥µ∥2/√p = 0.2. Observe that the curves nearly
overlap when plotted versus k1.5n1.5∥µ∥2/p as predicted by the second condition in
Equation (3.16) of Theorem 9.

condition is order-wise tight. In Figure 3.3(b), we repeat the experiment in Figure 3.3(a)

for different values of k = 3 and k = 6. Again, these curves nearly overlap when the

x-axis is scaled according to the second condition on signal strength in Equation (3.16).

We conjecture that our second condition on the signal strength is tight up to an extra

√
n factor, which we believe is an artifact of the analysis3. We also believe that the k3

factor in the first condition can be relaxed slightly to k2 (as in the MLM case depicted in

Figure 3.4, which considers a rescaled x-axis and shows exact overlap of the curves for all

values of k). Sharpening these dependences on both k and n is an interesting direction

for future work.

Multinomial logistic model

We now consider the MLM data model and anisotropic data covariance. Explicitly,

the eigendecomposition of the covariance matrix is given by Σ =
∑p

i=1 λiuiu
T
i , where

λ = [λ1, · · · , λp]. We also define the effective dimensions d2 := ∥λ∥21/∥λ∥22 and d∞ :=

3Support for this belief comes from the fact that [164] shows that p > C2∥µ∥2n is sufficient for the
SVM = interpolation phenomenon to occur in the case of GMM and binary classification.
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∥λ∥1/∥λ∥∞. The following result contains sufficient conditions for the SVM and MNI

solutions to coincide.

Theorem 10. Assume n training samples following the MLM defined in (3.2). There

exist constants c and C1, C2 > 1 such that Equation (3.12) holds with probability at least

(1− c
n
) provided that

d∞ > C1k
2n log(kn) and d2 > C2(log(kn) + n). (3.17)

In fact, the only conditions we require on the generated labels is conditional independence.

For the isotropic case Σ = Ip, this implies that Equation (3.12) holds with probability

at least (1− c
n
) provided that

p > C1k
2n log(kn). (3.18)

The sufficient conditions in Theorem 10 require that the spectral structure in the

covariance matrix Σ has sufficiently slowly decaying eigenvalues (corresponding to suffi-

ciently large d2), and that it is not too “spiky” (corresponding to sufficiently large d∞).

When Σ = Ip, the conditions reduce to sufficient overparameterization. For the special

case of k = 2 classes, our conditions reduce to those in [72] for binary classification.

The dominant dependence on k, given by k2, is a byproduct of the “unequal” margin in

Equation (3.10). Figure 3.4 empirically verifies the sharpness of this factor.

The proof of Theorem 10 is provided in Appendix B.2. We now numerically validate

our results in Theorem 10 in Figure 3.4, focusing on the isotropic case. We fix p = 1000,

vary n from 10 to 100 and the numbers of classes from k = 3 to k = 6. We choose

orthogonal mean vectors for each class with equal energy ∥µ∥22 = p. The left-most

plot in Figure 3.4 shows the fraction of support vectors satisfying Equation (3.14) as a
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Figure 3.4: Fraction of training examples satisfying equality in the simplex label
representation in Equation (3.14) in the MLM case with Σ = Ip. The middle plot
shows that the curves overlap when plotted versus k2n log(kn)/p as predicted by
Equation (3.18).

function of n. Clearly, smaller number of classes k results in higher proportion of support

vectors with the desired property for the same number of measurements n. To verify the

condition in Equation (3.18), the middle plot in Figure 3.4 plots the same curves over

a re-scaled axis k2n log(kn)/p (as suggested by Equation (3.18)). We additionally draw

the same curves over kn log(kn)/p in the right-most plot of Figure 3.3. Note the overlap

of the curves in the middle plot. We now numerically validate our results in Theorem 10

in Figure 3.4, focusing on the isotropic case. We fix p = 1000, vary n from 10 to 100 and

the numbers of classes from k = 3 to k = 6. We choose orthogonal mean vectors for each

class with equal energy ∥µ∥22 = p. The left-most plot in Figure 3.4 shows the fraction of

support vectors satisfying Equation (3.14) as a function of n. Clearly, smaller number

of classes k results in higher proportion of support vectors with the desired property for

the same number of measurements n. To verify the condition in Equation (3.18), the

middle plot in Figure 3.4 plots the same curves over a re-scaled axis k2n log(kn)/p (as

suggested by Equation (3.18)). We additionally draw the same curves over kn log(kn)/p

in the right-most plot of Figure 3.3. Note the overlap of the curves in the middle plot.
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3.3.3 Connection to Neural Collapse

In this section, we provide a distinct set of sufficient conditions on the feature vectors

that guarantee Equation (3.12), and hence the conclusions of Theorem 8 hold. Interest-

ingly, these sufficient conditions relate to the recently discovered, so called neural-collapse

phenomenon that is empirically observed in the training process of overparameterized

deep nets [125] (see also e.g. [172, 115, 63, 105, 48, 49, 130, 62] for several recent follow-

ups).

Corollary 10.1. Recall the notation in Theorem 8. Assume exactly balanced data, that

is |{i : yi = c}| = n/k for all c ∈ [k]. Also, assume that the following two conditions

hold:

• Feature collapse (NC1): For each c ∈ [k] and all i ∈ [n] : yi = c, it holds that

xi = µc, where µc ≜
k
n

∑
i:yi=c

xi is the “mean” vector of the corresponding class.

• Simplex ETF structure (NC2): The matrix of mean vectors,

M := [µ1, . . . ,µk]p×k,

is the matrix of a simplex Equiangular Tight Frame (ETF), i.e., for some orthogonal

matrix Up×k (with UTU = Ik) and α ∈ R, it holds that

M = α

√
k

n
U

(
Ik −

1

k
11T

)
. (3.19)

Then, the sufficient condition (3.12) of Theorem 8 holds for the Gram matrix XTX.

Proof. For simplicity, denote the sample size of each class as m := n/k. Without loss

of generality under the corollary’s assumptions, let the columns of the feature matrix

X be ordered such that X = [M ,M , . . . ,M ] = M ⊗ 1Tm. Accordingly, we have zc =
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(ec ⊗ 1m)− 1
k
(1k ⊗ 1m) where ec is the c-th basis vector in Rk. Then, the feature Gram

matrix is computed as

XTX =
(
MTM

)
⊗
(
1m1

T
m

)
=

α2

m

(
Ik −

1

k
1k1

T
k

)
⊗
(
1m1

T
m

)
. (3.20)

Observe here that we can write
(
Ik − 1

k
1k1

T
k

)
= V V T for V ∈ Rk×(k−1) having

orthogonal columns (i.e. V TV = Ik−1) and V T1k = 0k. Using this and the fact that

(V V T )+ = (V V T ), it can be checked from (3.20) that

(XTX)+ =
1

α2m

(
Ik −

1

k
1k1

T
k

)
⊗
(
1m1

T
m

)
. (3.21)

Putting things together, we get, for any c ∈ [k], that

(XTX)+zc =
1

α2m

((
Ik −

1

k
1k1

T
k

)
⊗
(
1m1

T
m

))
(ec ⊗ 1m)

=
1

α2

(
ec −

1

k
1k

)
⊗ 1m =

1

α2
zc.

Therefore, it follows immediately that

zc ⊙M+zc =
1

α2
zc ⊙ zc > 0,

as desired. This completes the proof.

It might initially appear that the structure of the feature vectors imposed by the

properties NC1 and NC2 is too specific to be relevant in practice. To the contrary, [125]

showed via a principled experimental study that these properties occur at the last layer

of overparameterized deep nets across several different data sets and DNN architectures.

Specifically, the experiments conducted in [125] suggest that training overparameterized

78



Benign overfitting in multiclass classification Chapter 3

deep nets on classification tasks with CE loss in the absence of weight decay (i.e., without

explicit regularization) results in learned feature representations in the final layer that

converge4 to the ETF structure described by NC1 and NC2. Furthermore, it was recently

shown in [62] that the neural collapse phenomenon continues to occur when the last-layer

features of a deep net are trained with the recently proposed supervised contrastive loss

(SCL) function [83] and a linear model is independently trained on these learned last-

layer features. (In fact, [62, 83] showed that this self-supervised procedure can yield

superior generalization performance compared to CE loss.)

To interpret Corollary 10.1 in view of these findings, consider the following two-stage

classification training process:

• First, train (without weight-decay and continuing training beyond the interpolation

regime) the last-layer feature representations of an overparameterized deep-net with

either CE or SCL losses.

• Second, taking as inputs those learned feature representations of the first stage,

train a linear multiclass classifier (often called the “head” of the deep-net) with CE

loss.

Then, from Corollary 10.1, the resulting classifier from this two-stage process interpolates

the simplex label representation, and the classification accuracy is the same as if we had

used the square loss in the second stage of the above training process. Thus, our results

lend strong theoretical justification to the empirical observation that square-loss and CE

loss yield near-identical performance in large-scale classification tasks [137, 136, 74, 131].

4Here, “convergence” is with respect to an increasing number of training epochs. Since the architec-
ture is overparameterized, it can perfectly separate the data. Hence, the training 0-1 error can be driven
to zero. Nevertheless, training continues despite having achieved zero 0-1 training error, since the CE
loss continues to drop. [125] refers to this regime as the terminal phase of training (TPT). In sum, [125]
show that neural collapse is observed in TPT.
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3.4 Generalization bounds

In this section, we derive non-asymptotic bounds on the error of the MNI classifier

for data generated from GMM.

3.4.1 Gaussian mixture model

We present classification error bounds under the additional assumption of orthogonal

means for ease of exposition — this can be relaxed with some additional work as described

in Appendix B.3.1.

Assumption 3 (Orthogonal means). In addition to Assumption 2, we assume that the

means are orthogonal, that is µT
c µj = 0, for all c ̸= j ∈ [k].

Theorem 11. Let Assumption 3 and the condition in Equation (3.16) hold. Further

assume constants C1, C2, C3 > 1 such that
(
1− C1√

n
− C2n

p

)
∥µ∥2 > C3min{

√
k,
√
log(2n)}.

Then, there exist additional constants c1, c2, c3 and C4 > 1 such that both the MNI solution

WMNI and the multiclass SVM solution W SVM satisfy

Pe|c ≤ (k − 1) exp

−∥µ∥22
((

1− C1√
n
− C2n

p

)
∥µ∥2 − C3min{

√
k,
√
log(2n)}

)2
C4

(
1 + kp

n∥µ∥22

)

(3.22)

with probability at least 1− c1
n
− c2ke

− n
c3k

2 , for every c ∈ [k]. Moreover, the same bound

holds for the total classification error Pe.

For large enough n, Theorem 11 reduces to the results in [164] when k = 2 (with

slightly different constants). There are two major challenges in the proof of Theorem 11,

which is presented in Appendix B.3.1. First, in contrast to the binary case the classifi-

cation error does not simply reduce to bounding correlations between vector means µc
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and their estimators ŵc. Second, just as in the proof of Theorem 9, technical complica-

tions arise from the multiple mean components in the training data matrix X. We use

a variant of the recursion-based argument described in Section 3.6.2 to obtain our final

bound.

3.5 Conditions for benign overfitting

Thus far, we have studied the classification error of the MNI classifier under the

GMM data model (Theorem 11), and shown equivalence of the multiclass SVM and MNI

solutions (Theorems 8, 9 and Corollary 8.1). Combining these results, we now provide

sufficient conditions under which the classification error of the multiclass SVM solution

(also of the MNI) approaches 0 as the number of parameters p increases. First, we state

our sufficient conditions for harmless interpolation under the GMM model — these arise

as a consequence of Theorem 11, and the proof is provided in Appendix B.3.2.

Corollary 11.1. Let the same assumptions as in Theorem 11 hold. Then, for finite

number of classes k and sufficiently large sample size n, there exist positive constants

ci’s and Ci’s > 1, such that the multiclass SVM classifier W SVM in (3.7) satisfies the

simplex interpolation constraint in (3.14) and its total classification error approaches 0 as(
p
n

)
→∞ with probability at least 1− c1

n
−c2ke−

n
c3k

2 , provided that the following conditions

hold:

(1). When ∥µ∥22 > kp
n
,

n

C1k
∥µ∥22 > p > max{C2k

3n log(kn) + n− 1, C3k
1.5n1.5∥µ∥2}.
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(2). When ∥µ∥22 ≤ kp
n
,

p > max{C2k
3n log(kn) + n− 1, C3k

1.5n1.5∥µ∥2,
n∥µ∥22

k
},

and ∥µ∥42 ≥ C4

(p
n

)α
, for α > 1.

When n is fixed, the conditions for benign overfitting for W SVM become

∥µ∥2 = Θ(pβ), for β ∈ (1/4, 1).

Note that the upper bound on ∥µ∥2 comes from the conditions that make SVM=MNI

in Theorem 9; indeed, a distinct corollary of Theorem 11 is that WMNI overfits benignly

with sufficient signal strength ∥µ∥2 = Ω(p1/4). We can compare our result with the binary

case [164]. When k and n are both finite, the condition ∥µ∥2 = Θ(pβ) for β ∈ (1/4, 1) is

the same as the binary result.

We particularly note that, like in the binary case, Corollaries 11.1 imply benign over-

fitting in regimes that cannot be explained by classical training-data-dependent bounds

based on the margin [144]. While the shortcomings of such margin-based bounds in

the highly overparameterized regime are well-documented, e.g. [44], we provide a brief

description here for completeness. For the GMM, we verify here that the margin-based

bounds could only predict benign overfitting if we had the significantly stronger condition

β ∈ (1/2, 1) (see also [164, Section 9.1]): in the regime where SVM = MNI, the margin

is exactly equal to 1. The margin-based bounds (as given in, e.g. [9]), can be verified

to scale as O
(√

trace(Σun)
n||Σun||2

)
with high probability, where Σun := E

[
xx⊤] denotes the

unconditional covariance matrix under the GMM. In the case of the binary GMM and

isotropic noise covariance, an elementary calculation shows that the spectrum of Σun is

given by

[
∥µ∥22 + 1 1 . . . 1

]
; plugging this into the above bound requires ∥µ∥22 ≫ p

n
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(a) k = 4
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(b) k = 6

Figure 3.5: Evolution of total classification error and fraction of support vectors as a
function of p in the GMM case. Figure (a) considers k = 4 and Figure (b) considers
k = 6. We consider the energy of all class means to be ∥µ∥2 = µ

√
p, where µ = 0.2, 0.3

and 0.4. Observe that the total classification error approaches 0 and the fraction of
support vectors approaches 1 as p gets larger.

for the margin-based upper bound to scale as o(1). This clearly does not explain benign

overfitting when SVM = MNI, which we showed requires ∥µ∥22 ≤ p
n
.

Finally, we present numerical illustrations validating our benign overfitting results

in Corollary 11.1. In Figure 3.5(a), we set the number of classes k = 4. To guarantee

sufficient overparameterization, we fix n = 40 and vary p from 50 to 1200. We simulate

3 different settings for the mean matrices: each has orthogonal and equal-norm mean

vectors ∥µ∥2 = µ
√
p, with µ = 0.2, 0.3 and 0.4. Figure 3.5 plots the classification error

as a function of p for both MNI estimates (solid lines) and multiclass SVM solutions

(dashed lines). Different colors correspond to different mean norms. The solid and

dashed curves almost overlap as predicted from our results in Section 3.3. We verify that

as p increases, the classification error decreases towards zero. Observe that the fraction

of support vectors approaches 1 as p gets larger. Further, the classification error goes to

zero very fast when µ is large, but then the proportion of support vectors increases at a

slow rate. In contrast, when µ is small, the proportion of support vectors increases fast,

but the classification error decreases slowly. Figure 3.5(b) uses the same setting as in

Figure 3.5(a) except for setting k = 6 and n = 30. Observe that the classification error

83



Benign overfitting in multiclass classification Chapter 3

continues to go to zero and the proportion of support vectors continues to increase, but

both become slower as the number of classes is now greater.

3.6 Proofs of main results

In this section, we provide the proofs of Theorems 8 and 9. The proof techniques we

developed for these results convey novel technical ideas that also form the core of the

rest of the proofs, which we defer to the Appendix B.

3.6.1 Proof of Theorem 8

Argument sketch. We split the proof of the theorem in three steps. To better convey

the main ideas, we first outline the three steps in this paragraph before discussing their

details in the remaining of this section.

Step 1: The first key step to prove Theorem 8 is constructing a new parameterization

of the dual of the multiclass SVM, which we show takes the following form:

max
βc∈Rn,c∈[k]

∑
c∈[k]

βTc zc −
1

2
∥Xβc∥22 (3.23)

sub. to βyi,i = −
∑
c ̸=yi

βc,i, ∀i ∈ [n] and βc ⊙ zc ≥ 0,∀c ∈ [k].

Here, for each c ∈ [k] we let βc = [βc,1, βc,2, . . . , βc,n] ∈ Rn. We also show by complemen-

tary slackness the following implication for any optimal β∗
c,i in (3.23):

zc,iβ
∗
c,i > 0 =⇒ (ŵyi − ŵc)

Txi = 1. (3.24)

Thus, to prove Equation (3.13), it will suffice showing that zc,iβ
∗
c,i > 0,∀i ∈ [n], c ∈ [k]

provided that Equation (3.12) holds.
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Step 2: To do this, we prove that the unconstrained maximizer in (3.23), that is

β̂c = (XTX)+zc, ∀c ∈ [k] is feasible, and therefore optimal, in (3.23). Now, note that

Equation (3.12) is equivalent to zc⊙ β̂c > 0; thus, we have found that β̂c, c ∈ [k] further

satisfies the n strict inequality constraints in (3.24) which completes the proof of the first

part of the theorem (Equation (3.13)).

Step 3: Next, we outline the proof of Equation (3.14). We consider the simplex-type

OvA-classifier in (3.15). The proof has two steps. First, using similar arguments to

what was done above, we show that when Equation (3.12) holds, then all the inequality

constraints in (3.15) are active at the optimal. That is, the minimizers wOvA,c of (3.15)

satisfy Equation (3.14). Second, to prove that Equation (3.14) is satisfied by the min-

imizers ŵc of the multiclass SVM in (3.7), we need to show that wOvA,c = ŵc for all

c ∈ [k]. We do this by showing that, under Equation (3.12), the duals of (3.7) and (3.15)

are equivalent. By strong duality, the optimal costs of the primal problems are also the

same. Then, because a) the objective is the same for the two primals, b)wOvA,c is feasible

in (3.15) and c) (3.7) is strongly convex, we can conclude with the desired.

Step 1: Key alternative parameterization of the dual. We start by writing the

dual of the multiclass SVM, repeated here for convenience:

min
W

1

2
∥W ∥2F sub. to (wyi −wc)

⊤xi ≥ 1, ∀i ∈ [n], c ∈ [k] : c ̸= yi. (3.25)

We have dual variables {λc,i} for every i ∈ [n], c ∈ [k] : c ̸= yi corresponding to the

constraints on the primal form above. Then, the dual of the multiclass SVM takes the

form

max
λc,i≥0

∑
i∈[n]

(∑
c∈[k]
c ̸=yi

λc,i

)
− 1

2

∑
c∈[k]

∥∥∥ ∑
i∈[n]:yi=c

( ∑
c′∈[k]
c′ ̸=yi

λc′,i

)
xi −

∑
i∈[n]:yi ̸=c

λc,ixi

∥∥∥2
2
. (3.26)
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Let λ̂c,i, i ∈ [n], c ∈ [k] : c ̸= yi be maximizers in Equation (3.26). By complementary

slackness, we have

λ̂c,i > 0 =⇒ (ŵyi − ŵc)
⊤xi = 1. (3.27)

Thus, it will suffice to prove that λ̂c,i > 0,∀i ∈ [n], c ∈ [k] : c ̸= yi provided that (3.12)

holds.

It is challenging to work directly with Equation (3.26) because the variables λc,i are

coupled in the objective function. Our main idea is to re-parameterize the dual objective

in terms of new variables {βc,i}, which we define as follows for all c ∈ [k] and i ∈ [n]:

βc,i =


∑

c′ ̸=yi λc′,i , yi = c,

−λc,i , yi ̸= c.

(3.28)

For each c ∈ [k], we denote βc = [βc,1, βc,2, . . . , βc,n] ∈ Rn. With these, we show that the

dual objective becomes

∑
c∈[k]

β⊤
c zc −

1

2

∑
c∈[k]

∥∥∥∑
i∈[n]

βc,ixi

∥∥∥2
2
=
∑
c∈[k]

β⊤
c zc −

1

2
∥Xβc∥22. (3.29)

The equivalence of the quadratic term in β is straightforward. To show the equivalence

of the linear term in β, we denote A :=
∑

i∈[n]

(∑
c∈[k],c ̸=yi λc,i

)
, and simultaneously get

A =
∑
i∈[n]

βyi,i and A =
∑
i∈[n]

∑
c ̸=yi

(−βc,i),
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by the definition of variables {βc,i} in Equation (3.28). Then, we have

A =
k − 1

k
· A+

1

k
· A =

k − 1

k

∑
i∈[n]

βyi,i +
1

k

∑
i∈[n]

∑
c ̸=yi

(−βc,i)

(i)
=
∑
i∈[n]

zyi,iβyi,i +
∑
i∈[n]

∑
c ̸=yi

zc,iβc,i

=
∑
i∈[n]

∑
c∈[k]

zc,iβc,i =
∑
c∈[k]

β⊤
c zc.

Above, inequality (i) follows from the definition of zc in Equation (3.11), rewritten

coordinate-wise as:

zc,i =


k−1
k
, yi = c,

− 1
k
, yi ̸= c.

Thus, we have shown that the objective of the dual can be rewritten in terms of vari-

ables {βc,i}. After rewriting the constraints in terms of {βc,i}, we have shown that the

dual of the SVM (Equation (3.7)) can be equivalently written as in Equation (3.23).

Note that the first constraint in (3.23) ensures consistency with the definition of βc in

Equation (3.28). The second constraint guarantees the non-negativity constraint of the

original dual variables in (3.26), because we have

βc,izc,i =
λc,i
k

for all i ∈ [n], c ∈ [k] : c ̸= yi.

Consequently, we have

βc,izc,i ≥ 0 ⇐⇒ λc,i ≥ 0 (3.30)

for all c ∈ [k] and i ∈ [n] : yi ̸= c. In fact, the equivalence above also holds with
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the inequalities replaced by strict inequalities. Also note that the second constraint for

c = yi yields
k−1
k

∑
c′ ̸=yi λc′,i ≥ 0, which is automatically satisfied when Equation (3.30)

is satisfied. Thus, these constraints are redundant.

Step 2: Proof of Equation (3.13). Define

β̂c := (X⊤X)+zc, ∀c ∈ [k].

This specifies an unconstrained maximizer in (3.23). We will show that this unconstrained

maximizer β̂c, c ∈ [k] is feasible in the constrained program in (3.23). Thus, it is in fact

an optimal solution in (3.23).

To prove this, we will first prove that β̂c, c ∈ [k] satisfies the n equality constraints

in (3.23). For convenience, let gi ∈ Rn, i ∈ [n] denote the i-th row of (X⊤X)+. Then,

for the i-th element β̂c,i of β̂c, it holds that β̂c,i = g⊤
i zc. Thus, for all i ∈ [n], we have

β̂yi,i +
∑
c ̸=yi

β̂c,i = g⊤
i

(
zyi +

∑
c ̸=yi

zc

)
= g⊤

i

(∑
c∈[k]

zc

)
= 0,

where in the last equality we used the definition of zc in (3.11) and the fact that∑
c∈[k] vc = 1n, since each column of the label matrix Y has exactly one non-zero element

equal to 1. Second, since Equation (3.12) holds, β̂c, c ∈ [k] further satisfies the n strict

inequality constraints in (3.23).

We have shown that the unconstrained maximizer is feasible in the constrained pro-

gram (3.23). Thus, we can conclude that it is also a global solution to the latter. By

Equation (3.30), we note that the original dual variables {λc,i} are all strictly positive.

This completes the proof of the first part of the theorem, i.e. the proof of Equation (3.13).

Step 3: Proof of Equation (3.14). To prove Equation (3.14), consider the following
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OvA-type classifier: for all c ∈ [k],

min
wc

1

2
∥wc∥22 sub. to x⊤

i wc


≥ k−1

k
, yi = c,

≤ − 1
k
, yi ̸= c,

∀i ∈ [n]. (3.31)

To see the connection with Equation (3.14), note the condition for the constraints in (3.31)

to be active is exactly Equation (3.14). Thus, it suffices to prove that the constraints

of (3.31) are active under the theorem’s assumptions. We work again with the dual of

(3.31):

max
νc∈Rk

−1

2
∥Xνc∥22 + z⊤

c νc sub. to zc ⊙ νc ≥ 0. (3.32)

Again by complementary slackness, the desired Equation (3.14) holds provided that all

dual constraints in (3.32) are strict at the optimal.

We now observe two critical similarities between (3.32) and (3.23): (i) the two dual

problems have the same objectives (indeed the objective in (3.23) is separable over c ∈

[k]); (ii) they share the constraint zc ⊙ νc ≥ 0
/
zc ⊙βc ≥ 0. From this observation, we

can use the same argument as for (3.23) to show that when Equation (3.12) holds, β̂c is

optimal in (3.32).

Now, let OPT(3.25) and OPTc
(3.31) be the optimal costs of the multiclass SVM in (3.25)

and of the simplex-type OvA-SVM in (3.31) parameterized by c ∈ [k]. Also, denote

OPT(3.23) and OPTc
(3.32), c ∈ [k] the optimal costs of their respective duals in (3.23) and

(3.32), respectively. We proved above that

OPT(3.23) =
∑
c∈[k]

OPTc
(3.32). (3.33)

Further let WOvA = [wOvA,1, . . . ,wOvA,k] be the optimal solution in the simplex-type
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OvA-SVM in (3.32). We have proved that under Equation (3.12) wOvA,c satisfies the

constraints in (3.31) with equality, that is X⊤wOvA,c = zc, ∀c ∈ [k]. Thus, it suffices

to prove that WOvA = W SVM. By strong duality (which holds trivially for (3.31) by

Slater’s conditions), we get

OPTc
(3.31) = OPTc

(3.32), c ∈ [k] =⇒
∑
c∈[k]

OPTc
(3.31) =

∑
c∈[k]

OPTc
(3.32)

(3.33)
=⇒

∑
c∈[k]

OPTc
(3.31) = OPT(3.23)

(3.31)
=⇒

∑
c∈[k]

1

2
∥wOvA,c∥22 = OPT(3.23). (3.34)

Again, by strong duality we get OPT(3.23) = OPT(3.25). Thus, we have

∑
c∈[k]

1

2
∥wOvA,c∥22 = OPT(3.25).

Note also that WOvA is feasible in (3.25) since

X⊤wOvA,c = zc, ∀c ∈ [k] =⇒ (wOvA,yi−wOvA,c)
⊤xi = 1, ∀c ̸= yi, c ∈ [k], and ∀i ∈ [n].

Therefore, WOvA is optimal in (3.25). Finally, note that the optimization objective in

(3.25) is strongly convex. Thus, it has a unique minimum and therefore W SVM = WOvA

as desired.

3.6.2 Proof of Theorem 9

In this section, we provide the proof of Theorem 9. First, we remind the reader of

the prescribed approach outlined in Section 3.3.2 and introduce some necessary notation.

Second, we present the key Lemma 7, which forms the backbone of our proof. The proof
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of the lemma is rather technical and is deferred to Appendix B.1.1 along with a series of

auxiliary lemmas. Finally, we end this section by showing how to prove Theorem 9 using

Lemma 7.

Argument sketch and notation. We begin by presenting high-level ideas and defining

notation that is specific to this proof. For c ∈ [k], we define

Ac := (Q+
c∑
j=1

µjv
T
j )

T (Q+
c∑
j=1

µjv
T
j ).

Recall that in the above, µj denotes the j
th class mean of dimension p, and vj denotes the

n-dimensional indicator that each training example is labeled as class j. Since we have

made an equal-energy assumption on the class means (Assumption 3), we will denote

∥µ∥2 := ∥µc∥2 throughout this proof as shorthand. Further, recall from Equation (3.1)

that the feature matrix can be expressed as X = MY + Q, where Q ∈ Rp×n is a

standard Gaussian matrix. Thus, we have

XTX = Ak and QTQ = A0.

As discussed in Section 3.3.2, our goal is to show that the inverse Gram matrix A−1
k is

“close” to a positive definite diagonal matrix. Indeed, in our new notation, the desired

inequality in Equation (3.12) becomes

zcie
T
i A

−1
k zc > 0, for all c ∈ [k] and i ∈ [n]. (3.35)

The major challenge in showing inequality (3.35) is that Ak = (Q +
∑k

j=1µjv
T
j )

T (Q +∑k
j=1 µjv

T
j ) involves multiple mean components through the sum

∑c
j=1 µjv

T
j . This

makes it challenging to bound quadratic forms involving the Gram matrix A−1
k directly.
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Instead, our idea is to work recursively starting from bounding quadratic forms involving

A−1
0 . Specifically, we denote P1 = Q + µ1v

T
1 and derive the following recursion on the

A0,A1, . . . ,Ak matrices:

A1 = PT
1P1 = A0 +

[
∥µ∥2v1 QTµ1 v1

]
∥µ∥2vT1

vT1

µT
1Q

 ,

A2 = (P1 + µ2v
T
2 )

T (P1 + µ2v
T
2 ) = A1 +

[
∥µ∥2v2 PT

1µ2 v2

]
∥µ∥2vT2

vT2

µT
2P1

 , (3.36)

and so on, until Ak (see Appendix B.4.1 for the complete expressions for the recursion).

Using this trick, we can exploit bounds on quadratic forms involving A−1
0 to obtain

bounds for quadratic forms involving A−1
1 , and so on until A−1

k .

There are two key ideas behind this approach. First, we will show how to use a

leave-one-out argument and the Matrix Inversion Lemma to express (recursively) the

quadratic form eTi A
−1
k zc in (3.35) in terms of simpler quadratic forms, which are more

accessible to bound directly. For later reference, we define these auxiliary forms here.

Let dc := QTµc, for c ∈ [k] and define the following quadratic forms involving A−1
c for

c, j,m ∈ [k] and i ∈ [n]:

s
(c)
mj := vTmA

−1
c vj,

t
(c)
mj := dTmA

−1
c dj,

h
(c)
mj := vTmA

−1
c dj, (3.37)

g
(c)
ji := vTj A

−1
c ei,

f
(c)
ji := dTj A

−1
c ei.
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For convenience, we refer to terms above as quadratic forms of order c or the c-th order

quadratic forms, where c indicates the corresponding superscript. A complementary use-

ful observation facilitating our approach is the observation that the class label indicators

are orthogonal by definition, i.e. vTi vj = 0, for i, j ∈ [k]. (This is a consequence of the fact

that any training data point has a unique label and we are using here one-hot encoding.)

Thus, the newly added mean component µc+1v
T
c+1 is orthogonal to the already existing

mean components included in the matrix Ac (see Equation (3.36)). Consequently, we

will see that adding new mean components will only slightly change the magnitude of

these these quadratic forms as c ranges from 0 to k.

Identifying and bounding quadratic forms of high orders. Recall the desired

inequality (3.35). We can equivalently write the definition of zc in Equation (3.11) as

zc =
k − 1

k
vc +

∑
j ̸=c

(
−1

k

)
vj = z̃c(c)vc +

∑
j ̸=c

z̃j(c)vj, (3.38)

where we denote

z̃j(c) =


− 1
k
, if j ̸= c

k−1
k
, if j = c

.

Note that by this definition, we have z̃yi(c) := zci. This gives us

zcie
T
i A

−1
k zc = z2cie

T
i A

−1
k vyi +

∑
j ̸=yi

zciz̃j(c)e
T
i A

−1
k vj,

= z2cig
(k)
yii

+
∑
j ̸=yi

zciz̃j(c)g
(k)
ji . (3.39)

Note that this expression (Equation (3.39)) involves the k-th order quadratic forms

g
(k)
ji = eTi A

−1
k vj. For each such form, we use the matrix inversion lemma to leave the
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j-th mean component in Ak out and express it in terms of the leave-one-out versions of

quadratic forms that we defined in (3.37), as below (see Appendix B.4.1 for a detailed

derivation):

g
(k)
ji = eTi A

−1
k vj =

(1 + h
(−j)
jj )g

(−j)
ji − s

(−j)
jj f

(−j)
ji

s
(−j)
jj (∥µ∥22 − t

(−j)
jj ) + (1 + h

(−j)
jj )2

. (3.40)

Specifically, above we defined s
(−j)
jj := vTj A

−1
−jvj, where A−j denotes the version of the

Gram matrix Ak with the j-th mean component left out. The quadratic forms h
(−j)
jj ,

f
(−j)
ji , g

(−j)
ji and t

(−j)
jj are defined similarly in view of Equation (3.37).

Specifically, to see how these “leave-one-out” quadratic forms relate directly to the

forms in Equation (3.37), note that it suffices in (3.40) to consider the case where j =

k. Indeed, observe that when j ̸= k we can simply change the order of adding mean

components, described in Equation (3.36), so that the j-th mean component is added

last. On the other hand, when j = k the leave-one-out quadratic terms in (3.40) involve

the Gram matrix Ak−1. Thus, they are equal to the quadratic forms of order k−1, given

by s
(k−1)
kk , t

(k−1)
kk , h

(k−1)
kk , g

(k−1)
ki and f

(k−1)
ki .

The following technical lemma bounds all of these quantities and its use is essential

in the proof of Theorem 9. Its proof, which is deferred to Appendix B.1, relies on the

recursive argument outlined above: We start from the quadratic forms of order 0 building

up all the way to the quadratic forms of order k − 1.

Lemma 7 (Quadratic forms of high orders). Let Assumption 2 hold and further assume

that p > Ck3n log(kn) + n− 1 for large enough constant C > 1 and large n. There exist

constants ci’s and Ci’s > 1 such that the following bounds hold for every i ∈ [n] and
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j ∈ [k] with probability at least 1− c1
n
− c2ke

− n
c3k

2 ,

C1 − 1

C1

· n
kp
≤s(−j)jj ≤ C1 + 1

C1

· n
kp

,

t
(−j)
jj ≤C2n∥µ∥22

p
,

−ρ̃n,k
C3n∥µ∥2√

kp
≤h(−j)

jj ≤ ρ̃n,k
C3n∥µ∥2√

kp
,

|f (−j)
ji | ≤

C4

√
n∥µ∥2
p

,

g
(−j)
ji ≥

(
1− 1

C5

)
1

p
, for j = yi,

|g(−j)ji | ≤
1

C6k2p
, for j ̸= yi,

where ρ̃n,k = min{1,
√
log(2n)/k}. Observe that the bounds stated in the lemma hold for

any j ∈ [k] and the bounds themselves are independent of j.

Completing the proof of Theorem 9. We now show how to use Lemma 7 to complete

the proof of the theorem. Following the second condition in the statement of Theorem 9,

we define

ϵn :=
k1.5n

√
n∥µ∥2
p

≤ τ, (3.41)

where τ is a sufficiently small positive constant, the value of which will be specified later

in the proof. First, we will show that the denominator of Equation (3.40) is strictly

positive on the event where Lemma 7 holds. We define

det−j := s
(−j)
jj (∥µ∥22 − t

(−j)
jj ) + (1 + h

(−j)
jj )2.

By Lemma 7, the quadratic forms s
(−j)
jj are of the same order Θ

(
n
kp

)
for every j ∈ [k].
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Similarly, we have t
(−j)
jj = O

(
n
p
∥µ∥22

)
and |h(−j)

jj | = ρ̃n,kO
(

ϵn
k2

√
n

)
for j ∈ [k]. Thus, we

have

n∥µ∥22
C1kp

(
1− C2n

p

)
+

(
1− C3ϵn

k2
√
n

)2

≤ det−j ≤
C1n∥µ∥22

kp
+

(
1 +

C3ϵn
k2
√
n

)2

, (3.42)

with probability at least 1 − c1
n
− c2ke

− n
c3k

2 , for every j ∈ [k]. Here, we use the fact

that t−jjj ≥ 0 by the positive semidefinite property of the leave-one-out Gram matrix

A−1
−j . Next, we choose τ in Equation (3.41) to be sufficiently small so that C3τ ≤ 1/2.

Provided that p is sufficiently large compared to n, there then exist constants C ′
1, C

′
2 > 0

such that we have

C ′
1 ≤

det−m
det−j

≤ C ′
2, for all j,m ∈ [k],

with probability at least 1− c1
n
− c2ke

− n
c3k

2 . Now, assume without loss of generality that

yi = k. Equation (3.42) shows that there exists constant c > 0 such that det−j > c for

all j ∈ [k] with high probability provided that p/n is large enough (guaranteed by the

first condition of the theorem). Hence, to make the right-hand-side of Equation (3.39)

positive, it suffices to show that the numerator will be positive. Accordingly, we will

show that

z2ci
(
(1 + h

(−k)
kk )g

(−k)
ki − s

(−k)
kk f

(−k)
ki

)
+ Czci

∑
j ̸=k

z̃j
(
(1 + h

(−j)
jj )g

(−j)
ji − s

(−j)
jj f

(−j)
ji

)
> 0,

(3.43)

for some C > 1.

We can show by simple algebra that it suffices to consider the worst case of zci = −1/k.

To see why this is true, we consider the simpler term z2cig
(−yi)
yii

− |∑j ̸=yi zciz̃j(c)g
(−j)
ji |.
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Clearly, Equation (3.43) is positive only if the above quantity is also positive. Lemma 7

shows that when zci = −1/k, then z2cig
(−yi)
yii

≥
(
1− 1

C1

)
1
k2p

and |zciz̃j(c)g(−j)ji | ≤ 1
C2k3p

, for

j ̸= yi. Hence

z2cig
(−yi)
yii

− |
∑
j ̸=yi

zciz̃j(c)g
(−j)
ji | ≥

(
1− 1

C3

)
1

k2p
.

Here, zci = −1/k minimizes the lower bound z2cig
(−yi)
yii

− |∑j ̸=yi zciz̃j(c)g
(−j)
ji |. To see this,

we first drop the positive common factor |zci| in the equation above and get |zci|g(−yi)yii
−

|∑j ̸=yi z̃j(c)g
(−j)
ji |. If we had zci = −1/k, then |z̃j(c)| is either (k−1)/k or 1/k. In contrast,

if we consider zci = (k − 1)/k, then we have |z̃j(c)| = 1/k for all j ̸= yi and so the term

|zci|g(−yi)yii
− |∑j ̸=yi z̃j(c)g

(−j)
ji | is strictly larger.

Using this worst case, i.e. zci = −1/k, and the trivial inequality |z̃j(c)| < 1 for j ̸= yi

together with the bounds for the terms s
(−j)
jj , t

(−j)
jj , h

(−j)
jj and f

(−j)
ji derived in Lemma 7

gives us

(3.43)

≥ 1

k2

((
1− C1ϵn

k2
√
n

)(
1− 1

C2

)
1

p
− C3ϵn

k1.5n
· n
kp

)
− k · 1

C4k

((
1 +

C5ϵn
k2
√
n

)
1

k2p
− C6ϵn

k1.5n

n

kp

)
≥ 1

k2

(
1− 1

C9

− C10ϵn
k2
√
n
− C11ϵn

k2
− C12ϵn

)
1

p

≥ 1

k2p

(
1− 1

C9

− C10τ

)
, (3.44)

with probability at least 1− c1
n
−c2ke−

n
c3k

2 for some constants Ci’s > 1. Above, we recalled

the definition of ϵn and used from Lemma 7 that h
(−j)
jj ≤ ρ̃n,k

C11ϵn
k2

√
n
and |f (−j)

ji | ≤ C12ϵn
k1.5n

with high probability. To complete the proof, we choose τ to be a small enough constant

to guarantee C10τ < 1− 1/C9, and substitute this in Equation (3.44) to get the desired

condition of Equation (3.43).
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Chapter 4

Learning Gaussian graphical models

with latent confounders

4.1 Introduction

In many domains, it is useful to characterize relationships between features using net-

work models. For example, networks have been used to identify transcriptional patterns

and regulatory relationships in genetic networks and applied as a way to characterize

functional brain connectivity and cognitive disorders [50, 159, 7, 133]. One of the most

common methods for inferring a network from observations is the Gaussian graphical

model (GGM). A GGM is defined with respect to a graph, in which the nodes corre-

spond to joint Gaussian random variables and the edges correspond to the conditional

dependencies among pairs of variables. A key property of the GGM is that the presence

or absence of edges can be obtained from the precision matrix for multivariate Gaussian

random variables [92]. Similar to LASSO regression [156], we can infer the sparse graph

structure via sparse precision matrix estimation with l1-regularized maximum likelihood

estimation. This family of approaches is called graphical lasso (Glasso) [52, 168].
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In practice, however, network inference may be complicated due to the presence of

latent confounders. For example, when characterizing relationships between the stock

prices of publicly trade companies, the existence of overall market and sector factors

induces extra correlation between stocks [33], which can obscure the underlying network

structure between companies.

We focus on estimating Ω = Σ−1, the precision matrix encoding the graph structure

of interest [168, 52, 24, 126]. When latent confounders are present, the covariance matrix

for the observed data, Σobs can be expressed as

Σobs = Σ+ LΣ, (4.1)

where the positive semidefinite matrix LΣ reflects the effect of latent confounders. One

approach, which we will call PCA+GGM, is motivated by confounders that affect the

marginal correlation between observed variables [126] and uses principal component anal-

ysis (PCA) as a preprocessing step to remove the effect of these confounders [79, 8].

PCA removes the leading eigencomponents from Σobs which are assumed to be LΣ, then

a second stage of standard GGM inference follows. PCA+GGM has shown to be use-

ful in estimating gene co-expression networks, where correlated measurement noise and

batch effects induce large extraneous marginal correlations between observed variables

[57, 94, 147, 54, 51, 76].

Alternatively, equation (4.1) can be reparametrized as the observed precision matrix

by applying the Sherman-Morrison identity [70] as,

Ωobs = Σ−1
obs = Ω− LΩ, (4.2)

where LΩ again reflects the effect of unobserved confounding, i.e. unobserved nodes in
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a graph [28]. One such approach, known as latent variable Gaussian Graphical Models

(LVGGM), uses parameterization (4.2) and involves joint inference for Ω and LΩ. The

motivation behind LVGGM is to address the effect of unobserved variables in the complete

data graph, which affect the partial correlations of the variables in the observed precision

matrix Ω. This perspective can be particularly useful when the unobserved variables

would have been included in the graph, had they been observed.

In previous work, either parameterization (4.1), e.g. PCA+GGM, or (4.2), e.g.

LVGGM, has been used, depending on the source of confounding and motivations as

described earlier. Typically, LVGGM is appropriate when confounding is induced by

unobserved nodes in a complete data graph of interest, whereas PCA+GGM is more

appropriate when confounding corresponds to nuisance variables, e.g. from batch effects.

In practice, the selection between these two methods will depend on user’s belief

about the type of confounding present in the observed data. In this paper, our goal is to

explore a way to address the effect of confounders in order to obtain the graph structure

encoded in Ω without making such selection.

To achieve this goal, we generalize two seemingly different methods, PCA+GGM and

LVGGM, into a common framework for addressing the effect of LΣ in order to obtain the

graph structure encoded in Ω = Σ−1. Based on the generalization, We propose a new

method, PCA+LVGGM, to address two different sources of confounding. The combined

approach is more general, since PCA+LVGGM contains both LVGGM and PCA+GGM

as special cases. To our knowledge, the two methods of addressing confounding have not

been discussed together in the literature.

In summary, in this paper,

• we carefully compare PCA+GGM and LVGGM, and illustrate the connection and

difference between these two methods. We first theoretically characterize the per-
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formance of PCA+GGM. Different from [126] who derives asymptotic results, we

provide a non-asymptotic convergence result for the performance of PCA+GGM.

We observe that the performance of PCA+GGM are largely determined by the

spectral structure of Σ and LΣ.

• we propose PCA+LVGGM, which combines elements of PCA+GGM and LVGGM.

In simulation, PCA+LVGGM can outperform PCA+GGM or LVGGM when the

data is corrupted by multiple confounders. We perform extensive numerical exper-

iments to validate the theory, compare the performance of the three methods, and

demonstrate the utility of our approach in two applications.

The remainder of this paper is organized as follows: In section 4.2, we introduce the

problem definition for GGM, LVGGM and PCA+GGM followed by a brief literature

review. Next, we introduce our hybrid method, PCA+LVGGM, and present a novel

theoretical results for PCA+GGM in section 4.3. We use these result to analyze the

similarities and differences between LVGGM and PCA+GGM. In section 4.4, we compare

the utility of the various approaches in the simulation setting. Finally, in section 4.5 we

apply the methods on two real world data sets. We also extend our analysis to joint

estimation of multiple graphs when latent confounders exist. The analysis is in Appendix

C.5.

Notation: For a vector v = [v1, ..., vp]
T , define ∥v∥2 =

√∑p
i=1 v

2
i , ∥v∥1 =

∑p
i=1 |vi|

and ∥v∥∞ = maxi |vi|. For a matrix M , let Mij be its (i, j)-th entry. Define the

Frobenius norm ∥M∥F =
√∑

i

∑
j M

2
ij, the element-wise ℓ1-norm ∥M∥1 =

∑
i

∑
j |Mij|

and ∥M∥∞ = max(i,j) |Mij|. We also define the spectral norm ∥M∥2 = sup∥v∥2≤1 ∥Mv∥2
and ∥M∥L1 = maxj

∑
i |Mij|. The nuclear norm ∥M∥∗ is defined as the sum of the

singular values of M . When M ∈ Rp×p is symmetric, its eigendecomposition is M =∑p
i=1 λiviv

T
i , where λi is the i-th eigenvalue of M , and vi is the i-th eigenvector. We
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assume that λ1 ≥ λ2 ≥ ... ≥ λp. We call λiviv
T
i the i-th eigencomponent of M .

4.2 Problem setup and review

4.2.1 Gaussian graphical models

Consider a p-dimensional random vector X = (X1, ..., Xp)
T with covariance matrix

Σ and precision matrix Ω. Let G = (V,E) be the graph associated with X, where V

is the set of nodes (or vertices) corresponding to the elements of X, and E is the set of

edges connecting nodes. The graph shows the conditional independence relations between

elements of X. For any pair of connected nodes, the corresponding pairs of variables

in X are conditionally independent given the rest variables, i.e., Xi |= Xj|X\i,j, for all

(i, j) /∈ E. If X is multivariate Gaussian, then Xi and Xj are conditionally independent

given other variables if and only if Ωij = 0, and thus the graph structure can be recovered

from the precision matrix of X.

Without loss of generality, we assume the variable X has mean zero in this paper.

Assuming that the graph is sparse, given a random sample {X(1), ...,X(n)} following

the distribution of X, the Glasso estimate Ω̂Glasso[168, 52] is obtained by solving the

following log-likelihood based ℓ1-regularized function:

minimize
Ω ≻ 0

Tr(ΩΣn)− log det(Ω) + λ∥Ω∥1, (4.3)

where Tr denotes the trace of a matrix and Σn = 1
n

∑n
k=1X

(k)X(k)T is the sample covari-

ance matrix. Many alternative objective functions for sparse precision matrix estimation

have been proposed [24, 112, 127, 82]. The behavior and convergence rates of these

approaches are well studied [19, 18, 139, 91, 134, 25].

In presence of latent confounders, Glasso and other GGM methods would likely re-
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cover a more dense precision matrix owing to spurious partial correlations introduced

between observed variables. In other words, even when the underlying graph is sparse

conditioned on the latent variables, the observed graph is dense marginally.

4.2.2 Latent variable Gaussian graphical models

One method for controlling the effects of confounders is the Latent Variable Gaussian

Graphical Model (LVGGM) approach first proposed by Chandrasekaran et al. [29]. They

assume that the number of latent factors is small compared to the number of observed

variables, and that the conditional dependencies among the observed variables conditional

on the latent factors is sparse. Consider a (p+ r) dimensional mean-zero normal random

variable X = (XO,XH)
T , where XO ∈ Rp is observed and XH ∈ Rr is latent. Let

X have precision matrix Ω ∈ R(p+r)×(p+r) , and the submatrices ΩO ∈ Rp×p, ΩH ∈

Rr×r and ΩO,H ∈ Rp×r specify the dependencies between observed variables, between

latent variables and between the observed and latent variables respectively. By Schur

complement, the inverse of the observed covariance matrix satisfies:

Ωobs = Σ−1
obs = ΩO −ΩO,HΩ

−1
H ΩT

O,H = Ω− LΩ. (4.4)

where Ω = ΩO encodes the conditional independence relations of interest and is sparse

by assumption. LΩ = ΩO,HΩ
−1
H ΩT

O,H reflects the low-rank effect of latent variables XH .

Based on this sparse plus low-rank decomposition [29] proposed the following problem:

minimize
Ω, LΩ

− ℓ(Ω− LΩ;Σn) + λ∥Ω∥1 + γ∥LΩ∥∗

subject to LΩ ⪰ 0,

Ω− LΩ ≻ 0,

(4.5)
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where Σn is the observed sample covariance matrix and ℓ(Ω,Σ) = log (det (Ω))−Tr(ΩΣ)

is the Gaussian log-likelihood function. The ℓ1-norm encourages sparsity on Ω and the

nuclear norm encourages low-rank structure on LΩ.

The sparse plus low-rank decomposition is ill-posed if LΩ is not dense. If LΩ is sparse,

then it is indistinguishable from Ω, that is, the sparse plus low-rank decomposition works

well only when the sparse component is not low-rank and the low-rank component is not

sparse [28]. In practice, LΩ is dense if the latent variables have widespread effects..

Identifiability of Ω coincides with the incoherence condition in the matrix completion

problem [26] which requires that |vTk ei| is small for all k ∈ {1, ...r} and i ∈ {1, ..., p}

where vk is the k-th eigenvector of LΩ and ei is the i-th standard basis vector. More

analysis on LVGGM can be found in [1] and [113].

Finally, [135] shows that the standard GGM approaches can still recover Ω in the

presence of latent confounding as long as the spectral norm of the low-rank component

is sufficiently small compared to that of Σ. This is also verified in our simulations.

4.2.3 PCA+GGM

Unlike LVGGM, which involves a decomposition of the observed data precision ma-

trix, PCA+GGM involves a decomposition of the observed data covariance matrix:

Σobs = Ω−1
obs = (Ω− LΩ)

−1 = Ω−1 + LΣ. (4.6)

Motivated by confounding from measurement error and batch effects, [126] proposed the

principal components correction (PC-correction) for removing LΣ. Consider observed

data Xobs, such that

Xobs = X +AZ, (4.7)
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Procedure 1 PCA+GGM
Input: Sample covariance matrix,

Σ̂obs =
1
n

∑n
k=1X

(k)
obsX

(k)
obs

T
; rank of L̂Σ,

r
Output: Precision matrix estimate, Ω̂

1: Estimate L̂Σ from eigencomponents:

Σ̂obs =

p∑
i=1

λ̂iθ̂iθ̂
T

i , L̂Σ =
r∑
i=1

λ̂iθ̂iθ̂
T

i

2: Remove L̂Σ:

Σ̂ = Σ̂obs − L̂Σ.

3: Using Σ̂, compute Ω̂ as solution to (4.3)

Procedure 2 PCA+LVGGM
Input: Sample covariance matrix,
Σ̂obs; rank of L̂Σ, rP ; rank of L̂Ω, rL
Output: Precision matrix estimate, Ω̂

1: Estimate L̂Σ from eigencomponents:

Σ̂obs =

p∑
i=1

λ̂iθ̂iθ̂
T

i , L̂Σ =

rP∑
i=1

λ̂iθ̂iθ̂
T

i

2: Remove L̂Σ:

Σ̂ = Σ̂obs − L̂Σ.

3: Using Σ̂, compute Ω̂ as solution to (4.5)
with γ such that rank(L̂Ω) = rL

where X ∼ N(0,Σ) and Z ∼ N(0, Ir). Matrix A ∈ Rp×r is non-random so that

LΣ = AAT . In general, additional structural assumptions are needed to distinguish LΣ

from Σ. As we will discuss in section 4.3, one of our contributions is to show that if the

spectral norm of LΣ is large relative to that of Σ, then under mild conditions, LΣ is close

to the sum of the first few eigencomponents of Σobs. Therefore, one can remove the first

r eigencomponents from Σobs [126]. This PCA+GGM method is described in Procedure

1. Note that the number of principal components needs to be determined a priori, which

we discuss in subsequent sections.

4.2.4 Combining PCA+GGM and LVGGM

As previously mentioned, while LVGGM and PCA+GGM solve the same problem,

they are motivated by different sources of confounding. In applications, the observed

data may be corrupted by multiple sources of confounding, and thus elements from both

methods are needed. For example, in the biological application discussed in section 4.5.1,

both batch effects and unmeasured biological variables likely confound estimates of graph
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structure between observed variables. This motivates us to propose the PCA+LVGGM

strategy described below.

As (4.4) illustrated, the observed precision matrix Ω
′
may have been corrupted by a

latent factor LΩ:

Ω
′
= Ω− LΩ. (4.8)

Now, rewriting (4.8) in terms ofΣ = Ω−1 andΣ
′
= Ω

′−1
, applying the Sherman-Morrison

identity on Ω
′
gives,

Σ
′
= Σ+ L

′

Ω, (4.9)

where L
′
Ω is still a low-rank matrix. If Σ

′
is further corrupted by an additive latent factor

represented by LΣ, the following equation described the observed matrix Σobs:

Σobs = Σ
′
+ LΣ = Σ+ L

′

Ω + LΣ (4.10)

In the above example, following our theoretical analysis in section 4.3, if the spectral

norm of LΣ is much larger than that of Σ and L
′
Ω, then removing LΣ using the PC-

correction is likely to be effective. If the spectral norm of L
′
Ω is not much larger than

that of Σ, then PC-correction is not a good choice to remove L
′
Ω. If L

′
Ω is dense, then Ω

and LΩ can be well estimated by LVGGM. In (4.10), the overall confounding L
′
Ω + LΣ

is the sum of two low-rank components with different norms, we can consider using both

methods: first remove LΣ via eigendecomposition, then apply LVGGM to estimate Ω

and LΩ. We call this procedure PCA+LVGGM and it is shown in Procedure 2. We

discuss methods for setting the ranks for LΣ (defined as rP ) and L
′
Ω (defined as rL) in

section 4.3.5.
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4.3 Theoretical analysis and model comparisons

In this section, we investigate the theoretical properties of PCA+GGM. Our results

reveal precisely how the eigenstructure of the observed covariance matrix affects the

the performance of PCA+GGM. The theoretical analysis provides practical insights into

when each graph estimation method should (or should not) be applied. Specifically, we

derive the convergence rate of PCA+GGM and compare it to that of LVGGM. As shown

in theoretical analysis by [126], the low-rank confounder can be well estimated by PC-

correction if the number of features p→∞ with the number of observations n fixed. We

provide a non-asymptotic analysis depending on p and n and our result shows that the

graph can be recovered exactly when n→∞ with fixed p. When additional assumptions

are satisfied, e.g. spiky covariance structure and incoherent eigenvectors, the convergence

rate can be improved to O(
√

log p
n

).

4.3.1 Convergence analysis on PCA+GGM

Without loss of generality, we consider the case of a rank-one confounder. Assume

that we have a random sample of p-dimensional random vectors:

X
(i)
obs = X(i) + σvZ(i), i = 1..., n, (4.11)

where Cov(X(i)) = Σ and Z(i) is a univariate standard normal random variable. v ∈ Rp

is a non-random vector with unit norm, and σ is a non-negative scalar constant. Without

loss of generality, we assume that X(i) |= Z(i). To see how v affects estimation, we assume

that v is the k-th eigenvector of Σ. The discussion on general v is deferred to section
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4.3.2. Therefore, the covariance matrix of X
(i)
obs is:

Σobs = Σ+ σ2vvT = Σ−k + (λk(Σ) + σ2)vvT , (4.12)

where Σ−k is the matrix Σ without the k-th eigencomponent and λk(Σ) is the k-th

eigenvalue of Σ. When σ2 > λ1(Σ), λk(Σ)+σ2 becomes the first eigenvalue of Σobs, and

v is the corresponding first eigenvector. We remove the first principal component from

the sample covariance matrix Σ̂obs:

Σ̂ = Σ̂obs − λ̂1θ̂1θ̂
T

1 , (4.13)

where λ̂1 is the first eigenvalue of Σ̂obs and θ̂1 is the first eigenvector of Σ̂obs. Then we use

Σ̂ to estimate Ω. We first show that under mild conditions, Σ̂ is close to Σ. Following

[19, 3.1], we assume that there exists a constant M such that:

λ1(Σobs) ≤M and λp(Σobs) ≥
1

M
. (4.14)

Theorem 12. Let λi be the i-th eigenvalue of Σobs and ν = λ1 − λ2 be the eigengap of

Σobs. Suppose Σobs satisfies condition (4.14) and X
(i)
obs is generated as (4.11). Further

assume that σ2 > λ1(Σ). Suppose n ≥ p and ∥Σ∥2
√

ν+1
ν2

√
p
n
≤ 1

128
, then:

∥Σ̂−Σ∥∞ ≤ C1

√
log p

n
+ C2

√
ν + 1

ν2

√
p

n
+ C3

√
p

n
+ λk(Σ)∥θ1θ

T
1 ∥∞,

with probability greater than 1− C4/p for constants Ci’s > 1.
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Proof. By (4.12) and (4.13),

Σ̂−Σ = (Σ̂obs − λ̂1θ̂1θ̂
T

1 )− (Σobs − λ1θ1θ
T
1 + λkθ1θ

T
1 )

= (Σ̂obs −Σobs) + (λ1θ1θ
T
1 − λ̂1θ̂1θ̂

T

1 )− λkθ1θ
T
1 ,

where λk is the k-th eigenvalue of Σobs, and θk is the k-th eigenvector of Σobs. At a high

level, we bound ∥Σ̂−Σ∥∞ by bounding the norms of Σobs − Σ̂obs, λ1 − λ̂1 and θ1 − θ̂1.

The details of the complete proof is in Appendices C.1.1 and C.1.2.

The bound in Theorem 12 can be further simplified as Cs
√

p
n
+ λk(Σ)∥θ1θ

T
1 ∥∞ for

some large constant Cs. We express it in the above form because it provides more insight

on how each term affects the result. Now we analyze the bound in Theorem 12 in detail.

The error bound in Theorem 12 depends on the largest eigenvalue ofΣobs, the eigengap

ν = λ1(Σobs) − λ2(Σobs), the eigenvector of the confounder and n and p. The term√
ν+1
ν2

shows that if the eigengap ν is larger, the estimation error bound will be smaller.

Recall that when σ2 > λ1(Σ), λk(Σ) + σ2 becomes the first eigenvalue of Σobs. Hence

if σ2 ≫ λ1(Σ), then the eigengap ν is large. The fact that a larger eigengap leads to

a better convergence rate is closely related to the concept of “effective dimension” (also

known as “effective rank”). The effective rank, r(M ), of any positive semidefinite matrix

M ∈ Rp×p, is defined as:

r(M) :=
Tr(M )

λ1(M )
=

∑p
i=1 λi(M)

λ1(M )
≤ C, (4.15)

where C ≥ 1 can be viewed as the effective dimension ofM ([113, 87, 163]). M is approx-

imately low-rank if the first few eigenvalues are much larger than the rest, and r(M ) will

be much smaller than the observed dimension p. In this case, we can significantly reduce

the magnitude of the dependence on O(
√

p
n
) by replacing p with effective dimension C,
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in (4.15). We provide a sharper bound for matrices with small effective rank in Theorem

13.

Next, we reason about the last term in the error bound, λk(Σ)∥θ1θ
T
1 ∥∞. In practice,

in many sparse graphs inferred from real world data, the first few eigenvalues of Σ are

much larger than the rest, i.e., λ1(Σ)≫ λk(Σ) for large enough k > 1. This is also true

for many common graph data generating models (see Appendix C.3). This means that if

the eigenvector of the low-rank component is one of the first few eigenvectors of Σ, then

the error bound will be much larger. This result shows that the first few eigencomponents

play a more important role in determining the structure of Σ and its inverse. Thus, the

error of the PCA+GGM estimator will be large if those first few eigencomponents are

removed by PC-correction.

Note that ∥θ1θ
T
1 ∥∞ is upper bounded by 1, since θ1 is the eigenvector of some matrix,

and thus has unit Euclidean norm; however, ∥θ1θ
T
1 ∥∞ can be much smaller than 1 when

θ1 is incoherent with standard basis, e.g. dense. One extreme case is when all the

elements of θ1 are
1√
p
, in which case ∥θ1θ

T
1 ∥∞ = 1

p
. This setup corresponds to a scenario

in which the confounder has a widespread effect over all the p variables in the signal,

which is in accordance with one requirement in LVGGM. LVGGM requires the low-

rank component to be dense. For both PCA+GGM and LVGGM, more ”widespread”

confounding implies smaller estimation error. Based on these observations, we provide a

tighter bound under small effective rank and incoherent θ1.

Theorem 13. Following the same notations and assumptions for Σobs in Theorem 12

and again assume that σ2 > λ1(Σ). Further assume that there exist constants Ci’s > 1

such that the effective rank of Σobs (defined in (4.15)) r(Σobs) ≤ C1n, the eigengap ν
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satisfies
√
pν ≥ C2(pλ1(Σ) ∨ σ2) and θ1 is incoherent, i.e. ∥θ∥∞ ≤ C3/

√
p. Then:

∥Σ̂−Σ∥∞ ≤ C4

√
log p

n
,

with probability greater than 1− C5/p for some Ci’s > 1.

Proof. The complete proof is in Appendices C.1.1 and C.1.2.

After obtaining Σ̂, we can use Glasso, CLIME [24] or any sparse GGM estimation

approach to estimateΩ. We can have a good estimate ofΩ when ∥Σ̂−Σ∥∞ is small. With

the same input Σ̂, the theoretical convergence rate of the estimate obtained from CLIME

is of the same order as the Glasso estimate. The derivation of the error bound of Glasso

requires the irrepresentability condition and restricted eigenvalue conditions (see [134]).

Due to the length of the article, we only show the proof of the edge selection consistency

for CLIME, meaning that for the theoretical analysis, we apply CLIME method after

obtaining Σ̂.

The CLIME estimator Ω̂1 is obtained by solving:

minimize
Ω

∥Ω∥1

subject to ∥Σ̂Ω− I∥∞ ≤ λn.

(4.16)

Since Ω̂1 might not be symmetric, we need the symmetrization step to obtain Ω̂.

Following [24], we assume that Ω is in the following class:

U(s0,M0) = {Ω = ωij : Ω ≻ 0, ∥Ω∥L1 < M0, max
1≤i≤p

p∑
i=1

I{ωij ̸=0} ≤ s0(p)}, (4.17)

where we allow s0 and M0 to grow as p and n increase. With Σ̂ obtained from equation

(4.13) as the input of (4.16), we have the following result.
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Theorem 14. Suppose that assumptions in Theorem 12 hold, Ω ∈ U(s0,M0), and λn is

chosen as M0(C1

√
log p
n

+ C2

√
p
n
+ C3

√
ν+1
ν2

√
p
n
+ λk(Σ)∥θ1θ

T
1 ∥∞), then:

∥Ω− Ω̂∥∞ ≤ 2M0λn,

with probability greater than 1− C4/p. Ci’s are defined the same as in Theorem 12.

When assumptions in Theorem 13 hold, Ω ∈ U(s0,M0) and λ
′
n is chosen asM0(C5

√
log p
n

),

then:

∥Ω− Ω̂∥∞ ≤ 2M1λ
′

n,

with probability greater than 1− C6/p for Ci’s > 1.

Proof. The main steps follow the proof of Theorem 6 in [24]. The complete proof is in

Appendix C.1.3.

Therefore, if the minimum magnitude of Ω is larger than the error bounds above,

then we can have exact edge selection with high probability.

4.3.2 Generalizations

The analysis in previous sections assumes that the low-rank confounder has rank

1, is independent of X and the eigenvector of the covariance of the LΣ is one of the

eigenvectors of Σ. We now comment on more general settings.

• Higher rank: For ease of interpretation, we assume that the confounder can be

expressed as
∑r

i=1 σivi. If mini{σ2
i } > λ1(Σ), then when running PCA+GGM, the

low-rank component can be removed due to its larger norm compared to that of
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Σ. According to Theorem 12, PCA+GGM can still perform well if vi’s are not the

top eigenvectors of Σ.

• General v: When the eigenvector of the low-rank component is not one of the

eigenvectors of Σ, we can express that vector using the eigenvectors of Σ as basis.

For example, we assume that in (4.11), v =
∑p

i=1 aiθi, where θi means the i-th

eigenvector of Σ. We say v is closely aligned with θ1 if |a1| is significantly large

compared with other |ai|’s. Equivalently, |vTθ1| ≫ |vTθi| for i ̸= 1, if v is closely

aligned with θ1. In this case, the first eigencomponent of Σ will be removed, thus

leading to a poor estimate of Σ using PC-correction. If the eigenvector of the

low-rank component is not closely aligned with the first few eigenvectors of Σ,

then we won’t lose too much useful information when removing the top principal

components and PCA+GGM can still perform well.

4.3.3 Comparison with LVGGM

Now we compare LVGGM to PCA+GGM in more detail. We observe that PCA+GGM

can be viewed as a supplement to LVGGM. The assumptions of PCA+GGM can be well

satisfied when the assumptions of LVGGM cannot be satisfied. In (4.12), now let v be the

k-th eigenvector of Ω (thus the (p− k + 1)-th eigenvector of Σ), the Sherman-Morrison

identity gives

Σ−1
obs = Ω− λk(Ω)2

λk(Ω) + (1/σ2)
vvT = Ω− LΩ. (4.18)

We can see that as σ increases, λk(Ω)2

λk(Ω)+(1/σ2)
increases. In the simulations in section 4.4,

we observe that LVGGM performs poorly when v is closely aligned with the first few

eigenvectors ofΩ (thus the last few eigenvectors ofΣ). One way to interpret why LVGGM

does not work well under this setting is because the nuclear norm penalty in LVGGM

will shrink large eigenvalues. Specifically, when k is small and σ2 is large, λk(Ω)2

λk(Ω)+(1/σ2)
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is large. Therefore, the nuclear norm regularization in LVGGM introduces larger bias.

Additionally, when k is small, v is one of the top eigenvectors of Ω. We empirically

observe that the top eigenvectors of Ω can be coherent with standard basis and this

will lead to the identifiability issue of LVGGM, thus increasing the error of LVGGM

estimator.

This observation is consistent with the conclusion in [1]. They impose a spikiness

condition, which is a weaker condition than the incoherence condition in [29]. The

spikiness condition requires that ∥LΩ∥∞ is not too large. (4.18) shows that LΩ tends to

have a larger spectral norm when v is aligned with the first few eigenvectors of Ω and σ

is large, since in this case, λk(Ω)2

λk(Ω)+(1/σ2)
is close to λ1(Ω). The large norm of LΩ implies

that the spikiness condition is not well satisfied, thus the error bound of LVGGM is large.

Note, however, that the first few eigenvectors of Ω are the last few eigenvectors of Σ.

Our analysis shows that the error bound of the estimate of PCA+GGM is small when v

is aligned with the first few eigenvectors of Ω and σ is large.

4.3.4 PCA+LVGGM

In this section we discuss the PCA+LVGGM method briefly. We use the same formu-

lation as (4.8) to (4.10). We claim that PCA+LVGGM outperforms using PCA+GGM

or LVGGM individually when LΣ’s spectral norm is large compared to that of L
′
Ω and Σ,

LΣ’s vectors are not aligned with the first few eigenvectors of Σ, and the spectral norm

of L
′
Ω is not significantly larger than that of Σ. This is because based on Theorem 12 and

14, PCA+GGM is effective only when the spectral norm of the low-rank confounding is

larger than that of the signal. PC-correction, however, can only effectively remove LΣ

but not L
′
Ω because the norm of L

′
Ω is not significantly larger than that of Σ. In contrast,

LVGGM can estimate L
′
Ω well, but not LΣ because it has a larger spectral norm and its
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eigenvectors might be aligned with the first few eigenvectors of Ω.

4.3.5 Tuning parameter selection

In both LVGGM and PCA+GGM there are crucial tuning parameters to select. For

LVGGM, recall that λ controls the sparsity of Ω and γ controls the rank of LΩ. Chan-

drasekaran et al. [29] argues that λ should be proportional to
√

p
n
, the rate in the con-

vergence analysis, and choose γ among a range of values that makes the graph structure

of Ω̂ stable [see 28, for more detail].

When using PCA+GGM, we need to determine the rank first (i.e. how many princi-

pal components should be removed). [94] and [95] suggest using the sva function from

Bioconductor, which is based on parallel analysis [69, 23, 102]. Parallel analysis com-

pares the eigenvalues of the sample correlation matrix to the eigenvalues of a random

correlation matrix for which no factors are assumed. Given the number of principal

components to remove, we can use model selection tools such as AIC, BIC or cross-

validation to choose the sparsity parameter in Glasso. One may also decide how many

principal components to remove by considering the number of top eigenvalues of the

observed covariance matrix (see section 4.3.1 and section 4.3.2). Note that these rank

selection approaches perform well when the low-rank confounding has large enough spec-

tral norm compared to the norm of signal (more details on these conditions are discussed

in [95, 102]). We will see in later sections that these conditions can be satisfied in many

real-world applications. When the spectral norm of the latent confounder is small, ap-

proaches which do not account for confounding, such as Glasso and CLIME, are actually

robust enough to perform well even when confounding exists. This is theoretically proved

by [135] and our simulations in next section also confirm this.

The PCA+LVGGM method has three tuning parameters: the rank of LΣ, γ and
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λ. To start, we first look at eigenvalues or use the sva package to determine the total

rank of the low-rank component, LΣ +L
′
Ω. We think it is natural to determine the rank

of confounder first because we will see in later applications, we can have some domain

knowledge on the ranks of coufounders, e.g. in finance applications, some financial theory

suggests the number of latent variables in the market. We then need to partition the

total rank between LΣ and L′
Ω. If we determine that rank(LΣ + L′

Ω) = k, we look for

an eigengap in the first k eigenvalues and allocate the largest m < k eigenvalues for

PC-removal. Our experiments in section 4.5 show that domain knowledge can be used

to motivate the number of components for PC-removal. After removing the principal

components, we choose γ in LVGGM so tha L′
Ω is approximately rank k − m . We

observe that when running LVGGM, the rank won’t change for a range of λ values when

using a fixed γ. Thus, it suffices to fix γ first to control the rank, then determine λ to

control the sparsity.

Practically, network estimation is often used to help exploratory data analysis and

hypothesis generation. For these purposes, model selection methods such as AIC, BIC or

cross-validation may tend to choose models that are too dense [37]. This fact can also be

observed by our experiments. Therefore, we recommend that model selection should be

based on prior knowledge and practical purposes, such as network interpretability and

stability, or identification of important edges with low false discovery rate [111]. Thus,

we recommend that the selection of tuning parameters should be driven by applications.

For example, for biological applications, the model should be biologically plausible, suffi-

ciently complex to include important information and sparse enough to be interpretable.

In this context, a robustness analysis can be used to explore how edges change over a

range of tuning parameters.
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4.4 Simulations

In this section, numerical experiments illustrate the utility of each sparse plus low rank

method. In section 4.4.1 we illustrate the behavior of Glasso, LVGGM and PCA+GGM

under different assumptions about rank-one confounding. In section 4.4.2, we show the

efficacy of PCA+LVGGM in a variety of simulation scenarios. In all experiments, we set

p = 100 and use the scale-free and random networks from huge.generator function in

R package huge [171]. To generate random networks, each pair of off-diagonal elements

are randomly set, while the graph is generated using B-A algorithm under scale-free

structures [2]. Due to space limit, we only include results on the scale-free structure.

4.4.1 The efficacy of LVGGM and PCA+GGM

We compare the relative performance of PCA+GGM, LVGGM and Glasso in the

presence of a rank-one confounder, L. Guided by our analysis in section 4.3, we show

that the relationship between L and the eigenstructure of Σ determines the performance

of these three methods. We first generate the data with

X
(i)
obs = X(i) + L(i), i = 1, ..., n,

L(i) = σV Z(i),

where X(i) ∈ Rp is normally distributed with mean zero and covariance matrix Σ. Z(i) ∈

Rr, the low-rank confounder, follows a normal distribution with mean zero and identity

covariance matrix. V ∈ Rp×r is a non-random semi-orthogonal matrix satisfying V TV =

I, and σ ∈ R represents the magnitude of the confounder. Without loss of generality, we

assume that X(i) and Z(i) are independent. We illustrate the performance of different

methods under various choices for, V , the eigencomponents of L.
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We first set r = 1, p = 100 and n = 200. The largest eigenvalue of Σ is around

5. We use vi to denote the i-th eigenvector of Σ. When examining the effect of σ, we

choose the 95-th eigenvector of Σ as V to ensure that V is not closely aligned with the

first few eigenvectors of Σ. We then compare the cases with σ2 = 20 and 3. Next, we

examine the effect of eigenvectors. We fix σ2 as 20, and use the i-th eigenvector of Σ as

V , where i ∈ {1, 60, 95}. Following previous notation, we use v1, v60 and v95 as V . 1 is

chosen as the rank for PC-correction and LVGGM. We generate ROC curves [64, 9.2.5]

for each method based on 50 simulated samples and use the average to draw the ROC

curves (Figure 4.1). We truncate the ROC curves at FPR=0.2, since the estimates with

large FPR are typically less useful in practice.

From Figure 4.1, we observe that when the confounder has large norm and its eigen-

vectors are not closely aligned with the first few eigenvectors of Σ, PCA+GGM performs

better than LVGGM and Glasso. LVGGM preforms the best when the confounder has

large norm and its eigenvectors are not aligned with the last few eigenvectors of Σ (also

the first few eigenvectors of Σ−1). When the low-rank component does not have a large

norm, Glasso also performs well. This reaffirms the fact that Glasso can be robust enough

to address the low-rank confounding with small norm.

4.4.2 The efficacy of PCA+LVGGM

In this section, we use examples to demonstrate the efficacy of PCA+LVGGM. We

introduce corruption of the signal with two low-rank confounders. The data is generated

as follows:

X
(i)
obs = X(i) + V 1D1Z

(i)
1 + V 2D2Z

(i)
i , i = 1, ..., n,
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Figure 4.1: n = 200. The low-rank component has rank 1. σ2 is the magnitude of
the low-rank component, vi is the i-th eigenvector of Σ. The first row illustrates the
effect of σ: we use the 95-th eigenvector of Σ as V , and set σ2 to 20 and 3 from left
to right. The second row illustrates the effect of V : we fixed σ2 as 20, and use the
60-th and first eigenvector of Σ as V from left to right. PCA+GGM works the best
when σ2 is large and V is not aligned with the first eigenvector of Σ. LVGGM works
the best when σ2 is large and V is not aligned with the last eigenvector of Σ. When
σ2 is small, Glasso works as well as the other two.

where X i ∈ Rp is normally distributed with mean zero and covariance matrix Σ.

Z
(i)
1 ∈ Rd1 , corresponding to the first source of low-rank confounder, has a normal dis-

tribution with mean zero and covariance matrix Id1 . V 1 ∈ Rp×d1 is a non-random,

semi-orthogonal matrix satisfying V T
1V 1 = I, and D1 ∈ Rd1×d1 is a diagonal matrix,

measuring the magnitude of the first confounder. Similarly, Z
(i)
2 ∈ Rd2 , corresponding to

the second source of low-rank confounder, has normal distribution with mean zero and

covariance matrix Id2 . V 2 ∈ Rp×d2 is a semi-orthogonal matrix satisfying V T
2V 2 = I,

and D2 ∈ Rd2×d2 is a diagonal matrix, measuring the magnitude of the second low-rank

confounder. Without loss of generality, we assume that X(i), Z
(i)
1 and Z

(i)
2 are three
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pairwise independent vectors. Hence the observed covariance matrix is

Cov(Xobs) = Σobs = Σ+ V 1D
2
1V

T
1 + V 2D

2
2V

T
2 = Σ+ L1 + L2. (4.19)

Our first simulation setup (case 1) shows an ideal case for PCA+LVGGM, meaning

that PCA+LVGGM method performs much better than using PCA+GGM, LVGGM, or

Glasso. Let d1 = d2 = 3. We set p = 100 and n = 100. In our first example, the columns

of V 1 and V 2 come from the eigenvectors of Σ. We expect that PC-correction removes

L2, so we set the diagonal elements of D2
2 all 50, and use the last 3 eigenvectors of Σ

as V 2. This can guarantee that PC-correction performs much better than LVGGM and

Glasso when removing L2. Then we use LVGGM to estimate L1, so we need a moderately

large magnitude. We set all diagonal elements ofD2
1 to 20, and use the first 3 eigenvectors

of Σ as V 1. This ensures that LVGGM performs better than PC-correction and Glasso

when estimating L1.

Using the sva package, we estimate the rank of L1 + L2 to be 6. Then we look

at the eigenvalues of the observed sample covariance matrix and we can see the first 3

eigenvalues are much larger than the 4-th to 6-th eigenvalues (shown in the top row of

Figure 4.2). We therefore allocate 3 to PC-correction, and 6−3 = 3 to LVGGM. We also

try allocating 1 to PC-correction and 5 to LVGGM. Then we compare more approaches,

including using PC-correction individually by removing only 3 principal components or

6 principal components, using LVGGM with rank 6 for the low-rank component as well

as the uncorrected approach Glasso. We still use 50 datasets and draw the ROC curve

for the averages with varying sparsity parameters λ. The ROC for the scale-free example

is in the bottom row of Figure 4.2. We also include the AUC (area under the ROC

curve) for each method. We compare PCA+LVGGM with rank 3 in PC-correction with

other methods. For each data set, we calculate (AUC of PCA+LVGGM)/(AUC of one
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other method), then compute the sample mean and sample standard deviation of that

ratio over 50 data sets to compare the average performance and the variance of different

methods. The results for the scale-free graph are shown in the first column of Table 4.1.

We can see that PCA+LVGGM with rank 3 for PC-correction and 3 for LVGGM do

perform much better than other methods for both graph structures, indicating that if

the assumptions are satisfied, our method and parameter tuning procedure are useful.

Finally, we try setups that are more similar to real world data. We still use (4.19)

to generate the data and set p = 100 and n = 100. Differently from previous settings,

we now use some randomly generated eigenvectors as columns of V 1 and V 2. We look

at the distribution of eigenvalues of gene co-expression and stock return data covariance

matrices, and try to make simulation settings similar to those examples. We run two

setups - the first is called a large-magnitude case (case 2), withD2
1 a diagonal matrix with

diagonal elements (7, 6, 6) and D2
2 a diagonal matrix with diagonal elements (20, 10, 10).

The second setup is referred to a moderately large magnitude case (case 3), in which

the low-rank component has the same eigenvectors as the large-magnitude case, but

the elements of D1 and D2 become smaller, with diagonal elements of D2
1 (3, 3, 3) and

diagonal elements of D2
2 (10, 8, 6).

Using the sva package, we estimate the rank of L1 + L2 to be 6 for both case 2 and

case 3. We observe that the first 3 eigenvalues are larger than the rest, so we allocate 3

to PC-correction and use 6− 3 = 3 as the rank for the low-rank component for LVGGM.

We also try allocating 1 to PC-correction and 5 to LVGGM, using PC-correction by

removing only 3 PC-components and 6 PC-components, using LVGGM with rank 6 and

using Glasso. Again, we run over 50 datasets and include ROC curves and AUC tables.

From Figure 4.2 and Table 4.1, we can see that other approaches considered hardly

outperform PCA+LVGGM. Actually, using PCA+GGM or LVGGM can be viewed as

a special case of the PCA+LVGMM methods. To see that, we can have LVGGM from
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Figure 4.2: We use the scale-free structure when generating graphs. The first row
shows the eigenvalues of Σobs under 3 setups, and the second row shows the corre-
sponding ROC curves with different methods. PC(k) means that we use k as the
rank in PC-correction and PC(k)+LV means that we use PCA+LVGGM with k as
the rank for PC-correction.

Method Case 1 Case 2 Case 3

PCA(3)+LVGGM 1 1 1
Glasso 1.58(0.073) 1.25(0.080) 1.07(0.048)
LVGGM 1.64(0.088) 1.06(0.044) 1.01(0.036)
PCA(Full) 2.46(0.22) 1.01(0.12) 1.36(0.14)
PCA(3) 1.08(0.017) 1.05(0.027) 0.99(0.018)

PCA(1)+LVGGM 1.47(0.11) 1.04(0.038) 1.01(0.035)

Table 4.1: We use the scale-free structure when generating graphs. We compute the
ratio of AUC between PCA+LVGGMwith rank 3 in PC-correction and other methods,
using PCA+LVGGM as the numerator. The table shows the sample mean and sample
standard deviations of that ratio (in the parenthesis) over 50 data sets. In case 3, the
magnitude of the confounding is not as large as other cases, so PC-correction with
rank 3 has the best performance.
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PCA+LVGGM by allocating a rank of 0 to PC-correction. From the simulation and

real data examples, we observe that using PCA+GGM with higher ranks often removes

some useful information, resulting in more false negatives. On the other hand, if the

effect of multiple confounders exists in the data that are not well represented by the

first few principal components, using PCA+GGM alone might not be enough to remove

the additional sources of noise. Note that LVGGM may not be enough to remove the

confounding with large norm, leading to spurious connections between nodes. In this case,

we would suggest PCA+LVGGM as a default setting and a starting point for problems

with low-rank confounding. We can adjust different rank allocations based on the specific

problems and goals of interest.

4.5 Applications

4.5.1 Gene co-expression networks

Our first application is to reanalyze the gene co-expression networks originally an-

alyzed by [126]. The goal of gene co-expression network analysis is to identify tran-

scriptional patterns indicating functional and regulatory relationships between genes. In

biology, it is of great interest to infer the structure of these networks; however, the con-

struction of such networks from data is challenging, since the data is usually corrupted

by technical and unwanted biological variability known to confound expression data. The

influence of such artifacts can often introduce spurious correlation between genes; if we

apply sparse precision matrix inference directly without addressing confounding, we may

obtain a graph including many false positive edges. [126] uses PCA+GGM to estimate

this network and shows that PC-correction can be an effective way to control the false

discovery rate of the network. In practice, however, some effects of confounding may not
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be represented in the top few principal components. This motivates the more flexible

PCA+LVGGM approach. The PC-correction effectively removes high variance confound-

ing, and then LVGGM subsequently accounts for any remaining low-rank confounding.

We consider gene expression data from 3 diverse tissues: blood, lung and tibial nerve,

with sample sizes between 300 to 400 each. 1000 genes are chosen from each tissue. More

detail about the source of the data and pre-processing steps are introduced in Appendix

C.4.
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Figure 4.3: Precision-recall plots for gene expression data. TP represents number of
true positives. PCA+LVGGM(L) means larger γ in LVGGM and PCA+LVGGM(S)
means small γ in LVGGM. We can see that PCA+LVGGM performs the best or
equivalently well compared to other approaches for almost all 3 tissues.

We observe that all of the sample covariance matrices are approximately low-rank by

looking at the eigenvalues of the covariance matrices of genes, indicating the potential

existence of high variance confounding. Then we use sva package to estimate the rank
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for PC-correction and call this the full sva rank correction. [126] suggests that the rank

estimated by sva might be so large that some useful network signal is removed. To reduce

the effect of over-correction, we apply the PC-correction with half and one quarter of the

sva rank, which we refer to as half sva rank correction and quarter sva rank correction,

respectively. For many tissues, the first eigenvalue is much larger than the rest, this

motivates us to try rank-1 PC-correction. We include the results with half sva rank,

quarter sva rank and rank 1 PC-corrections in Figure 4.3. After running the above PC-

corrections to remove high-variance confounding, we run LVGGM as an additional step

to further estimate and remove the low-rank noise with moderate variance. We use two

different values as the γ parameters in LVGGM. Larger γ leads to removing lower-rank

confounding and smaller γ leads to remove higher-rank confounding. We show the results

for both choices of γ. We use different λ1 to control sparsity of the estimated graph and

draw Figure 4.3 similar to the precision recall plot. The y-axis represents the precision

(True Positives/(True Positives + False Positives)), and the x-axis is the number of true

positives. We can see that PCA+LVGGM can yield better or equivalently good results

compared to other methods, indicating that it can be useful to run LVGGM after the

PC-correction when estimating gene co-expression networks.

4.5.2 Stock return data

In finance, the Capital Asset Pricing Model (CAPM) states that there is a widespread

market factor which dominates the movement of all stock prices. Empirical evidence for

the market trend can be found in the first principal component of the stock data, which

is dense and has approximately equal loadings across all stocks (Figure 4.5, left). In

fact, the first few eigenvalues of the stock correlation matrix are significantly larger than

1Specifically, [126] provides a range of proper λ and based on this, we use 50 values of λ between 0.3
and 1.
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the rest [46], which suggests that only a few latent factors are mainly driving stock

correlations.

In this section, we posit that the conditional dependence structure after accounting

for these latent effects is more likely to reflect direct relationships between companies

aside from the market and, perhaps, sector trends. Our interest is in recovering the

undirected graphical model (conditional dependence) structure between stock returns

after controlling for potential low rank confounders.

We compare networks inferred by PCA+LVGGM, PCA+GGM, LVGGM and Glasso

by analyzing monthly returns of component stocks in S&P 100 index between 2008 and

2019 [66]. The 49 chosen companies are in 6 sectors: technology (10 companies), fi-

nance (11), energy (7), health (8), capital goods (7) and non-cyclical stocks (6). For

PCA+GGM, we remove the first eigenvector which corresponds to the overall market

trend. For the other latent variable methods we use the sva package to identify a plau-

sible rank. For PCA+LVGGM, we remove the first principal component corresponding

to the overall market trend and use LVGGM to estimate remaining latent confounders

and the graph. Figure 4.4 shows the networks obtained by each approach.

For each method, the sparsity-inducing tuning parameter was chosen to minimize

negative log-likelihood using a 6-fold cross-validation procedure, and the number of low

rank components are chosen manually. Specifically, in cross-validation, we use negative

log-likelihood to measure the out-of-sample error and choose the parameters that mini-

mize the average out-of sample error over 6 validation sets. We observe that when using

LVGGM, allocating rank 1 or 2 to the low-rank component won’t make the estimates

very different from Glasso, while allocating ranks higher than 6 to the low-rank compo-

nent leads to higher out-of-sample error, so 5, the rank picked by sva, is among the best

choices. For PCA-based methods, removing more than 1 principal components leads to

higher out-of-sample error. As expected, the Glasso result is denser than the networks
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Figure 4.4: Stock connections between 2008 and 2019 learned by different methods.
The following sectors are included: Tech, Finance, Energy, Health, Capital goods and
Non-cyclical (NC) from left to right.

learned with sparse plus low rank methodology with PCA+LVGGM yielding the sparsest

network.

For LVGGM, we note that the method effectively controls for sector effect but is

less effective in controlling for the effect of the overall market trend. Let Σ̂obs be the

empirical observed covariance matrix and v̂i be its i-th eigenvector. We have the following

observations: first, the first principal component is closely aligned with the overall market

trend, because the absolute value of the inner product between the first eigenvector of Σ̂obs

and the normalized “all ones” vector is 0.98. Second, the observed empirical covariance

matrix has an approximately low-rank structure, because the first eigenvalue of Σ̂obs is
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18.25 and the second is 3.5 and all other eigenvalues are close or smaller than 1. Third,

LVGGM does not capture the full effect of the market trend. Let L̂
′
Ω be the estimate

of LΩ
′
in (4.9). When we apply LVGGM on Σ̂obs, the inner product between the first

eigenvector of L̂
′
Ω and v̂1 is close to 1 but the first eigenvalue of L̂

′
Ω is only 0.55, much

smaller than the first eigenvalue of Σ̂obs.

We argue that PCA+LVGGM is the most appropriate method for this application

because it appropriately controls for both market and sector effects. Let L̂Σ and L̂
′
Ω

be the estimates of the low-rank components defined in (4.10). For PCA+LVGGM, we

remove LΣ by removing the first eigencomponent of Σobs, then run LVGGM to estimate

LΩ and Ω. We claim that PCA+LVGGM can remove the confounding effect fully in the

market trend direction, as well as the remaining confounding effect in other directions.

To see that, first, v̂1 is removed in PC-correction. Second, the inner product between

the first eigenvector of L̂
′
Ω and v̂2, the second eigenvector of Σ̂obs, is 0.99. The first

eigenvalue of L̂
′
Ω is 0.4 and the second eigenvalue of Σ̂obs is 3.5. This shows that when

applying LVGGM, only part of the information in the direction of v̂2 has been removed.

We know that the direction of v̂1 reflects the market trend, but v̂2 might include both

true graph information and some latent confounding effect, hence using LVGGM might

be a good choice for capturing the confounding effect in the direction of v̂2. Overall

PCA+LVGGM, therefore, might be a better choice than LVGGM and the PCA-based

method.

Figure 4.5 shows heat maps of L̂Σ obtained via PCA and L̂
′
Ω obtained with LVGGM

(rank 5). As expected, the elements of L̂Σ are roughly equal in magnitude, reflect the

market trend and the large first eigenvalue of Σ̂obs. In contrast, L̂
′
Ω shows a block-diagonal

structure and its elements have smaller magnitudes, which suggests that LVGGM does

not adequately account for the overall the market trend. On the other hand, the block

diagonal structure of L̂
′
Ω reflects inferred sector effects. PCA+GGM is most effective at
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(a) (b)

Figure 4.5: (a) Rank one approximation to L̂Σ obtained with PCA. (b) L̂
′
Ω obtained

with LVGGM with rank 5. The rank-one approximation to L̂Σ is close to a constant
matrix. In contrast, L̂

′
Ω reflects sector effects but does not reflect the strong effect

due to overall market trends.

reducing confounding from overall market trends and LVGGM is more effective at ac-

counting for remaining confounding, such as the sector effect. Therefore, PCA+LVGGM,

which combines the benefits of PCA and LVGGM is arguably the most appropriate choice

for addressing the latent confounding in this context.
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Appendix A

Appendix for Chapter 2

A.1 Key Technical Lemmas

For the reader’s convenience, we repeat here some definitions and lemmas that were

previously stated in Section 2.8.2. Define U τ := QQT + τI and d := Qη; thus U 0 =

QQT . The lemma below expresses yT (XXT + τI)−1 in terms of the following quadratic

forms:

s = yTU−1
τ y,

t = dTU−1
τ d,

h = yTU−1
τ d,

gi = yTU−1
0 ei, i ∈ [n],

fi = dTU−1
0 ei, i ∈ [n].
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Lemma 8. Define D := s(∥η∥22 − t) + (h+ 1)2, then

yT (XXT + τI)−1 = yTU−1
τ −

1

D

[
∥η∥2s, h2 + h− st, s

]

∥η∥2yT

yT

dT

U−1
τ . (A.1)

The lemma below derives upper/lower bounds for those quadratic forms involving the

inverse Gram matrix U−1
τ .

Lemma 9 (Balanced). Recall that σ2 =
∑p

i=1 λiβ
2
i . Assume the Σ follows the balanced

ensemble defined in Definition 2.2.1. Fix δ ∈ (0, 1) and suppose n is large enough such

that n > c log(1/δ) for some c > 1. Then, there exists constants C1, C2, C3, C6, C7 > 1,

C5 > C4 > 0 such that with probability at least 1− δ, the following results hold:

n

C1(τ + ∥λ∥1)
≤s ≤ C1

n

(τ + ∥λ∥1)
,

C4
nσ2

(τ + ∥λ∥1)
≤t ≤ C5

nσ2

(τ + ∥λ∥1)
,

−C2
nσ

(τ + ∥λ∥1)
≤h ≤ C2

nσ

(τ + ∥λ∥1)
,

∥d∥22 ≤ C3nσ
2,

∥yTU−1
τ ∥2 ≤ C6

√
n

(τ + ∥λ∥1)
,

∥dTU−1
τ ∥2 ≤ C7

√
nσ

(τ + ∥λ∥1)
.

To bound the term fi, we need some additional work, which leads to the following

result.

Lemma 10. Assume that the condition in (2.8) is satisfied, Fix δ ∈ (0, 1) and suppose

n is large enough such that n > c/δ for some c > 1. Then, there exists a constant C > 1
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such that with probability at least 1− δ,

max
i∈[n]
|fi| ≤

C
√

log(2n)σ

∥λ∥1
. (A.2)

The proofs of Lemmas 8, 9 and 10 are given in Section A.7. We will also need the

following lemmas adapted from [119, Proof of Theorem 1].

Lemma 11. Let E = QQT − ∥λ∥1 · I and E
′
= 1

∥λ∥1 · (QQT )−1E. Assume that the

condition in (2.8) is satisfied, then there exists a constant C > 1 such that with probability

at least (1− C
n
),

∥E′∥2 ≤
1

2
√
n∥λ∥1

. (A.3)

Lemma 12. Let d
′
(n) := (p− n+ 1). With probability at least (1− 2

n2 ),

yigi = yi(e
T
i U

−1
0 y) ≥ 1

4
√
n

2
√
nd

′
(n)− 2n

√
4 log(n)d′(n)− 4n log(n)

(d′(n) +
√
4 log(n)d′(n))(d′(n)−

√
4 log(n)d′(n))

, for i ∈ [n].

A.2 Proof of Theorem 1 and Theorem 2

A.2.1 Proof of Theorem 1

Now we are ready to prove Theorem 1. In this section, we only consider the un-

regularized estimator, i.e., τ = 0. Define γ∗ := (XXT )−1y. Using duality (see [119,

Appendix C.1]), all the constraints in (2.5) hold with equality provided that

yiγ
∗
i > 0, for all i ∈ [n]. (A.4)
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Hence it suffices to derive conditions under which (A.4) holds with high probability. Note

that γ∗
i = yT (XXT )−1ei, for all i ∈ [n]. Using (A.1) and some algebra steps, it can be

checked that:

yT (XXT )−1ei = yTU−1
0 ei −

1

D

[
∥η∥2s h2 + h− st s

]
∥η∥2yTU−1

0 ei

yTU−1
0 ei

dTU−1
0 ei



= gi −
1

D

[
∥η∥2s h2 + h− st s

]
∥η∥2gi

gi

fi


=

gi(s(∥η∥22 − t) + (h+ 1)2)− ∥η∥22sgi − (h2 + h− st)gi − sfi
D

=
gi + hgi − sfi

s(∥η∥22 − t) + (h+ 1)2
. (A.5)

Here, s, h, t, gi and fi are as defined in Section A.1 with τ = 0. The denominator of (A.5)

is non-negative, thus to make γi > 0, we only need to study the numerator:

yi(gi + hgi − sfi) = (1 + yTU−1
0 d)yi(e

T
i U

−1
0 y)− yi(e

T
i U

−1
0 d)yTU−1

0 y.

First, consider the term yi(e
T
i U

−1
0 y). By the proof of [119, Theorem 1], if (2.8) is satisfied,

then with probability at least (1− C
n
),

yigi ≥
1

2∥λ∥1
. (A.6)
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We know thatU−1
0 = 1

∥λ∥1I−E
′
. Thus for yTU−1

0 d, by Lemma 9 and 11, with probability

at least (1− C
n
),

yTU−1
0 d = yT (

1

∥λ∥1
I −E

′
)d ≥ −C1nσ

∥λ∥1
− C2

√
nσ

∥λ∥1
≥ −C3nσ

∥λ∥1
,

where the first inequality above follows from the fact vTMu ≥ −∥v∥2∥u∥2∥M∥2.

Lemma 10 gives for every i ∈ [n], with the same high probability,

yie
T
i U

−1
0 d = yifi ≥ −max

i∈[n]
|fi| ≥ −

C4

√
log(2n)σ

∥λ∥1
.

Similarly, the fact vTMu ≤ ∥v∥2∥u∥2∥M∥2 gives with probability at least 1− δ,

yTU−1
0 y = yT (

1

∥λ∥1
I −E

′
)y ≤ yT

1

∥λ∥1
y ≤ C5n

∥λ∥1
.

Combining the results above gives

yi(gi + hgi − sfi) ≥
(∥λ∥1 − C1nσ

∥λ∥1

) 1

2∥λ∥1
− C2n

√
log(2n)σ

∥λ∥21

≥ ∥λ∥1 − C1nσ − 2C2n
√

log(2n)σ

2∥λ∥21
.

To make the expression above positive, it suffices to have ∥λ∥1 ≥ Cn
√

log(2n)σ. This

completes the proof.

A.2.2 Proof of Theorem 2

According to section A.2.1, we need to study:

yi(gi + hgi − sfi) = (1 + yTU−1
0 d)yi(e

T
i U

−1
0 y)− yi(e

T
i U

−1
0 d)yTU−1

0 y.
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First, consider the term yi(e
T
i U

−1
0 y). By Lemma 12, if d

′
(n) = p − n + 1 > 9n log(n),

then, 4n log(n) < 4
9
d

′
(n) gives

yigi = yi(e
T
i U

−1
0 y) >

1

4
√
n

2
√
nd

′
(n)− 4

3

√
nd

′
(n)− 4

9
d

′
(n)

(d′(n) +
√
4/(9n)d′(n))d′(n)

>
1

4
√
n

2
√
nd

′
(n)− 4

3

√
nd

′
(n)− 4

9

√
nd

′
(n)

2d′(n)2

>
1

4
√
n

(2− 4
3
− 4

9
)
√
n

2p

>
1

36p
. (A.7)

Second, by Lemmas 9, 10 and (A.7), we find that for large enough constants Ci’s > 1,

with probability at least 1− C1

n2 ,

yi(gi + hgi − sfi) = (1 + h)yigi − yisfi

≥ (1− |h|) 1

36p
−max

i∈[n]
|fi|s

≥ (1− C2n

p
∥η∥2)

1

36p
− C3

√
log(2n)

p
∥η∥2

n

p

≥ p− C2n∥η∥2 − 36C3

√
2 log(2n)n∥η∥2

36p2

≥ p− 36C4

√
2 log(2n)n∥η∥2
36p2

.

To make the expression above positive, it suffices to have p > C5n
√
log(2n)∥η∥2, for

large enough C5 > 1. The result above holds for every γ∗
i , i ∈ [n] with probability 1− C1

n2

each (by Lemma 11). Applying union bound over all n training data points, we conclude

that yiγ
∗
i > 0 for all i with probability at least 1− C1

n
. This completes the proof.
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A.3 Proof of Theorem 3 and Theorem 4

A.3.1 Proof of Theorem 3

From Section 2.8, we need to lower bound the ratio

(yT (XXT + τI)−1Xη)2

yT (XXT + τI)−1XΣXT (XXT + τI)−1y
. (A.8)

We will upper bound the denominator and lower bound the numerator. We first look

at the denominator. We know XΣXT = (yβT + ZΛ
1
2 )Λ(yβT + ZΛ

1
2 )T . Define A :=

(XXT+τI)−1yyT (XXT+τI)−1. Then by the cyclic property of trace, the denominator

of (A.8) can be expressed as

Tr
(
yT (XXT + τI)−1XΣXT (XXT + τI)−1y

)
= Tr

(
(yβT +ZΛ

1
2 )Λ(yβT +ZΛ

1
2 )TA

)
=

p∑
i=1

λ2
iz

T
i Azi +

p∑
i=1

λiβ
2
i (y

TAy) + 2

p∑
i=1

λ1.5
i βiz

T
i Ay

≤ 2
( p∑
i=1

λ2
iz

T
i Azi + σ2yTAy

)
≤ 2
( p∑
i=1

λ2
i ∥A∥2∥zi∥22 + σ2(yT (XXT + τI)−1y)2

)
,

where the first inequality follows from the inequality vTMu ≤ 1
2
(vTMv + uTMu) for

positive semidefinite matrix M and zi is the i-th column of matrix Z. Thus, we need to

upper bound
∑p

i=1 λ
2
i ∥A∥2∥zi∥22 and σ2(yT (XXT + τI)−1y)2. For

∑p
i=1 λ

2
i ∥A∥2∥zi∥22,

note that ∥zi∥22’s are independent sub-exponential random variables [162, Chapter 2],

thus for a fixed number B > 0,
∑p

i=1 λ
2
iB∥zi∥22 is the weighted sum of sub-exponential

random variables, with the weights given by Bλ2
i in blocks of size n [10, Lemma 7 and
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Corollary 1]. By Lemma 15.1, with probability at least 1− 2e−x,

p∑
i=1

λ2
iB∥zi∥22 ≤ Bn

p∑
i=1

λ2
i +Bcmax

(
λ2
1x,

√√√√xn

p∑
i

λ4
i

)
≤ Bn

p∑
i=1

λ2
i +Bcmax

(
x

p∑
i=1

λ2
i ,
√
xn

p∑
i

λ2
i

)
≤ CnB

p∑
i=1

λ2
i ,

for x < n/c0. The number B above should be replaced by the upper bound of ∥A∥2.

Recall A := (XXT + τI)−1yyT (XXT + τI)−1, thus ∥A∥2 = ∥yT (XXT + τI)−1∥22.

Further recalling D := s(∥η∥22 − t) + (h+ 1)2, by Lemma 8,

yT (XXT + τI)−1 = yTU−1
τ −

1

D

[
∥η∥2s h2 + h− st s

]
∥η∥2yT

yT

dT

U−1
τ

=
1

D

(
(1 + h)yTU−1

τ − sdTU−1
τ

)
.

Therefore, by Lemma 9, with probability at least 1− δ,

∥yT (XXT + τI)−1∥2 ≤
1

D

((
1 + |h|

)
∥y∥2∥U−1

τ ∥2 + s∥d∥2∥U−1
τ ∥2

)
≤ 1

D

((
1 +

C1nσ

(τ + ∥λ∥1)
) C2

√
n

(τ + ∥λ∥1)
+

C3n
√
nσ

(τ + ∥λ∥1)2
)
.

The above result can be further simplified. If 1 ≤ nσ
τ+∥λ∥1 , then,

∥yT (XXT + τI)−1∥2 ≤
1

D

C4n
√
nσ

(τ + ∥λ∥1)2
.
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If 1 > nσ
τ+∥λ∥1 , then,

∥yT (XXT + τI)−1∥2 ≤
1

D

C5

√
n

(τ + ∥λ∥1)
.

Combining the above gives, with probability at least 1− δ,

p∑
i=1

λ2
i ∥A∥2∥zi∥22 ≤

C

D2

n2

(τ + ∥λ∥1)2
max{1, n2σ2

(τ + ∥λ∥1)2
}∥λ∥22. (A.9)

Now we look at σ2(yT (XXT + τI)−1y)2. We need to upper bound yT (XXT + τI)−1y.

Using Lemma 9 gives with probability at least 1− δ,

yT (XXT + τI)−1y = s− ∥η∥
2
2s

2 + sh2 + 2sh− s2t

s(∥η∥22 − t) + (h+ 1)2

=
s

s(∥η∥22 − t) + (h+ 1)2

=
s

D
≤ 1

D

Cn

(τ + ∥λ∥1)
.

Therefore, σ2yTAy ≤ C
D2

n2σ2

(τ+∥λ∥1)2 . Hence the denominator of (A.8) is upper bounded by

1

D2

n2

(τ + ∥λ∥1)2
(
C1max{1, n2σ2

(τ + ∥λ∥1)2
}∥λ∥2 + C2σ

2
)
. (A.10)

Now we look at the numerator of (A.8). By Lemma 8,

yT (XXT + τI)−1Xη = ∥η∥22yT (XXT + τI)−1y + yT (XXT + τI)−1Qη

=
s(∥η∥22 − t) + h2 + h

D
.
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The numerator needs to be lower bounded and Lemma 9 gives with probability at least

1− δ,

s(∥η∥22 − t) + h2 + h ≥ s(∥η∥22 − t) + h ≥ n

C(τ + ∥λ∥1)
(
∥η∥22 −

C1nσ
2

τ + ∥λ∥1
− C2σ

)
.

(A.11)

Combining (A.10) and (A.11) gives with probability at least 1−δ, (A.8) is lower bounded

by

(
∥η∥22 − C1nσ2

τ+∥λ∥1 − C2σ
)2

C3max{1, n2σ2

(τ+∥λ∥1)2}∥λ∥
2
2 + C4σ2

. (A.12)

This completes the proof of the theorem.

A.3.2 Proof of Theorem 4

We need to lower bound the ratio

(yT (XXT )−1Xη)2

yT (XXT )−1y
. (A.13)

Here we will lower bound yT (XXT )−1Xη and upper bound yT (XXT )−1y. By Lemma

1, we know that the bound is not useful if yT (XXT )−1Xη < 0, hence we need the

conditions that ensure yT (XXT )−1Xη ≥ 0 with high probability. Using (A.1) and

some algebra steps, it can be checked that:

yT (XXT )−1y = s− ∥η∥
2
2s

2 + sh2 + 2sh− s2t

s(∥η∥22 − t) + (h+ 1)2
=

s

s(∥η∥22 − t) + (h+ 1)2
. (A.14)
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Similarly,

yT (XXT )−1Xη = ∥η∥22yT (XXT )−1y + yT (XXT )−1Qη =
s∥η∥22 − st+ h2 + h

s(∥η∥22 − t) + (h+ 1)2
.

Combining the above gives

(yT (XXT )−1Xη)2

yT (XXT )−1y
=

(
s(∥η∥22 − t) + h2 + h

)2
s
(
s(∥η∥22 − t) + (h+ 1)2

) . (A.15)

The numerator needs to be lower bounded and Lemma 9 gives with probability at least

1− δ,

s(∥η∥22 − t) + h2 + h ≥ s(∥η∥22 − t) + h

≥ n

C1p
(1− n

p
)∥η∥22 − C2

n

p
∥η∥2

≥ n

C1p

(
(1− n

p
)∥η∥22 − C3∥η∥2

)
. (A.16)

Similarly, the denominator is upper bounded by:

s
(
s(∥η∥22 − t) + (h+ 1)2

)
≤ s
(
s∥η∥22 + (1 + |h|)2

)
≤ C1

n

p

(
C1

n

p
∥η∥22 + (1 + C2

n

p
∥η∥2)2

)
≤ C1

n

p

(
C3

n

p
∥η∥22 + C4

)
≤ C5

n2

p2

(
∥η∥22 +

p

n

)
,
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where we also use the fact (a+ b)2 ≤ 2(a2 + b2) and n < p. Combining the above results

gives with probability at least 1− δ,

(yT (XXT )−1Xη)2

yT (XXT )−1y
≥ ∥η∥22

(
(1− n

p
)∥η∥2 − C3

)2
C6(

p
n
+ ∥η∥22)

. (A.17)

To ensure the classification error is smaller than 0.5, we need p > b·n and (1−n
p
)∥η∥2 > C3

for b > 1 to make η̂TLSη > 0 with high probability. This completes the proof of the

theorem.

A.4 Proof of Theorem 5 and benign overfitting for

the bi-level ensemble

A.4.1 Proof of Theorem 5

We first introduce some new notations. Following Assumption 1, we assume that the

covariance matrix Σ is diagonal and the mean vector η is one-sparse (ηk ̸= 0 and k ̸= 1).

Hence the data matrix X can be written as

X = yηT +Q = yηT +ZΛ
1
2 .
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Let zi be the i-th column of the matrix Z above whose elements are IID standard

Gaussian. Recall U τ := QQT + τI, define

s := yTU−1
τ y,

tk := zTkU
−1
τ zk,

f1 := yTU−1
τ z1,

fk := yTU−1
τ zk,

g1 := zT1U
−1
τ zk.

Lemma 13 (Bi-level). Assume that Σ follows the bi-level ensemble defined in Definition

2.2. Fix δ ∈ (0, 1) and suppose n is large enough such that n > c log(1/δ) for some

c > 1. Then, there exists constants Ci’s > 1 such that with probability at least 1− δ, the

following results hold:

n

C1(τ + ∥λ∥−1)
≤s ≤ C2n

(τ + ∥λ∥−1)
,

− C3n

(τ + ∥λ∥−1)
≤fk ≤

C3n

(τ + ∥λ∥−1)
,

n

C4(τ + ∥λ∥−1)
≤tk ≤

C5n

(τ + ∥λ∥−1)
,

− C6n

(τ + ∥λ∥−1 + nλ1)
≤f1 ≤

C6n

(τ + ∥λ∥−1 + nλ1)
,

− C7n

(τ + ∥λ∥−1 + nλ1)
≤g1 ≤

C7n

(τ + ∥λ∥−1 + nλ1)
,

∥yTU−1
τ ∥2 ≤

C8

√
n

(τ + ∥λ∥−1)
,

∥zTkU−1
τ ∥2 ≤

C9

√
n

(τ + ∥λ∥−1)
.

Now we are ready to prove Theorem 5. We know from the proof outline that we need
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to lower bound

(η̂Tτ η)
2

η̂TτΣη̂τ
=

(ηkη̂k)
2∑p

i=1 λiη̂
2
i

. (A.18)

We divide η̂i’s into 3 groups: η̂1, η̂k and the rest. Rather than lower bounding (A.18),

we will upper bound its reciprocal. Specifically, we will upper bound

λ1η̂
2
1

(ηkη̂k)2
,

∑
i ̸=1,k λiη̂

2
i

(ηkη̂k)2
and

λkη̂
2
k

(ηkη̂k)2
, (A.19)

then reverse the sum of the upper bounds of the three ratios above to obtain the lower

bound of (A.18).

Following the fact that η̂i = eTi η̂, we have

η̂i =
√
λiz

T
i (XXT + τI)−1y, for i ̸= k, (A.20)

η̂k = ηky
T (XXT + τI)−1y +

√
λkz

T
k (XXT + τI)−1y. (A.21)

To upper bound the 3 terms in (A.19), we need to lower bound (ηkη̂k)
2. Recall that under

Assumption 1, σ2 is λkη
2
k. By Lemma 8 and using our newly defined notations, we have

ηkη̂k =
η2ks

D
+
√

λkηk

(
fk −

∥η∥22sfk + ((
√
λkηkfk)

2 +
√
λkηkfk − s(λkη

2
ktk))fk +

√
λkηktks

D

)
=

1

D

(
η2ks(1− λktk) + σfk + σ2f 2

k

)
,

where D becomes (σfk + 1)2 + s(η2k − σ2tk). Lemma 13 gives with probability at least

1− δ,

ηkη̂k ≥
1

D

n

C1(τ + ∥λ∥−1)

(
η2k(1−

C2nλk
τ + ∥λ∥−1

)− σ
)
. (A.22)
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Now we upper bound
∑

i ̸=1,k λiη̂
2
i . From the proof of Theorem 3, we know

∑
i ̸=1,k

λiη̂
2
i =

∑
i ̸=1,k

λ2
iz

T
i Azi ≤

∑
i ̸=1,k

λ2
i ∥zi∥22∥A∥2,

whereA = (XXT+τI)−1yyT (XXT+τI)−1. Then we need to upper bound ∥yT (XXT+

τI)−1∥2. Following Lemmas 8 and 13, we have

∥yT (XXT + τI)−1∥2 = ∥
1

D

(
yTU−1

τ (1 + σfk)− zTkU
−1
τ (σs)

)
∥2

≤ 1

D

(
(1 + σfk)∥yTU−1

τ ∥2 + (σs)∥zTkU−1
τ ∥2

)
≤ 1

D

C1

√
n

(τ + ∥λ∥−1)

(
1 +

C2nσ

(τ + ∥λ∥−1)

)
.

Note for a fixed number B > 0,
∑

i ̸=1,k λ
2
i ∥zi∥22B is the weighted sum of sub-exponential

random variables. By [10, Lemma 7], with probability at least 1− 2e−x,

p∑
i=1

λ2
iB∥zi∥22 ≤ Cn

p∑
i=1

λ2
iB,

for x < n/c0. Combining (A.22) and bounds above with B replaced by the upper bound

of A gives with probability at least 1− δ,

∑
i ̸=1,k λiη̂

2
i

(ηkη̂k)2
≤

C1

∑
i ̸=1,k λ

2
i(

η2k(1− C2nλk
τ+∥λ∥−1

)− σ
)2(1 + C3nσ

(τ + ∥λ∥−1)

)2
. (A.23)

144



Appendix for Chapter 2 Chapter A

Next we upper bound λ1η̂
2
1. (A.20) gives

η̂1 =
√

λ1z
T
1 (XXT + τI)−1y

=

√
λ1

D
(f1 + σf1fk − σg1s)

≤
√
λ1

D

C6n

(τ + ∥λ∥−1 + nλ1)

(
1 +

C3nσ

(τ + ∥λ∥−1)

)
.

Combining the result above and (A.22) gives with probability at least 1− δ,

λ1η̂
2
1

(ηkη̂k)2
≤ C1λ

2
1(

η2k(1− C2nλk
τ+∥λ∥−1

)− σ
)2 (τ + ∥λ∥−1)

2

(τ + ∥λ∥−1 + nλ1)2

(
1 +

C3nσ

(τ + ∥λ∥−1)

)2
. (A.24)

In addition,
λkη̂

2
k

(ηkη̂k)2
in (A.19) is λk

η2k
. Then the sum of (A.23), (A.24) and λk

η2k
is

A+B + λk

(
ηk(1− C2nλk

τ+∥λ∥−1
)−
√
λk

)2
(
η2k(1− C2nλk

τ+∥λ∥−1
)− σ

)2 ≤
A+B + λk

(
η2k + λk

)
(
η2k(1− C2nλk

τ+∥λ∥−1
)− σ

)2 ,
where we use (a− b)2 ≤ a2 + b2 for a, b > 0 and with

A = C3λ
2
1

(
τ + ∥λ∥−1)

τ + nλ1 + ∥λ∥−1

)2(
1 +

C4nσ

τ + ∥λ∥−1

)2
,

B = C5

( ∑
i ̸=1,k

λ2
i

)(
1 +

C4nσ

τ + ∥λ∥−1

)2
,

for large constants Ci’s. The inverse of the upper bound of λk
η2k

gives the lower bound

of (A.18). To ensure η̂Tτ η > 0 with high probability, we need η2k > c1nσ2

τ+∥λ∥−1
+ c2σ for

c1, c2 > 1.
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A.4.2 Benign overfitting for the bi-level ensemble

For the bi-level ensemble, the first condition in Theorem 1 is not satisfied, hence we

can no longer analyze η̂SVM by studying η̂LS. We show a regime that suffices to make

the classification error of η̂LS vanish as p increase to +∞. Consider the setting:

λ2 = · · · = λp = λ and λ1 = αpλ, for α > 1. (A.25)

For large enough p, the setting above can ensure the bi-level ensemble condition in (2.3)

is satisfied.

Corollary 14.1. Assume that the data generating process follows Assumption 1 and

(A.25). Fix δ ∈ (0, 1) and suppose n is finite but large enough such that n > c log(1/δ)

for some c > 1. Then for large enough C > 1, with probability at least 1− δ, R(η̂LS), the

expected 0-1 loss of the least squares estimator η̂LS, approaches 0 as p → ∞, provided

that ηk > C
√
λpr, for r > 1

2
.

Proof. First, the bound on the unregularized estimator η̂LS can be obtained by setting

τ = 0 in (2.17). Thus, with probability at least 1− δ, R(η̂LS) is upper bounded by

exp

(−(η2k(1− C1nλk
∥λ∥−1

)− C2σ
)2

A+B + C6(λ2
k + σ2)

)
, (A.26)

with A = C3λ
2
1

(∥λ∥−1 + C4nσ

∥λ∥−1 + nλ1

)2

, B = C5

( ∑
i ̸=1,k

λ2
i

)(
1 +

C4nσ

∥λ∥−1

)2
.

Note from (A.25) that ∥λ∥−1 = (p−1)λ. We first look at the denominator of the exponent
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of (A.26). Assuming nηk ≤ p
√
λ, we have

A = C1λ
2
1

(∥λ∥−1 + C2nσ)

nλ1 + ∥λ∥−1

)2

= C1α
2p2λ2

((p− 1)λ+ C2nσ

nαpλ+ (p− 1)λ

)2
≤ C3α

2p2λ2
( pλ

nαpλ+ (p− 1)λ

)2
≤ C4α

2p2λ2
( pλ

nαpλ

)2
, by nαp≫ 1

≤ C4
p2λ2

n2
.

Moreover,

B = C5

( ∑
i ̸=1,k

λ2
i

)(
1 +

C6nσ

∥λ∥−1

)2
= C5(p− 2)λ2

(
1 +

C6nσ

∥λ∥−1

)2
≤ C7(p− 2)

(
λ2 +

n2σ2

(p− 1)2

)
≤ C8(p− 2)λ2,

where the last inequality comes from nηk ≤ p
√
λ. Combining the results above, we have

the denominator of the exponent of (A.26) is upper bounded by

C4
p2λ2

n2
+ C8(p− 2)λ2 + C9(λ

2 + σ2) ≤ C10(
p2

n2
λ2 + pλ2). (A.27)
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Now we look at the numerator.

(
η2k(1−

C0nλk
∥λ∥−1

)− C2σ
)2
≥ η4k(1− C

n

p
)2 − C9

√
λη3k

≥ η4k − 2Cη4k
n

p
− C9

√
λη3k. (A.28)

Let ηk = C
√
λpr, for some C > 1. Combining (A.27) and (A.28), if p > n2, in (A.27),

p2

n2 > p, then the negative exponent of (A.26) is lower bounded by

η4kn
2

λ2p2
− C10

η4kn
3

λ2p3
− C11

η3kn
2
√
λ

λ2p2
. (A.29)

Then

(A.29) ≥ n2p4r−2 − C10n
3p4r−3 − C11n

2p3r−2

≥ n2p4r−2 − C10np
4r−2 − C11n

2p3r−2,

where we use p2

n2 > p in the last inequality. Thus to make the bound above approach +∞

as p→∞, it suffices to have r > 1
2
.

If p ≤ n2, then the negative exponent of (A.26) is lower bounded by

η4k
λ2p
− C10

η4kn

λ2p2
− C11

η3k
√
λ

λ2p
≥ p4r−1 − C10

n

p
p4r−1 − C11p

3r−1.

It suffices to have r > 1
4
to make the bound above approach +∞ as p → ∞. Combing

previous results, it suffices to have ηk = C
√
λpr, for r > 1

2
and some C > 1. Recall

that we assume nηk ≤ p
√
λ, and actually nηk > p

√
λ is stronger than the condition

ηk > C
√
λpr, for r > 1

2
and some C > 1 for finite n, hence the later condition is sufficient

to make the classification error approach 0 as p→∞.
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A.5 Proof of Corollaries 5.1 and 5.2

A.5.1 Proof of Corollary 5.1

We need to find the conditions that make the negative exponent of (2.13) vanish as

p increases when conditions in Theorem 1 hold. Recall Theorem 1 requires

∥λ∥1 > max{λ∗, C1n
√

log(2n)σ}, (A.30)

for some C1, C2 > 1 and λ∗ = 72
(
∥λ∥2 · n

√
log n+ ∥λ∥∞ · n

√
n log n+ 1

)
. It is not hard

to check that (A.30) implies that n2σ2

∥λ∥21
< 1. Then the negative exponent of (2.13) is lower

bounded by

(
∥η∥22 − C1nσ2

∥λ∥1 − C2σ
)2

C3max{1, n2σ2

∥λ∥21
}∑p

i=1 λ
2
i + C4σ2

≥

(
∥η∥22 − C1nσ2

∥λ∥1 − C2σ
)2

C5

(∑p
i=1 λ

2
i + σ2

)
≥

(
∥η∥22 − C1

∥λ∥1
n
√

log(2n)

nσ
∥λ∥1 − C2σ

)2
C5

(∑p
i=1 λ

2
i + σ2

)
≥

(
∥η∥22 − C1

σ√
log(2n)

− C2σ
)2

C5

(∑p
i=1 λ

2
i + σ2

)
≥

(
∥η∥22 − C6σ

)2
C5

(∑p
i=1 λ

2
i + σ2

)
≥ ∥η∥

4
2 − C7∥η∥22σ

C5

(∑p
i=1 λ

2
i + σ2

) . (A.31)
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Note that β =

[
β β ... β

]T
, hence σ = β

√
∥λ∥1. Looking at the denominator of

(A.31), when
∑p

i=1 λ
2
i ≤ σ2, i.e. ∥λ∥22 ≤ β2∥λ∥1,

(A.31) ≥ ∥η∥
4
2 − C7∥η∥22σ
C8σ2

≥ (pβ2)2 − C7(pβ
2)
√

β2∥λ∥1
C8

(
β2∥λ∥1

)
≥
( pβ√
∥λ∥1

)2
− C9pβ√

∥λ∥1
. (A.32)

To guarantee (A.32) →∞ as p→∞, it suffices to have ∥λ∥1 ≤ Cβ2pα, for α < 2. Note

that the second condition in Theorem 1 becomes

∥λ∥1 > Cn
√

log(2n)β
√
∥λ∥1 ⇐⇒ ∥λ∥1 > C2n2 log(2n)β2.

Combing the conditions above, the SVM solution goes to 0 with p → ∞ provided the

assumptions of Theorem 3 with τ = 0 hold and

max{λ∗, C1β
2n2 log(2n)} < ∥λ∥1 ≤ C2β

2pα, for α < 2. (A.33)

When
∑p

i=1 λ
2
i > σ2, i.e. ∥λ∥22 > β2∥λ∥1,

(A.31) ≥ ∥η∥
4
2 − C7∥η∥22σ

C8

(∑p
i=1 λ

2
i

)
≥
( pβ2√∑p

i=1 λ
2
i

)2
− C9pβ

2√∑p
i=1 λ

2
i

. (A.34)

To guarantee (A.34) → ∞ as p → ∞, it suffices to have
∑p

i=1 λ
2
i ≤ Cβ4pα, for α < 2,

which is equivalent to ∥λ∥2 ≤ Cβ2pα, for α < 1. Combing the conditions in Theorem 1,

the SVM solution goes to 0 with p → ∞ provided the assumptions of Theorem 3 with
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τ = 0 hold and

∥λ∥1 > max{λ∗, C1β
2n2 log(2n)} and ∥λ∥2 ≤ Cβ2pα, for α < 1. (A.35)

Combining (A.33) and (A.35) completes the proof.

A.5.2 Proof of Corollary 5.2

We start from the high-SNR regime. In fact, we can assume a bit stronger that

∥η∥22 > C
p

n
, for some large C > 1. (A.36)

Then the exponent in (2.15) becomes:

∥η∥22(1−
n

p
)2 + C1 − 2C1(1−

n

p
)∥η∥2 > ∥η∥22 − 2∥η∥22

n

p
− 2C1∥η∥2

> C
p

n
− 2∥η∥22

n

p
− 2C1∥η∥2, (A.37)

where the last inequality comes from (A.36). Following Theorem 2, we further assume

that

p > 10n log n+ n− 1 and p > C2n
√

log(2n)∥η∥2, (A.38)
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for some constant C2 > 1. Then combining the relationships above gives

(A.37) > C
p

n
− 2
( p

C2n
√

log(2n)

)2n
p
− 2C1

p

n
√
log(2n)

= C
p

n
− 2p

C2nlog(2n)
− 2C1p

n
√

log(2n)

=
p

n

(
C − 2C1√

log(2n)
− 2

C2 log(2n)

)
. (A.39)

Notice that (A.39) → ∞ as (p/n) → ∞ for sufficiently large C and n. Thus we have

proved that in the high-SNR regime, the error of SVM solution goes to 0 with (p/n)→∞

provided that the assumptions of Theorem 4 hold and

1

C
n∥η∥22 > p > max{10n log n+ n− 1, C1n

√
log(2n)∥η∥2},

for sufficiently large constants C,C1 > 1.

For the low-SNR regime, assume that

p > 10n log n+ n− 1, p > C1n
√

log(2n)∥η∥2, (A.40)

and ∥η∥22 ≤
p

n
, ∥η∥42 = C2(

p

n
)α, for α > 1. (A.41)

Then the exponent in (2.16) becomes:

n

p
∥η∥42

(
(1− n

p
)− C3

1

∥η∥2

)2
>

n

p
∥η∥42 − 2

n2

p2
∥η∥42 − 2

n

p
C3∥η∥32

≥ C2

(p
n

)α−1

− 2C2

(p
n

)α−2

− 2C3C2

(p
n

)0.75α−1

, (A.42)

where the last inequality comes from (A.40) and (A.41). (A.42) will go to +∞ as (p/n)→

∞ provided that α > 1. Overall in the low-SNR regime, we need the assumptions of
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Theorem 3 plus

p > max{10n log n+ n− 1, C1n
√
log(2n)∥η∥2, n∥η∥22},

and ∥η∥42 ≥ C2(
p

n
)α, for α ∈ (1, 2].

A.6 Results for the averaging estimator

The theorem below shows an upper bound on the classification error for the averaging

estimator η̂Avg. Note the result below is for general Σ, i.e. no balanced or bi-level

structure is required.

Theorem 15. Assume that the data are generated with the GMM model. Fix δ ∈ (0, 1)

and suppose n is large enough such that n > c log(1/δ) for some c > 1. Then, there

exist a constant c1 > 1 such that with probability at least 1− δ, η̂TAvgη > 0 provided that

∥η∥22 > c1σ. Then, there exists constants Ci’s > 1 such that with probability at least 1−δ,

R(η̂Avg) ≤ exp

(−(∥η∥22 − C1σ
)2

C2∥λ∥22 + C3σ2

)
. (A.43)

The bound above is the same as (2.19).

Proof. We need to lower bound
(η̂T

Avgη)
2

η̂T
AvgΣη̂Avg

. Recall that η̂Avg = 1
n
XTy. For the denomi-

nator,

η̂TAvgΣη̂Avg ≤
2

n2

(
n2ηTΣη + yTQΣQTy

)
,

where we use the fact vTu ≤ 1
2
(vTv+uTu). Then we need to upper bound yTQΣQTy.
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Following what we show in the proof of Theorem 3, with probability at least 1− δ,

yTQΣQTy = Tr
( p∑
i=1

λ2
iz

T
i (yy

T )zi

)
≤

p∑
i=1

λ2
i ∥yyT∥2∥zi∥22 ≤ Cn

p∑
i=1

λ2
i ∥zi∥22 ≤ Cn2∥λ∥22,

where the last inequality follows the fact that
∑p

i=1 λ
2
i ∥zi∥22 is the weighted sum of sub-

exponential variables. Next we lower bound the numerator η̂TAvgη, Lemma 9 gives with

probability at least 1− δ,

η̂TAvgη =
1

n
yTy∥η∥22 +

1

n
yTd ≥ ∥η∥22 − Cσ.

We need ∥η∥22−Cσ > 0 to guarantee η̂TAvgη > 0 with high probability. Combining results

above completes the proof.

A.7 Proof of Lemmas

A.7.1 Proof of Lemmas 2

For Lemma 2, the proof of Theorem 3 gives

η̂Tτ η =
s(∥η∥22 − t) + h2 + h

D
,

for D > 0. Then we proceed by directly applying (A.11).
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A.7.2 Proof of Lemma 8

Recall

XXT+τI = QQT+τI+∥η∥22yyT+QηyT+
(
QηyT

)T
= U τ+

[
∥η∥2y d y

]
∥η∥2yT

yT

dT

 .

Thus, by Woodbury identity [70], (XXT )−1 can be expressed as:

U−1
τ −U−1

τ

[
∥η∥2y d y

]I +


∥η∥2yT

yT

dT

U−1
τ

[
∥η∥2y d y

]
−1 
∥η∥2yT

yT

dT

U−1
τ .

(A.44)

We first compute the inverse of the 3×3 matrixA :=

[
I+


∥η∥2yT

yT

dT

U−1
τ

[
∥η∥2y d y

]]
.

By our definitions of s, h and t in Section A.1:

A =


1 + ∥η∥22s ∥η∥2h ∥η∥2s

∥η∥2s 1 + h s

∥η∥2h t 1 + h

 .

Recalling A−1 = 1
det(A)

adj(A), where det(A) is the determinant of A and adj(A) is the

adjoint of A, it can be checked that:

det(A) = D = s(∥η∥22 − t) + (h+ 1)2,
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and

adj(A) =


(h+ 1)2 − st ∥η∥2(st− h− h2) −∥η∥2s

−∥η∥2s h+ 1 + ∥η∥22s −s

∥η∥2(st− h− h2) ∥η∥22h2 − t(1 + ∥η∥22s) h+ 1 + ∥η∥22s

 .

Combining the above gives

yT (XXT + τI)−1 = yTU−1
τ −

[
∥η∥2s h s

]
A−1


∥η∥2yT

yT

dT

U−1
τ

= yTU−1
τ −

1

D

[
∥η∥2s h2 + h− st s

]
∥η∥2yT

yT

dT

U−1
τ .

This completes the proof of the lemma.

A.7.3 Proof of Lemma 9 and Lemma 10

To prove Lemma 9, we need to bound the eigenvalues of U τ . Recall U 0 = QQT =∑p
i=1 λiziz

T
i , where zi ∈ Rn are independent vectors with IID standard normal elements.

Let λk(M ) represent the k-th eigenvalue of matrix M . We start from Bartlett et al. [10,

Lemma 5 (3)]:

Lemma 14. There are constants b, c ≥ 1 such that, for any k ≥ 0, with probability at

least 1− 2e−n/c, if
∑

i>k λi
λk+1

≥ bn, then

1

c

∑
i>k

λi ≤ λn(

p∑
i>k

λiziz
T
i ) ≤ λ1(

p∑
i>k

λiziz
T
i ) ≤ c

∑
i>k

λi.
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First note that the balanced ensemble requirement bnλ1 ≤ ∥λ∥−1 implies bnλ1 ≤

∥λ∥1. We can then obtain the bounds for eigenvalues of U 0 by letting k = 0 in Lemma

14. Then the eigenvalues of U τ are bounded as follows.

Lemma 15. Assume the balanced Σ assumption is satisfied. Suppose that δ < 1 with

log(1/δ) < n/c for some c > 1. There is a constant C > 1 such that with probability at

least 1− δ, the largest and smallest eigenvalues of U τ satisfy:

1

C
(τ+

p∑
i=1

λi) ≤ τ+
1

C

p∑
i=1

λi ≤ λn(U τ ) ≤ λ1(U τ ) ≤ τ+C

p∑
i=1

λi ≤ C(τ+

p∑
i=1

λi). (A.45)

Now we are ready to prove Lemma 9.

Bounds for s

For s = yTU−1
τ y, from (A.45) and ∥y∥22 = n, the variational characterization of

eigenvalues gives:

s = yTU−1
τ y ≤ ∥y∥22λ1(U

−1
τ ) ≤ n

1

λn(U τ )
≤ C1

n

τ + ∥λ∥1
.

The lower bound can be derived in a similar way and is omitted for brevity.

Bounds for t and h

We begin by presenting the definitions of sub-Gaussian and sub-exponential norms.

For a detailed discussion of sub-Gaussian and sub-exponential variables, we refer the

readers to [162, Chapter 2].

Definition A.7.1. For a sub-Gaussian variable X defined in [162, 2.5], the sub-Gaussian
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norm of X, denoted by ∥X∥ψ2 , is defined as

∥X∥ψ2 = inf{t > 0 : E[eX2/t2 ] < 2}.

Then [162, Example 2.5.8 (a)] states that if X ∼ N (0, σ2), then X is sub-Gaussian

with ∥X∥ψ2 < Cσ, where C is an absolute constant.

Definition A.7.2. For a sub-exponential variable X defined in [162, 2.7], the sub-

exponential norm of X, denoted by ∥X∥ψ1 , is defined as

∥X∥ψ1 = inf{t > 0 : E[e|X|/t] < 2}.

[162, Lemma 2.7.6] shows that sub-exponential is sub-Gaussian squared.

Lemma 16. A random variable X is sub-Gaussian if and only if X2 is sub-exponential.

Moreover,

∥X2∥ψ1 = ∥X∥2ψ2
.

We now look at ∥d∥2. Recall d = Qη = ZΛ
1
2β. ∥d∥22 =

∑n
j=1 dj

2, where dj =∑p
i=1

√
λiβizji and zji’s are IID standard Gaussian variable. Hence dj is Gaussian with

mean zero and variance
∑p

i=1 λiβ
2
i and dj

2 is sub-exponential with ∥d2j∥ψ1 < c
∑p

i=1 λiβ
2
i

and mean
∑p

i=1 λiβ
2
i . To bound ∥d∥2, we need the Bernstein’s inequality [162, Theorem

2.8.2]:

Lemma 17. Let ξ1, ..., ξn be independent, mean zero, sub-exponential random variables

with sub-exponential norm ∥ξ∥ψ1, and a = (a1, ..., an) ∈ Rn. Then for every t ≥ 0, we
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have

P
(
|

n∑
i=1

aiξi| ≥ t
)
≤ 2 exp

{
− cmin

( t2

∥ξ∥2ψ1
·∑n

i=1 a
2
i

,
t

∥ξ∥ψ1 ·maxi∈[n] |ai|
)}

.

Corollary 15.1. Suppose {ai} is a non-increasing sequence of non-negative numbers such

that
∑

i ai < ∞. Then there is a constant c such that for any sequence of independent,

zero-mean sub-exponential random variables {ξi} with sub-exponential norm ∥ξ∥ψ1, and

any x > 0, with probability at least 1− 2e−x,

|
∑
i=1

aiξi| ≤ c∥ξ∥ψ1 ·max
(
a1x,

√
x
∑
i

a2i

)
.

Let fix the length of the sequence as n and let ai = 1, for i ∈ [n]. Then combing

the inequality above with x = n/c and the fact that dj
2’s are sub-exponential gives with

probability at least 1− 2e−
n
c ,

∥d∥2 ≤ C

√√√√n

p∑
i=1

λiβ2
i = C

√
nσ. (A.46)

Recall t = dTU−1
τ d and h = yTU−1

τ d, we can obtain the upper and lower bounds of t

by the variational characterization of eigenvalues. The bounds of h can be derived from

the fact −∥d∥2∥y∥2∥U−1
τ ∥2 ≤ h ≤ ∥d∥2∥y∥2∥U−1

τ ∥2. The bounds for ∥yTU−1
τ ∥2 and

∥dTU−1
τ ∥2 can be obtained from Cauchy-Schwarz for matrices.

Proof of Lemma 10

Now we prove Lemma 10. Recall

fi = eTi U
−1
0 d = ei

T (
1

∥λ∥1
I −E

′
)d,
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thus,

max
i∈[n]
|fi| ≤

1

∥λ∥1
∥d∥∞ + ∥eTi E

′
d∥∞

≤ 1

∥λ∥1
∥d∥∞ + ∥eTi E

′
d∥2,

where the last equality comes from the fact that the ℓ2 norm of a vector won’t be smaller

than its infinity norm. By Markov’s inequality [163, 2.1.1], for sufficiently large constant

C > 1,

P(max
i∈[n]
|di| ≥ CE[max

i∈[n]
|di|]) ≤ δ.

Thus it suffices to bound E[maxi∈[n] |di|]. We know that the elements of d are IID zero-

mean Gaussian variables with variance
∑p

i=1 λiβ
2
i . By [163, Exercise 2.11],

E[max
i∈[n]
|di|] ≤

√√√√ p∑
i=1

λiβ2
i

√
2 log(2n) =

√
2 log(2n)σ.

Thus with probability at least 1− δ,

∥d∥∞ ≤ C
√

2 log(2n)σ.

To bound ∥eTi E
′
d∥2, using vTMu ≤ ∥v∥2∥u∥2∥M∥2 and the bound on ∥d∥2 in (A.46)

and the bound on ∥E′∥2 in (A.3) give, for n > c/δ and for every i ∈ [n],

∥eTi E
′
d∥2 ≤ ∥ei∥2∥d∥2∥E

′∥2

≤ C1σ

∥λ∥1
.
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Combining results above completes the proof.

A.7.4 Proof of Lemma 13

To prove Lemma 13, the first step is to separate the largest eigenvalue from others.

Specifically, by Woodbury identity, U−1
τ can be expressed as

U−1
τ = (τI +

p∑
i=2

λiziz
T
i + λ1z1z

T
1 )

−1 (A.47)

= U−1
−1,τ −

λ1U
−1
−1,τz1z

T
1U

−1
−1,τ

1 + λ1zT1U
−1
−1,τz1

, (A.48)

where U−1,τ = τI +
∑p

i=2 λiziz
T
i . By Lemma 15 above, with probability at least 1− δ,

1

C
(τ +

p∑
i=2

λi) ≤ λn(U−1,τ ) ≤ λ1(U−1,τ ) ≤ C(τ +

p∑
i=2

λi). (A.49)

Then we need to bound ∥z1∥2 and ∥zk∥2. In Lemma 15.1, let x < n
c0

with sufficiently

large c0, if n > C0 log(1/δ) for some C0 > 1, then there exist C1, C2 > 1 such that with

probability at least 1− δ,

1

C1

n ≤ ∥zi∥22 ≤ C2n, i ∈ [p].

Now we are ready to derive the bounds in Lemma 13.

For s = yTU−1
τ y, by (A.48) and (A.49) and using the variational characterization of
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eigenvalues and vTMu ≤ ∥v∥2∥u∥2∥M∥2, with probability at least 1− δ,

s =
yTU−1

−1,τy + λ1z
T
1U

−1
−1,τz1y

TU−1
−1,τy − λ1y

TU−1
−1,τz1z

T
1U

−1
−1,τy

1 + λ1zT1U
−1
−1,τz1

≤
C1n

(τ+∥λ∥−1)

(
1 + C2nλ1

τ+∥λ∥−1

)
1 + nλ1

C3(τ+∥λ∥−1)

≤ C1n

(τ + ∥λ∥−1)
·
(τ + ∥λ∥−1 + C2nλ1

τ + ∥λ∥−1

)
·
( C3(τ + ∥λ∥−1)

C3(τ + ∥λ∥−1) + nλ1

)
≤ C1n

(τ + ∥λ∥−1)
·
(C2C3(τ + ∥λ∥−1) + C2nλ1

τ + ∥λ∥−1

)
·
( C3(τ + ∥λ∥−1)

C3(τ + ∥λ∥−1) + nλ1

)
≤ C4n

τ + ∥λ∥−1

.

For the lower bound of s, we need to show zT1U
−1
−1,τy is sufficiently small compared with

zT1U
−1
−1,τz1 and yTU−1

−1,τy. We thus need the following Hanson-Wright inequality [140].

Lemma 18. Let z be a random vector whose elements are IID zero-mean sub-Gaussian

random variable with parameter at most 1. Then , there exists universal constant c > 0

such that for any positive semi-definite matrix M and for every t > 0, we have

P
(
|zTMz − E[zTMz]| > t

)
≤ exp

{
− cmin

{ t2

∥M∥2F
,

t

∥M∥2

}}
.

Note ∥M∥2F ≤ n∥M∥22 and let t = 1
C0
n∥M∥2 for sufficiently large constant C0 to get

with probability at least 1− 2e
− n

c1 ,

|zTMz − E[zTMz]| ≤ 1

C0

n∥M∥2. (A.50)

Then we use the similar trick as [119, D.3.1] and apply the parallelogram law to zT1U
−1
−1,τy,

zT1U
−1
−1,τy =

1

4
((z1 + y)TU−1

−1,τ (z1 + y)− (z1 − y)TU−1
−1,τ (z1 − y)).
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To use the Hanson-Wright inequality, we need to calculate the conditional expectation

E[zT1U−1
−1,τy|U−1

−1,τ ] = E[Tr(U−1
−1,τyz

T
1 )|U−1

−1,τ ] = Tr(U−1
−1,τE[yzT1 ]),

where we use the fact that y and z1 are independent of U−1
−1,τ . It is not hard to check

that E[yzT1 ] = 0, where 0 is the matrix with all elements 0. Now applying Lemma 18 to

both (z1 + y)TU−1
−1,τ (z1 + y) and (z1− y)TU−1

−1,τ (z1− y) gives with probability at least

1− 2e
− n

c1 ,

|zT1U−1
−1,τy| ≤

2

C0

n∥U−1
−1,τ∥2.

Now for the numerator of s, using the bound of eigenvalues of U−1,τ in (A.49) and the

fact that C0 is sufficiently large gives with probability at least 1− δ,

λ1z
T
1U

−1
−1,τz1y

TU−1
−1,τy − λ1y

TU−1
−1,τz1z

T
1U

−1
−1,τy ≥

n2λ1

C2(τ + ∥λ∥−1)2
,

for some large C2. Therefore,

s ≥
n

C1(τ+∥λ∥−1)

(
1 + nλ1

C2(τ+∥λ∥−1)

)
1 + C3nλ1

(τ+∥λ∥−1)

≥ n

C1(τ + ∥λ∥−1)
·
(C2(τ + ∥λ∥−1) + nλ1

C2(τ + ∥λ∥−1)

)
·
( (τ + ∥λ∥−1)

(τ + ∥λ∥−1) + C3nλ1

)
≥ n

C1(τ + ∥λ∥−1)
·
(C2(τ + ∥λ∥−1) + nλ1

C2(τ + ∥λ∥−1)

)
·
( (τ + ∥λ∥−1)

(C2C3(τ + ∥λ∥−1) + C3nλ1

)
≥ n

C4(τ + ∥λ∥−1)
.

The derivation of bounds for tk is the same as the procedure above.
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For fk, with probability at least 1− δ,

|fk| = |
yTU−1

−1,τzk + λ1y
TU−1

−1,τzkz
T
1U

−1
−1,τz1 − λ1y

TU−1
−1,τz1z

T
1U

−1
−1,τzk

1 + λ1zT1U
−1
−1,τz1

|

≤
C1n

(τ+∥λ∥−1)

(
1 + C2nλ1

τ+∥λ∥−1

)
1 + nλ1

C3(τ+∥λ∥−1)

≤ C4n

τ + ∥λ∥−1

.

Similarly we can obtain upper bounds for ∥yTU−1
τ ∥2 and ∥zTkU−1

τ ∥2.

For f1,

|f1| = |
yTU−1

−1,τz1 + λ1z
T
1U

−1
−1,τz1y

TU−1
−1,τz1 − λ1y

TU−1
−1,τz1z

T
1U

−1
−1,τz1

1 + λ1zT1U
−1
−1,τz1

|

= | yTU−1
−1,τz1

1 + λ1zT1U
−1
−1,τz1

|

≤
C1n

(τ+∥λ∥−1)

1 + nλ1
C2(τ+∥λ∥−1)

≤ C1n

(τ + ∥λ∥−1)
·
( C2(τ + ∥λ∥−1)

C2(τ + ∥λ∥−1) + nλ1

)
≤ C3n

τ + ∥λ∥−1 + nλ1

.

164



Appendix for Chapter 2 Chapter A

For g1, we have

|g1| = |
zTkU

−1
−1,τz1 + λ1z

T
1U

−1
−1,τz1z

T
kU

−1
−1,τz1 − λ1z

T
kU

−1
−1,τz1z

T
1U

−1
−1,τz1

1 + λ1zT1U
−1
−1,τz1

|

= | zTkU
−1
−1,τz1

1 + λ1zT1U
−1
−1,τz1

|

≤
C1n

(τ+∥λ∥−1)

1 + nλ1
C2(τ+∥λ∥−1)

≤ C1n

(τ + ∥λ∥−1)
·
( C2(τ + ∥λ∥−1)

C2(τ + ∥λ∥−1) + nλ1

)
≤ C3n

τ + ∥λ∥−1 + nλ1

.

This completes the proof.

A.8 Proofs for Section 2.7

The proofs follow similar conceptual steps to the noiseless case, but several technical

adjustments are needed. This is because: on the on hand, the clean label vector y enters

the features equation X = yηT + Q; on the other had, the estimator η̂ is generated

according to the noisy label vector yc. We start from defining some additional primitive

quadratic forms on U 0 = QQT :

sc = yc
TU−1

0 y,

hc = yc
TU−1

0 d,

gc,i = yc
TU−1

0 ei, i ∈ [n],

scc = yc
TU−1

0 yc, (A.51)
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The subscript c here emphasizes that the corrupted noise vector enters these quantities

(unlike the corresponding ones in Appendix A.1). The lemma below is our analogue to

Lemma 8.

Lemma 19. Recall D := s(∥η∥22 − t) + (h+ 1)2, then

yc
T (XXT )−1 = yTc U

−1
0 −

1

D
v


∥η∥2yT

yT

dT

U−1
0 ,

where

v =
[
∥η∥2sc + ∥η∥2(sch− shc), hch+ hc − sct− ∥η∥22(sch− shc), sc + sch− shc

]
.

Next, the lemma below gives upper/lower bounds for the newly defined quadratic

forms in (A.51).

Lemma 20. Assume Σ = I and p > Cn log n + n + 1 for a sufficiently large constant

C. Fix δ ∈ (0, 1) and suppose n is large enough such that n > c/δ for some c > 1. Then,

there exist constants Ci’s > 1 such that with probability at least 1−δ, the following results

hold:

n

C1p
≤sc ≤

C1n

p
,

−C2n∥η∥2
p

≤hc ≤
C2n∥η∥2

p
,

n

C3p
≤scc ≤

C3n

p
.

Note that the bounds for the quadratic forms above are of the same order as those

for the corresponding quadratic forms defined with y, e.g., both s and sc are at the order
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of Θ(n/p). Now we are ready to prove the theorems.

A.8.1 Proof of Theorem 6

Similar to the proofs in Appendix A.2, we again start from the duality argument of

[119] and so we need to find the conditions ensuring

yc,iyc
T (XXT )−1ei > 0, for all i ∈ [n], (A.52)

where yc,i is the i-th element of yc. Lemma 19 and some algebra steps give:

yc
T (XXT )−1ei = gc,i −

D2

D
=

A+B

s(∥η∥22 − t) + (h+ 1)2
,

where

A = gc,i + 2gc,ih− scfi

B = ∥η∥22(gc,is− gisc) + gisct− gc,ist+ gc,ih
2 − gihch− gihc + sfihc − schfi

D2 =

[
∥η∥2sc + ∥η∥2(sch− shc), hch+ hc − sct− ∥η∥22(sch− shc), sc + sch− shc

]

∥η∥2gi

gi

fi

 .

Let us start with an observation regarding the numerator A+B. We have already derived

conditions making yc,iA > 0 in Appendix A.2.2 (to be precise, Appendix A.2.2 considers

yi(gi + gih − sfi), but the quadratic forms are of the same order, so the same results
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apply). Specifically, when showing yc,iA > 0, we first have

yc,igc,i > 1/(Cp) > 0

with high probability (obtained by Lemma 12). Then, in Appendix A.2.2, we show that

the rest of the terms in A, i.e., |gc,ih|, |scfi|, are sufficiently small compared to 1/(Cp).

Note that when there is no label noise, i.e., γ = 0, then gc,i = gi, sc = s, hc = h and

A+B = gi + gih− sfi, which becomes the same as what we have in Appendix A.2.2.

Now, in order to derive conditions under which yc,i(A+B) > 0, we first decompose

A+B = gc,i + Ah − Af + As,

where

Ah = 2gc,ih+ gc,ih
2 − gihch− gihc

Af = scfi − sfihc + schfi

As = gc,i∥η∥22s− gi∥η∥22sc + gisct− gc,ist.

The idea is to that show that: (a) in Ah, the term gc,ih is dominant; (b) in Af , scfi is

the dominant term; (c) |As| is sufficiently smaller than 1/(Cp). To achieve this, we need

p > C0max{n
√

log(2n)∥η∥2, n∥η∥22} (A.53)

for a sufficiently large constant C0. The reason is that in Ah and Af , |h| (and |hc|) is

upper bounded by O(n∥η∥2/p) with high probability. In As, sc∥η∥22 ≤ O(n∥η∥22/p) and

st ≤ O(n2∥η∥22/p2) with high probability. Therefore, (A.53) ensures the terms mentioned

above are sufficiently smaller than 1 as desired.
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A.8.2 Proofs of Theorem 7 and Corollary 7.1

Again, similar to the proofs in Appendix A.3.2, we need to lower bound the ratio

(yc
T (XXT )−1Xη)2

yc
T (XXT )−1yc

. (A.54)

Here we will lower bound yc
T (XXT )−1Xη and upper bound yc

T (XXT )−1yc. Lemma

19 and some algebra steps give:

yc
T (XXT )−1Xη = ∥η∥22ycT (XXT )−1y + yc

T (XXT )−1Qη =
sc∥η∥22 − sct+ hch+ hc
s(∥η∥22 − t) + (h+ 1)2

.

Similarly, the denominator yc
T (XXT )−1yc is

scc + ∥η∥22(sccs− s2c) + s2ct− sccst+ 2scch+ scch
2 + shch− 2scchch− 2schc

s(∥η∥22 − t) + (h+ 1)2
.

Combining the two expressions above gives that we need to lower bound:

(
sc∥η∥22 − sct+ hch+ hc

)2
Ds

(
s(∥η∥22 − t) + (h+ 1)2

) , (A.55)

where

Ds = scc + ∥η∥22(sccs− s2c) + s2ct− sccst+ 2scch+ scch
2 + shch− 2scchch− 2schc.

Recall that in Appendix A.3.2, we have lower bounded

(
s(∥η∥22−t)+h2+h

)2

s

(
s(∥η∥22−t)+(h+1)2

) and since

scc, sc, s are of the same order and hc, h are also of the same order, we actually have

the same bound for

(
sc∥η∥22−sct+hch+hc

)2

s(∥η∥22−t)+(h+1)2
in (A.55). The next step is to show that Ds is

close to scc. This is true since due to the assumption p > Cmax{n
√

log(2n)∥η∥2, n∥η∥22}
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for a large constant C, the bounds for terms such as ∥η∥22s, st, h2, hc are sufficiently small

compared to 1 (we also illustrate this under (A.53)). Therefore, in Ds, scc is the dominant

term and we finally need to lower bound the term

(
sc∥η∥22 − sct+ hch+ hc

)2
scc

(
s(∥η∥22 − t) + (h+ 1)2

) .

This satisfies the same bound as

(
s(∥η∥22−t)+h2+h

)2

s

(
s(∥η∥22−t)+(h+1)2

) in Appendix A.3.2. Since p > Cn∥η∥22

falls into the low-SNR regime in Corollary 4.1, we can directly apply the results of low-

SNR regime in Corollaries 4.1 and 5.2, which gives the desired.

A.8.3 Proofs of auxiliary lemmas

We first prove Lemma 19.

Proof of Lemma 19. The proof follows Appendix A.7.2 except for in the last steps, we

have

yc
T (XXT )−1 = yc

TU−1
0 −

[
∥η∥2sc hc sc

]
A−1


∥η∥2yT

yT

dT

U−1
τ , (A.56)

where A−1 is

1

D


(h+ 1)2 − st ∥η∥2(st− h− h2) −∥η∥2s

−∥η∥2s h+ 1 + ∥η∥22s −s

∥η∥2(st− h− h2) ∥η∥22h2 − t(1 + ∥η∥22s) h+ 1 + ∥η∥22s

 ,

with D = s(∥η∥22− t)+(h+1)2. Then plugging the expression above in (A.56) completes
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the proof.

We now prove Lemma 20. We first start from a lemma bounding ∥yc + y∥22 and

∥yc − y∥22.

Lemma 21. Assuming the probability γ of a label flipping is small enough such that

1 − γ ≥ 1 − (1/C0) for some large constant C0, there exist large constants C1, C2 > 1

such that the event

Ey :=
{
∥yc + y∥22 ≥ 4(1− 1

C1

)n and ∥yc − y∥22 ≤
4

C1

n
}
, (A.57)

holds with probability at least 1− 4e
− n

C2 .

Proof. We first look at (ỹi + yi)
2, which evaluates to either 4 or 0. Since bounded, these

variables are independent sub-Gaussians. The mean of ∥yc+y∥22 is 4(1−γ)n. Therefore,

Hoeffding’s bound [163, Ch. 2] gives

P
(
|∥yc + y∥22 − 4(1− γ)n| ≥ t

)
≤ 2 exp

(
− t2

Cn

)
.

We complete the proof by setting t = n
C3

for a large enough constant C3. (ỹi − yi)
2 also

evaluates to either 4 or 0 and the mean of ∥yc − y∥22 is 4γn. Thus, we can repeat the

previous derivation to obtain the advertised results.

Now we are ready to prove Lemma 20.

Proof of Lemma 20. The bounds for hc, scc and the upper bound for sc follow exactly

as in Lemma 9 since ∥yc∥22 = n same as ∥y∥22 = n. We now derive the lower bound for

sc. We will need the following standard lemma (here adapted from [119, Lemma 2]) to

bound quadratic forms of a Wishart matrix.

171



Appendix for Chapter 2 Chapter A

Lemma 22. Define p′(n) := (p − n + 1). Let matrix M ∼ Wishart(p, In). For any

unit-frobenius norm vector v and any t > 0, we have

P
( 1

vTM−1v
> p′(n) +

√
2tp′(n) + 2t

)
≤ e−t

P
( 1

vTM−1v
< p′(n)−

√
2tp′(n)

)
≤ e−t,

provided that p′(n) > 2max{t, 1}.

We use the parallelogram law to write

yc
TU−1

0 y =
1

4

(
(yc + y)TU−1

0 (yc + y)− (yc − y)TU−1
0 (yc − y)

)
.

Let t = log n and recall that p′(n) > Cn log n for a sufficiently large constant C. To lower

bound sc, conditioned on event Ey, we have with probability at least 1− 1
n
,

yc
TU−1

0 y ≥ 1

4

( 4(1− 1/C1)n

(p′(n) +
√
2 log(n)p′(n) + 2 log(n))

− (4/C1)n

(p′(n)−
√
2 log(n)p′(n))

)
≥ (1− 1/C1)n(p

′(n)−
√

2 log(n)p′(n))− (1/C1)n(p
′(n) +

√
2 log(n)p′(n) + 2 log(n))

(p′(n)−
√

2 log(n)p′(n))(p′(n) +
√
2 log(n)p′(n))

≥ (1− 1/C3)np
′(n)

C4p′(n)2

≥ n

C5p
,

where we replaced log(n) with p′(n)/C using the fact that p′(n) > Cn log n for a suffi-

ciently large constant C above. Let E be the desired event that yc
TU−1

0 y ≥ n/(Cp). We

then complete the proof by adjusting the probability using P(Ec) ≤ P(Ec|Ey) + P(Ecy) ≤

(1/n) + 4 exp(−n/c1) ≤ c2/n.
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A.9 On linear separability of GMM

The main result of this section Lemma 24 proves that GMM data are linearly sep-

arable with high-probability as long as p > n + 2. The arguments presented are pretty

standard in the literature, but included here for completeness. Sharp separability thresh-

olds for the GMM have been recently derived in [39].

We will first need the following technical lemma that lower bounds the minimum

singular value of a non-zero mean isotropic Gaussian matrix. The result is a minor

extension of the standard proof using Gordon’s Gaussian min-max inequality for the

case of a centered isotropic Gaussian matrix (e.g. see [162, Exercise 7.3.4]).

Lemma 23. Let Q ∈ Rp×n a matrix with IID standard normal entries and y ∈ Rn,

η ∈ Rp fixed vectors. Consider the matrix A = ηyT +Q. For every t > 0 it holds that

min
∥u∥2=1

∥Au∥2 ≥
√

p− 2−√n− t (A.58)

with probability at least 1− 4e−t
2/8.

Proof. We now prove the lemma using Gordon’s Gaussian comparison inequality [60].

Specifically, we apply a version that appears in [153]. We start by writing

Φ(A) := min
∥u∥2=1

∥Au∥2 = min
∥u∥2=1

max
∥w∥2=1

wTQu+ (wTη)(yTu)

Now, following [153, Thm. 3(i)] we focus on the following auxiliary problem where g ∈ Rn

and h ∈ Rd have iid standard normal entries:

ϕ(g,h) := min
∥u∥2=1

max
∥w∥2=1

hTw + gTu+ (wTη)(yTu).

By decomposing w = α η
∥η∥2 +P⊥

ηw for α := ηTw
∥η∥2 ∈ [0, 1] and P⊥

η = Id− ηηT

∥η∥22
, we can see
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that

ϕ(g,h) = min
∥u∥2=1

max
α∈[0,1]

∥P⊥
ηh∥2

√
1− α2 + α

ηTh

∥η∥2
+ gTu+ (yTu)α∥η∥2 (A.59)

≥ min
∥u∥2=1

∥P⊥
ηh

T∥2 + gTu (A.60)

= ∥P⊥
ηh∥2 − ∥g∥2 (A.61)

But now from standard concentration arguments (e.g. see [124, Lemma B.2], for all t > 0

with probability at least 1 − 2e−t
2/2 it holds that ∥P⊥

ηh∥2 − ∥g∥2 ≥
√
p− 2 −√n − 2t.

We now invoke Gordon’s inequality to complete the proof:

Pr
(
Φ(A) ≤

√
p− 2−√n− t

)
≤ 2Pr

(
ϕ(g,h) ≤

√
p− 2−√n− t

)
≤ 4e−t

2/8.

(A.62)

We are now ready to state and prove the main result of this section.

Lemma 24. Let training data {(xi, yi)}i∈[n] be generated from the GMM in Equation

(2.1). Assume p > n + 2 + t for some t > 0. Then with probability at least 1 − 4e−t
2/8

the following statements hold:

(i) The min-norm interpolator is feasible, i.e. there exists β ∈ Rd such that for all

i ∈ [n] : yi = xTi β.

(ii) The training data are linearly separable, i.e. there exists β ∈ Rd such that for all

i ∈ [n] : yi(x
T
i β) ≥ 1.

Proof. To prove the first statement we need to show that the feature matrixX ∈ Rn×d has

full row-rank with high probability. Equivalently, we show that min∥u∥2=1 ∥XTu∥2 > 0

with high-probability. This is a direct application of Lemma 23 above for A = XT .
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Now we prove the second statement. From part (i), there exists β such that yi =

xTi β, i ∈ [n]. Since yi ∈ {±1}, i ∈ [n] it then holds that yi(x
T
i β) = 1, i ∈ [n]. Thus, the

same vector β from part (i) that interpolates the data is also a linear separator.
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Appendix for Chapter 3

B.1 Lemmas used in the proof of Theorem 9

B.1.1 Auxiliary Lemmas

In this section, we state a series of auxiliary lemmas that we use to prove Lemma 7.

The following result shows concentration of the norms of the label indicators vc, c ∈ [k]

under the equal-priors assumption (Assumption 2). Intuitively, in this balanced setting

there are Θ(n/k) samples for each class; hence, Θ(n/k) non-zeros (in fact, 1’s) in each

label indicator vector vc.

Lemma 25. Under the setting of Assumption 2, there exist large constants C1, C2 > 0

such that the event

Ev :=
{(

1− 1

C1

)
n

k
≤ ∥vc∥22 ≤

(
1 +

1

C1

)
n

k
, ∀c ∈ [k]

}
, (B.1)

holds with probability at least 1− 2ke
− n

C2k
2 .

Next, we provide bounds on the “base case” 0-th order quadratic forms that involve
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the Gram matrix A−1
0 . We do this in three lemmas presented below. The first Lemma 26

follows by a direct application of [164, Lemma 4 and 5]. The only difference is that we

keep track of throughout the proof is the scaling of O(1/k) arising from the multiclass

case in the vj’s. For instance, the bound of the term h
(0)
mj := vTmA

−1
0 dj involves a term

ρ̃n,k = min{1,
√

log(2n)/k} compared to the binary case. The other two Lemmas 27

and 28 are proved in Section B.1.3.

Lemma 26 (0-th order Quadratic forms, Part I). Under the event Ev, there exist con-

stants ci’s and Ci’s > 1 such that the following bounds hold with probability at least

1− c1ke
− n

c2 .

t
(0)
jj ≤

C1n∥µ∥22
p

for all j ∈ [k],

|h(0)
mj| ≤ ρ̃n,k

C2n∥µ∥2√
kp

for all m, j ∈ [k],

|t(0)mj| ≤
C3n∥µ∥22

p
for all m ̸= j ∈ [k],

∥dj∥22 ≤ C4n∥µ∥22 for all j ∈ [k],

max
i∈[n]
|f (0)
ji | ≤

C5

√
log(2n)∥µ∥2

p
for all j ∈ [k].

To sharply characterize the forms s
(0)
ij we need additional work, particularly for the

cross-terms where i ̸= j. We will make use of fundamental concentration inequalities

on quadratic forms of inverse Wishart matrices. The following lemma controls these

quadratic forms, and shows in particular that the s
(0)
ij terms for i ̸= j are much smaller

than the corresponding terms s
(0)
jj . This sharp control of the cross-terms is essential for

several subsequent proof steps.

Lemma 27 (0-th order Quadratic forms, Part II). Working on the event Ev defined in

Equation (B.1), assume that p > Cn log(kn) + n − 1 for large enough constant C > 1

177



Appendix for Chapter 3 Chapter B

and large n. There exist constants Ci’s > 1 such that with probability at least 1− C0

n
, the

following bound holds:

C1 − 1

C1

· n
kp
≤s(0)jj ≤

C1 + 1

C1

· n
kp

, for j ∈ [k],

−C2 + 1

C2

·
√
n

kp
≤s(0)ij ≤

C2 + 1

C2

·
√
n

kp
, for i ̸= j ∈ [k].

The proof of Lemma 27 for the cross terms with i ̸= j critically uses the in-built or-

thogonality of the label indicator vectors {vc}c∈[k]. Finally, the following lemma controls

the quadratic forms g
(0)
ji .

Lemma 28 (0-th order Quadratic forms, Part III). Working on the event Ev defined in

Equation (B.1), given p > Ck3n log(kn) + n− 1 for a large constant C, there exist large

enough constants C1, C2, such that with probability at least 1 − 2
kn
, we have for every

i ∈ [n]:

(
1− 1

C1

)
1

p
≤g(0)(yi)i

≤
(
1 +

1

C1

)
1

p
,

− 1

C2

· 1

k2p
≤g(0)ji ≤

1

C2

· 1

k2p
, for j ̸= yi.

B.1.2 Proof of Lemma 7

In this section, we provide the full proof of Lemma 7. We begin with a proof outline.

Proof outline

As explained in Section 3.6.2, it suffices to consider the case where j = k, since

when j ̸= k we can simply change the order of adding mean components, described in

Equation (3.36), so that the j-th mean component is added last. For concreteness, we

will also fix i ∈ [n], yi = k and define as shorthand m := k − 1. These fixes are without
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loss of generality. The reason why we fix j = k and m = k − 1 is that when we do the

proof, we want to add the k− 1-th and k-th components last. This is for ease of reading

and understanding.

For the case j = k, the leave-one-out quadratic forms in Lemma 7 are equal to the

quadratic forms of order k − 1, given by s
(k−1)
kk , t

(k−1)
kk , h

(k−1)
kk , g

(k−1)
ki and f

(k−1)
ki . We will

proceed recursively starting from the quadratic forms of order 1 building up all the way

to the quadratic forms of order k − 1. Specifically, starting from order 1, we will work

on the event

Eq := {all the inequalities in Lemmas 26, 27 and 28 hold}, (B.2)

Further, we note that Lemma 28 shows that the bound for g
(0)
yii

is different from the bound

for g
(0)
ji when j ̸= yi. We will show the following set of upper and lower bounds:

(
C11 − 1

C11

)
n

kp
≤ s

(1)
kk ≤

(
C11 + 1

C11

)
n

kp
,

−
(
C12 + 1

C12

) √
n

kp
≤ s

(1)
mk ≤

(
C12 + 1

C12

) √
n

kp
,

t
(1)
kk ≤

C13n∥µ∥22
p

,

|h(1)
mk| ≤ ρ̃n,k

C14n∥µ∥2√
kp

,

|t(1)mk| ≤
C15n∥µ∥22

p
,

∥dk∥22 ≤ C16n∥µ∥22,

|f (1)
ki | ≤

C17

√
n∥µ∥2
p

,(
1− 1

C18

)
1

p
≤ g

(1)
(yi)i
≤
(
1 +

1

C18

)
1

p
, and

− 1

C19k2p
≤ g

(1)
mi ≤

1

C19k2p

(B.3)
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with probability at least 1 − c
kn2 . Comparing the bounds on the terms of order 1 in

Equation (B.3) with the terms in Lemmas 26, 27 and 28 of order 0, the key observation

is that they are all at the same order. This allows us to repeat the same argument to

now bound corresponding terms of order 2, and so on until order k − 1. Note that for

each j ∈ [k], we have n terms of the form g
(1)
ji , corresponding to each value of i ∈ [n].

Thus, we will adjust the final probabilities by applying a union bound over the n training

examples.

Proofs for 1-st order quadratic forms in Equation (B.3)

The proof makes repeated use of Lemmas 26, 27 and 28. In fact, we will throughout

condition on the event Eq, defined in Equation (B.2), which holds with probability at

least 1− c1
n
− c2e

− n
c0k

2 . Specifically, by Lemma 26 we have

h
(0)
mj ≤ ρ̃n,k

C1ϵn
k2
√
n
, max

i∈[n]
|f (0)
mi | ≤

C2ϵn
k1.5n

, and
s
(0)
mj

s
(0)
kk

≤ C√
n

for m, j ̸= k, (B.4)

where we recall from Equation (3.41) the notation ϵn := k1.5n
√
n∥µ∥2
p

. Also, recall that we

choose ϵn ≤ τ for a sufficiently small constant τ .

In order to make use of Lemmas 26, 27 and 28, we need to relate the quantities of

interest to corresponding quadratic forms involving A0. We do this recursively and make

repeated use of the Woodbury identity. The recursions are proved in Appendix B.4.1.

We now provide the proofs for the bounds on the terms in Equation (B.3) one-by-one.

Bounds on s
(1)
mk. By Equation (B.28) in Appendix B.4.1, we have

s
(1)
mk = s

(0)
mk −

1

det0
(⋆)(0)s , (B.5)
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where we define

(⋆)(0)s := (∥µ∥22 − t
(0)
11 )s

(0)
1k s

(0)
1m + s

(0)
1mh

(0)
k1 h

(0)
11 + s

(0)
1k h

(0)
m1h

(0)
11 − s

(0)
11 h

(0)
k1 h

(0)
m1 + s

(0)
1mh

(0)
k1 + s

(0)
1k h

(0)
m1

det0 := s
(0)
11 (∥µ∥22 − t

(0)
11 ) + (1 + h

(0)
11 )

2. (B.6)

The essential idea is to show that | (⋆)
(0)
s

det0
| is sufficiently small compared to |s(0)mk|. We first

look at the first term given by
(
(∥µ∥22 − t

(0)
11 )s

(0)
1k s

(0)
1m

)
/ det0. By Lemmas 26, 27 and the

definition of det0, we have

∣∣∣ 1

det0

(
(∥µ∥22 − t

(0)
11 )s

(0)
1k s

(0)
1m

)∣∣∣ ≤ (∥µ∥22 − t
(0)
11 )|s(0)1k s

(0)
1m|

s
(0)
11 (∥µ∥22 − t

(0)
11 )

=
∣∣∣s(0)1k s

(0)
1m

s
(0)
11

∣∣∣ ≤ C1√
n
· C2 + 1

C2

·
√
n

kp
,

where we use det0 ≥ s
(0)
11 (∥µ∥22 − t

(0)
11 ) and s

(0)
mj/s

(0)
kk ≤ C/

√
n for all m, j ̸= k. Now, we

upper bound the other two dominant terms |s(0)1mh
(0)
k1 / det0 | and |s

(0)
1k h

(0)
m1/ det0 |. Note that

the same bound will apply to the remaining terms in Equation (B.6) because we trivially

have |h(0)
ij | = O(1) for all (i, j) ∈ [k]. Again, Lemmas 26 and 27 give us

∣∣∣s(0)1mh
(0)
k1

det0

∣∣∣ ≤ |s(0)1mh
(0)
k1 |

(1 + h
(0)
11 )

2
≤ ρ̃n,kC3ϵn(

1− C5ρ̃n,kϵn
k2

√
n

)2
k2
√
n
· C2 + 1

C2

·
√
n

kp
.

The identical bound holds for |s(0)1k h
(0)
m1|. Noting that |s(0)mk| ≤ C2+1

C2
·
√
n
kp
, we then have

|s(1)mk| ≤ |s
(0)
mk|+

∣∣∣(⋆)(0)s
det0

∣∣∣
≤

1 +
C6√
n
+

C7ρ̃n,kϵn(
1− C5ρ̃n,kϵn

k2
√
n

)2
k2
√
n

 C2 + 1

C2

·
√
n

kp

≤ (1 + α) · C2 + 1

C2

·
√
n

kp
, (B.7)

where in the last inequality, we use that ϵ ≤ τ for sufficiently small constant τ > 0, and
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defined

α :=
C6√
n
+

C7τ(
1− C5τ

k2
√
n

)2
k2
√
n
.

Now, we pick τ to be sufficiently small and n to be sufficiently large such that (1 +

α)C2+1
C2
≤ C8+1

C8
for some constant C8 > 0. Then, we conclude with the following upper

bound:

|s(1)mk| ≤
C8 + 1

C8

·
√
n

kp
.

Bounds on s
(1)
kk . Equation (B.29) in Appendix B.4.1 gives us

s
(1)
kk = s

(0)
kk −

1

det0

(
(∥µ∥22 − t

(0)
11 )s

(0)
1k

2
+ 2s

(0)
1k h

(0)
k1 h

(0)
11 − s

(0)
11 h

(0)
k1

2
+ 2s

(0)
1k h

(0)
k1

)
.

First, we lower bound s
(1)
kk by upper bounding 1

det0

(
(∥µ∥22−t(0)11 )s

(0)
1k

2
)
. Lemmas 26 and 27

yield

1

det0

(
(∥µ∥22 − t

(0)
11 )s

(0)
1k

2
)
≤ (∥µ∥22 − t

(0)
11 )s

(0)
1k

2

s
(0)
11 (∥µ∥22 − t

(0)
11 ) + (1 + h

(0)
11 )

2
≤ (∥µ∥22 − t

(0)
11 )s

(0)
1k

2

s
(0)
11 (∥µ∥22 − t

(0)
11 )
≤ C1

n
· n
kp

.

It suffices to upper bound the other dominant term |s(0)1k h
(0)
k1 |/ det0. For this term, we

have

∣∣∣s(0)1k h
(0)
k1

det0

∣∣∣ ≤ |s(0)1k h
(0)
k1 |

(1 + h
(0)
11 )

2
≤ C3ρ̃n,kϵn(

1− C4ρ̃n,kϵn
k2

√
n

)2
k2
√
n
· C2 + 1

C2

·
√
n

kp
.

Thus, we get

s
(1)
kk ≥

1− C1

n
− C5ρ̃n,knϵn(

1− C4ρ̃n,kϵn
k2

√
n

)2
k2
√
n

 C6 − 1

C6

· n
kp
≥ (1− α) · C6 − 1

C6

· n
kp

.
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Next, we upper bound s
(1)
kk by a similar argument, and get

s
(1)
kk ≤ |s

(0)
kk |+

1

det0

∣∣∣2s(0)1k h
(0)
k1 h

(0)
11 + s

(0)
11 h

(0)
k1

2
+ 2s

(0)
1k h

(0)
k1

∣∣∣
≤

1 +
C7ρ̃n,kϵn(

1− C4ρ̃n,kϵn
k2

√
n

)2
k2
√
n

 C8 + 1

C8

· n
kp
≤ (1 + α′)

C8 + 1

C8

· n
kp

,

where we used 1
det0

(
(∥µ∥22− t

(0)
11 )s

(0)
1k

2
)
> 0 in the first step. As above, we can tune ϵ and

n such that (1 + α′)C8+1
C8
≤ C9+1

C9
and (1 − α)C6−1

C6
≥ C9−1

C9
for sufficiently large constant

C9 > 0.

Bounds on h
(1)
mk. Equation (B.30) in Appendix B.4.1 gives us

h
(1)
mk = h

(0)
mk −

1

det0
(⋆)

(0)
h ,

where we define

(⋆)
(0)
h = (∥µ∥22 − t

(0)
11 )s

(0)
1mh

(0)
1k + h

(0)
m1h

(0)
1k h

(0)
11 + h

(0)
m1h

(0)
1k + s

(0)
1mt

(0)
k1 + s

(0)
1mt

(0)
k1 h

(0)
11 − s

(0)
11 t

(0)
k1 h

(0)
m1.

We focus on the two dominant terms ((∥µ∥22 − t
(0)
11 )s

(0)
1mh

(0)
1k )/ det0 and s

(0)
1mt

(0)
k1 / det0. For

the first dominant term ((∥µ∥22 − t
(0)
11 )s

(0)
1mh

(0)
1k )/ det0, Lemmas 26 and 27 yield

∣∣∣ 1

det0

(
(∥µ∥22 − t

(0)
11 )s

(0)
1mh

(0)
1k

)∣∣∣ ≤ (∥µ∥22 − t
(0)
11 )|s(0)1mh

(0)
1k |

s
(0)
11 (∥µ∥22 − t

(0)
11 )

≤
∣∣∣s(0)1mh

(0)
1k

s
(0)
11

∣∣∣ ≤ C1√
n
|h(0)

1k | ≤
C2ρ̃n,kϵn
k2
√
n

.

For the second dominant term s
(0)
1mt

(0)
k1 / det0, we have

1

det0
s
(0)
1mt

(0)
k1 ≤

|s(0)1mt
(0)
k1 |

(1 + h
(0)
11 )

2
≤ C3n

√
n∥µ∥22(

1− C4ρ̃n,kϵn
k2

√
n

)2
kp2
≤ C5ϵn(

1− C4ρ̃n,kϵn
k2

√
n

)2
k1.5
√
n
· ρ̃n,kϵn
k2
√
n
,
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where we use the fact 1/
√
k < ρ̃n,k for k > 1. Thus, we get

|h(1)
mk| ≤ |h

(0)
mk|+

∣∣∣ 1

det0
(⋆)

(0)
h

∣∣∣ ≤
1 +

C1√
n
+

C5ρ̃n,kϵn(
1− C4ρ̃n,kϵn

k2
√
n

)2
k1.5
√
n

 C6ρ̃n,kϵn
k2
√
n

≤ (1 + α)
C7ρ̃n,kϵn
k2
√
n

,

and there exists constant C8 such that (1 + α)C7 ≤ C8, which shows the desired upper

bound.

Bounds on t
(1)
kk . Equation (B.32) in Appendix B.4.1 gives us

t
(1)
kk = t

(0)
kk −

1

det0

((
∥µ∥22 − t

(0)
11

)
h
(0)
1k

2
+ 2t

(0)
1k h

(0)
1k h

(0)
11 − s

(0)
11 t

(0)
1k

2
+ 2t

(0)
1k h

(0)
1k

)
.

We only need an upper bound on t
(1)
kk . The first dominant term s

(0)
11 t

(0)
1k

2
/ det0 is upper

bounded as follows:

s
(0)
11 t

(0)
1k

2

det0
≤ s

(0)
11 t

(0)
1k

2

(1 + h
(0)
11 )

2
≤ C6n

3∥µ∥42(
1− C3ρ̃n,kϵn

k2
√
n

)2
kp3
≤ C7ϵ

2
n(

1− C3ρ̃n,kϵn
k2

√
n

)2
pk4n

· n∥µ∥
2
2

p
.

Next, the second dominant term, t
(0)
1k h

(0)
1k / det0, is upper bounded as

t
(0)
1k h

(0)
1k

det0
≤ |t(0)1k h

(0)
1k |

(1 + h
(0)
11 )

2
≤ C8ρ̃n,kϵn

k2
√
n
(
1− C3ρ̃n,kϵn

k2
√
n

)2 · n∥µ∥22p
.

Combining the results above gives us

t
(1)
kk ≤ t

(0)
kk +

1

det0

∣∣∣2t(0)1k h
(0)
1k h

(0)
11 + s

(0)
11 t

(0)
1k

2
+ 2t

(0)
1k h

(0)
1k

∣∣∣
≤

1 +
C9ρ̃n,kϵn(

1− C3ρ̃n,kϵn
k2

√
n

)2
k2
√
n

 n∥µ∥22
p
≤ C5n∥µ∥22

p
.
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This shows the desired upper bound.

Bounds on t
(1)
mk. Equation (B.31) in Appendix B.4.1 gives us

t
(1)
mk = t

(0)
mk −

1

det0
(⋆)

(0)
t ,

where we define

(⋆)
(0)
t = (∥µ∥22 − t

(0)
11 )h

(0)
1mh

(0)
1k + t

(0)
m1h

(0)
1k h

(0)
11 + t

(0)
k1 h

(0)
1mh

(0)
11 + t

(0)
1mh

(0)
1k + t

(0)
1k h

(0)
1m − s

(0)
11 t

(0)
1mt

(0)
1k .

Again, we only need an upper bound on t
(1)
mk. As in the previously derived bounds, we

have

1

det0
(∥µ∥22 − t

(0)
11 )h

(0)
1mh

(0)
1k ≤

(∥µ∥22 − t
(0)
11 )|h(0)

1mh
(0)
1k |

s
(0)
11 (∥µ∥22 − t

(0)
11 )

≤
C1ρ̃

2
n,kn

2∥µ∥22
kp2

· kp
n
≤ C1n∥µ∥22

p
.

The other dominant term t
(0)
1mh

(0)
1m/ det0 is upper bounded as:

t
(0)
1mh

(0)
1m

det0
≤ |t(0)1mh

(0)
1m|

(1 + h
(0)
11 )

2
≤ C2ρ̃n,kϵn

k2
√
n(
(
1− C3ρ̃n,kϵn

k2
√
n

)2 · n∥µ∥22p
.

Combining the results above yields

|t(1)mk| ≤ |t
(0)
mk|+

1

det0

∣∣∣(⋆)(0)t ∣∣∣
≤

C1 +
C2ρ̃n,kϵn(

1− C3ρ̃n,kϵn
k2

√
n

)2
k2
√
n

 n∥µ∥22
p
≤ C4n∥µ∥22

p
.

Note that both t
(0)
kk and t

(0)
mk are much smaller than ∥µ∥22. The above upper bound shows

that this continues to hold for t
(1)
kk and t

(1)
mk since p≫ n.

Bounds on f
(1)
ki . Consider i ∈ [n] and fix yi = k without loss of generality. Equa-
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tion (B.33) in Appendix B.4.1 gives us

f
(1)
ki = f

(0)
ki −

1

det0
(⋆)

(0)
f , (B.8)

where we define

(⋆)
(0)
f = (∥µ∥22 − t

(0)
11 )h

(0)
1k g

(0)
1i + t
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1k g
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11 f
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11 t
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(B.9)

We only need an upper bound on f
(1)
ki . We consider the dominant terms (∥µ∥22 −

t
(0)
11 )h

(0)
1k g

(0)
1i / det0, t

(0)
1k g

(0)
1i / det0, h

(0)
1k f

(0)
1i / det0 and s

(0)
11 t

(0)
1k f

(0)
1i / det0. Lemmas 26, 27 and 28

give us
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det0
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,
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(0)
11 )
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,
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(0)
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√
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, and

s
(0)
11 t

(0)
1k f
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det0
≤ |s

(0)
11 t

(0)
1k f

(0)
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1− C5ρ̃n,kϵn

k2
√
n

)2 · √n∥µ∥2p
,

where, in the last two steps, we used the upper bound C
√
n∥µ∥2/p for |f (0)

ji | and previ-
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ously derived bounds on |h(0)
1k | and |s

(0)
11 t

(0)
1k |. Thus, we have

|f (1)
ki | ≤ |f

(0)
ki |+

∣∣∣ 1

det0
(⋆)

(0)
f

∣∣∣
≤

1 +
C3

k1.5
√
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+

C8ϵn(
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n
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√
n∥µ∥2
p

≤ (1 + α)
C10ϵn
k1.5n

,

and we have (1 + α)C10 ≤ C11 for a large enough positive constant C11. This shows the

desired upper bound.

Bounds on g
(1)
ki and g

(1)
mi . Equation (B.34) in Appendix B.4.1 gives

zcie
T
i A

−1
1 uk = |zci|2
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, (B.10)

where we define
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11 )s
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1k g
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Lemmas 26, 27 and 28 give us
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We then have
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1

det0
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where for large enough n and positive constant C9, we have (1 + α)C+1
C
≤ C9+1

C9
and

(1− α)C−1
C
≥ C9−1

C9
. Similarly, for the case m ̸= k, we have
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where we define
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As a consequence of our equal energy and priors assumption (Assumption 2), we can

directly use the bounds of the terms in (⋆)
(0)
gk to bound terms in (⋆)

(0)
gm. We get

|g(1)mi | ≤
1

C

(
1 +

C1√
n
+

C8ϵn

(1− (
C4ρ̃n,kϵn
k2

√
n

))2
√
k
√
n

)
1

k2p
≤ 1

C
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.

Finally, there exists a sufficiently large constant C10 such that (1 + α)/C ≤ 1/C10. This

shows the desired bounds.
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Completing the proof for k-th order quadratic forms

Notice from the above analysis that the 1-st order quadratic forms exhibit the same

order-wise dependence on n, k and p as the 0-th order quadratic forms, e.g. both s
(0)
mk and

s
(1)
mk are of order Θ(

√
n
kp
). Thus, the higher-order quadratic forms that arise by including

more mean components will not change too much1. By Equation (3.36), we can see that

we can bound the 2-nd order quadratic forms by bounding quadratic forms with order

1. We consider s
(2)
mk as an example:

s
(2)
mk = s

(1)
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1

det1
(⋆)(1)s ,

where
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(1)
22 )s

(1)
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2k h

(1)
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det1 := s
(1)
22 (∥µ∥22 − t

(1)
22 ) + (1 + h

(1)
22 )

2.

We additionally show how f
(2)
ki relates to the 1-st order quadratic forms:

f
(2)
ki = f

(1)
ki −

1

det1
(⋆)

(1)
f ,

where we define

(⋆)
(1)
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(1)
22 )h

(1)
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(1)
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22 f

(1)
2i − s

(1)
22 t

(1)
2k f

(1)
2i .

Observe that the equations above are very similar to Equations (B.5) and (B.6) (for s),

1There are several low-level reasons for this. One critical reason is the aforementioned orthogonality

of the label indicator vectors {vc}c∈[k], which ensures by Lemma 27 that the cross-terms |s(j)mk| are always
dominated by the larger terms |s(j)kk |. Another reason is that h

(0)
mk, which can be seen as the “noise” term

in our analysis, is small and thus does not affect other terms.
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and Equations (B.8) and (B.9) (for f), except that the quadratic forms are in terms of

Gram matrix A1. We have shown that the quadratic forms with order 1 will not be

drastically different different from the quadratic forms with order 0. Hence, we repeat

the above procedures of bounding these quadratic forms k−1 times to obtain the desired

bounds in Lemma 7. The only quantity that will change in each iteration is α, which

nevertheless remains negligible2.

Our analysis so far is conditioned on event Eq. We define the unconditional event

Eu := {all the inequalities in Lemma 7 hold}. Then, we have

P(Ecu) ≤ P(Ecu|Eq) + P(Ecq ) ≤ P(Ecu|Eq) + P(Ecq |Ev) + P(Ecv)

≤ c1
kn

+
c2
n

+ c3k(e
− n

c4 + e
− n

c5k
2 )

≤ c6
n

+ c7ke
− n

c5k
2 ,

for constants ci’s > 1. This completes the proof.

B.1.3 Proofs of Auxiliary lemmas

We complete this section by proving the auxiliary Lemmas 25, 27 and 28, which were

used in the proof of Lemma 7.

Proof of Lemma 25

Our goal is to upper and lower bound ∥vc∥22, for c ∈ [k]. Note that every entry of vc

is either 1 or 0, hence these entries are independent sub-Gaussian random variables with

sub-Gaussian parameter 1 [163, Chapter 2]. Under the equal-prior Assumption 2, we

2To see this, recall that in the first iteration we had α1 := α = C1√
n
+ C2τ

(1−(C5τ/(k2
√
n)))2k2

√
n
for the

first-order terms. Thus, even if we repeat the procedure k − 1 times, then we have αk ≤ Ckα1, which
remains small since we consider n≫ k.

190



Appendix for Chapter 3 Chapter B

have E[∥vc∥22] = n/k when we assume equal priors. Thus, a straightforward application

of Hoeffding’s concentration inequality on bounded random variables [163, Chapter 2]

gives us

P
(∣∣∣∥vc∥22 − n

k

∣∣∣ ≥ t
)
≤ 2 exp

(
− t2

2n

)
.

We complete the proof by setting t = n
C1k

for a large enough constant C1 and applying

the union bound over all c ∈ [k].

Proof of Lemma 27

We use the following lemma adapted from [120, Lemma 2] to bound quadratic forms

of inverse Wishart matrices.

Lemma 29. Define p′(n) := (p− n+ 1), and consider matrix M ∼Wishart(p, In). For

any unit Euclidean norm vector v and any t > 0, we have

P
( 1

vTM−1v
> p′(n) +

√
2tp′(n) + 2t

)
≤ e−t and P

( 1

vTM−1v
< p′(n)−

√
2tp′(n)

)
≤ e−t,

provided that p′(n) > 2max{t, 1}.

We first upper and lower bound s
(0)
cc for a fixed c ∈ [k]. Recall that we assume

p > Cn log(kn) + n − 1 for sufficiently large constant C > 1 and this can be obtained

by assuming p′(n) > Cn log(kn). Let t = 2 log(kn). Working on the event Ev defined

in (B.1), Lemma 29 gives us

s(0)cc ≤
∥vc∥22

p′(n)−
√
4 log(kn)p′(n)

≤ C1 + 1

C1

· n/k

p′(n)
(
1− 2√

Cn

) ≤ C2 + 1

C2

· n
kp

with probability at least 1− 2
k2n2 . Here, the last inequality comes from the fact that p is
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sufficiently large compared to n and C is large enough. Similarly, for the lower bound,

we have

s(0)cc ≥
∥vc∥22

p′(n) +
√

4 log(kn)p′(n) + 2 log(kn)
≥ C1 − 1
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· n/k

p′(n)
(
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with probability 1− 2
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Now we upper and lower bound s
(0)
cj for a fixed choice j ̸= c ∈ [k]. We use the

parallelogram law to get

vTc A
−1
0 vj =

1

4

(
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TA−1
0 (vc + vj)− (vc − vj)

TA−1
0 (vc − vj)

)
.

Because of the orthogonality of the label indicator vectors (vTc vj = 0 for any j ̸= c), we

have ∥vc + vj∥22 = ∥vc − vj∥22, which we denote by ñ as shorthand. Then, we have
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ñ

p′(n)−
√
4 log(kn)p′(n)

− ñ
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k
on Ev. Because p′(n) > Cn log(kn), we have
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√
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√
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where in the last step we use the fact that C > 1 is large enough. To lower bound s
(0)
cj ,

we get

vTc A
−1
0 vj ≥

1

4

(
ñ
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√
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We finally apply the union bound on all pairs of c, j ∈ [k] and complete the proof.

Proof of Lemma 28

We first lower and upper bound g
(0)
(yi)i

. Recall that we assumed yi = k without loss of

generality. With a little abuse of notation, we define ∥vk∥22 = ñ and u :=
√
ñei. We use

the parallelogram law to get

eTi A
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0 vk =

1

4
√
ñ

(
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)
.
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Note that ∥u+ vk∥22 = 2(ñ +
√
ñ) and ∥u− vk∥22 = 2(ñ −

√
ñ). As before, we apply

Lemma 29 with t = 2 log(kn) to get with probability at least 1− 2
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√
ñ)

(p′(n) +
√

4 log(kn)p′(n) + 4 log(kn))
− 2(ñ−
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√
ñ
√
4 log(kn)p′(n)− 2

√
ñ log(kn)

(p′(n) +
√
4 log(kn)p′(n) + 4 log(kn))p′(n)

,

≥ p′(n)−
√
(1 + 1/C1)n/k

√
4 log(kn)p′(n)− 2

√
(1 + 1/C1)n/k log(kn)

(p′(n) +
√
4 log(kn)p′(n) + 4 log(kn))p′(n)

.

The last inequality works on event Ev, by which we have ñ ≤ 2(C1+1)n
C1k

. Then, p′(n) >

Ck3n log(kn) gives us

eTi A
−1
0 vk ≥

p′(n)−
√
(1 + 1/C1)n/k

√
4/(Ck3n)p′(n)−

√
(1 + 1/C1)n/k(2/Ck3n)p′(n)

(p′(n) +
√

4 log(kn)p′(n) + 4 log(kn))p′(n)

≥ 1− (1/(C2

√
k4))− (1/(C3k

3.5
√
n))

p′(n)(1 + 2
√

4/(Ck3n))

≥ C4 − 1

C4

· 1
p
,
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where in the last step we use the fact that C,C2, C3 > 1 are large enough. To upper

bound g
(0)
(yi)i

, we have with probability at least 1− 2
k2n2 ,

eTi A
−1
0 vk ≤

1

4
√
ñ

(
2(ñ+

√
ñ)

(p′(n)−
√

4 log(kn)p′(n))
− 2(ñ−

√
ñ)

(p′(n) +
√
4 log(kn)p′(n) + 4 log(kn))

)

≤ 1

4
√
ñ
· 4
√
ñp′(n) + 4ñ

√
4 log(kn)p′(n) + 8ñ log(kn)

(p′(n)−
√
4 log(kn)p′(n))p′(n)

≤ p′(n) +
√
ñ
√

4 log(kn)p′(n) + 2
√
ñ log(kn)

(p′(n)−
√

4 log(kn)p′(n))p′(n)
,

≤ p′(n) +
√
(1 + 1/C1)n/k

√
4 log(kn)p′(n) + 2

√
(1 + 1/C1)n/k log(kn)

(p′(n)−
√
4 log(kn)p′(n))p′(n)

.

Then p′(n) > Ck3n log(kn) gives us

eTi A
−1
0 vk ≤

p′(n) +
√

(1 + 1/C1)n/k
√

4/(Ck3n)p′(n) + 2
√
(1 + 1/C1)n/k(4/Ck3n)p′(n)

(p′(n)−
√
4 log(kn)p′(n))p′(n)

≤ 1 + (1/(C2

√
k4)) + (1/(C3k

3.5
√
n))

p′(n)(1− 2
√

4/(Ck3n))

≤ C4 + 1

C4

· 1
p
.

We now upper and lower bound g
(0)
ji for a fixed j ̸= yi. As before, we have

eTi A
−1
0 vj =

1

4
√
ñ

(
(u+ vj)

TA−1
0 (u+ vj)− (u− vj)

TA−1
0 (u− vj)

)
.
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Since eTi vj = 0, we now have ∥u+ vj∥22 = ∥u− vj∥22 = 2ñ. We apply Lemma 29 with

t = 2 log(kn) to get, with probability at least 1− 2
k2n2 ,

eTi A
−1
0 vj ≤

1

4
√
ñ

(
2ñ

(p′(n)−
√

4 log(kn)p′(n))
− 2ñ

(p′(n) +
√

4 log(kn)p′(n) + 4 log(kn))

)

≤ 1

4
√
ñ
· 4ñ

√
4 log(kn)p′(n) + 8ñ log(kn)

(p′(n)−
√

4 log(kn)p′(n))p′(n)

≤
√
ñ
√
4 log(kn)p′(n) + 2

√
ñ log(kn)

(p′(n)−
√

4 log(kn)p′(n))p′(n)
,

≤
√
(1 + 1/C1)n/k

√
4 log(kn)p′(n) + 2

√
(1 + 1/C1)n/k log(kn)

(p′(n)−
√
4 log(kn)p′(n))p′(n)

.

The last inequality works on event Ev, by which we have ñ ≤ 2(C1+1)n
C1k

. Then, p′(n) >

Ck3n log(kn) gives us

eTi A
−1
0 vj ≤

√
(1 + 1/C1)n/k

√
4/(Ck3n)p′(n) +

√
(1 + 1/C1)n/k(2/Ck3n)p′(n)

(p′(n)−
√
4 log(kn)p′(n))p′(n)

≤ (1/(C2

√
k4)) + (1/(C3k

3.5
√
n))

p′(n)(1−
√

4/(Ck3n))

≤ C4 + 1

C4

· 1

k2p
,
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where in the last step we use the fact that C,C2, C3 > 1 are large enough. To lower

bound g
(0)
ij , we have with probability at least 1− 2

k2n2 ,

eTi A
−1
0 vj ≥

1

4
√
ñ

(
2ñ

(p′(n) +
√
4 log(kn)p′(n) + 4 log(kn))

− 2ñ

(p′(n)−
√
4 log(kn)p′(n))

)

≥ 1

4
√
ñ
· −4ñ

√
4 log(kn)p′(n)− 8ñ log(kn)

(p′(n)−
√
4 log(kn)p′(n))p′(n)

≥ −
√
ñ
√

4 log(kn)p′(n) + 2
√
ñ log(kn)

(p′(n)−
√

4 log(kn)p′(n))p′(n)
,

≥ −
√
(1 + 1/C1)n/k

√
4 log(kn)p′(n) + 2

√
(1 + 1/C1)n/k log(kn)

(p′(n)−
√

4 log(kn)p′(n))p′(n)
.

Because p′(n) > Ck3n log(kn), we get

eTi A
−1
0 vj ≥ −

√
(1 + 1/C1)n/k

√
4/(Ck3n)p′(n) +

√
(1 + 1/C1)n/k(2/Ck3n)p′(n)

(p′(n)−
√
4 log(kn)p′(n))p′(n)

≥ −(1/(C2

√
k4)) + (1/(C3k

3.5
√
n))

p′(n)(1−
√

4/(Ck3n))

≥ −C4 + 1

C4

· 1

k2p
,

where in the last step we use the fact that C,C2, C3 > 1 are large enough. We complete

the proof by applying a union bounds over all k classes and n training examples.

B.2 Proof of Theorem 10

In this section, we provide the proof of Theorem 10, which was discussed in Sec-

tion 3.3.2. After having derived the interpolation condition in Equation (3.12) for mul-

ticlass SVM, the proofs is in fact a rather simple extension of the arguments provided

in [120, 72] to the multiclass case. This is unlike the GMM case that we considered

in Section 3.6.2, which required substantial additional effort over and above the binary
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case [164].

For this section, we define A = XTX as shorthand (we denoted the same quantity as

Ak in Section 3.6.2). Recall that the eigendecomposition of the covariance matrix is given

by Σ =
∑p

i=1 λiviv
T
i = V ΛV T . By rotation invariance of the standard normal variable,

we can write A = QTΛQ, where the entries of Q ∈ Rp×n are IID N (0, 1) random

variables. Finally, recall that we denoted λ =

[
λ1 · · · λp

]
and defined the effective

dimensions d2 =
∥λ∥21
∥λ∥22

and d∞ = ∥λ∥1
∥λ∥∞ . Observe that Equation (3.12) in Theorem 8 is

equivalent to the condition

zcie
T
i A

−1zc > 0, for all c ∈ [k] and i ∈ [n]. (B.12)

We fix c ∈ [k] and drop the subscript c, using z to denote the vector zc. We first provide

a deterministic equivalence to Equation (3.12) that resembles the condition provided

in [72, Lemma 1]. Our proof is slightly modified compared to [72, Lemma 1] and relies

on elementary use of block matrix inversion identity.

Lemma 30. Let Q ∈ Rp×n = [q1, · · · , qn]. In our notation, Equation (3.12) holds for a

fixed c if and only if:

1

zi
zT\i

(
QT

\iΛQ\i

)−1

QT
\iΛqi < 1, for all i = 1, · · · , n. (B.13)

Above, z\i ∈ R(n−1)×1 is obtained by removing the i-th entry from vector z and Q\i ∈

Rd×(n−1) is obtained by removing the i-th column from Q.

Proof. By symmetry, it suffices to consider the case i = 1. We first write

A =

 qT1Λq1 qT1ΛQ\1

QT
\1Λq1 QT

\1ΛQ\1

 ≜

α bT

b D

 .
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By Schur complement [17], we have

A ≻ 0 iff either

{
α > 0 and D− bbT

α
≻ 0

}
or
{
D ≻ 0 and α− bTD−1b > 0

}
.

Since the entries of Q are drawn from a continuous distribution (IID standard Gaussian),

both A and D = QT
\1ΛQ\1 are positive definite almost surely. Therefore, α−bTD−1b >

0 almost surely.

Thus, by block matrix inversion identity [17], we have

A−1 =

 (α− bTD−1b)−1 −(α− bTD−1b)−1bTD−1

−D−1b(α− bTD−1b)−1 D−1 +D−1b(α− bTD−1b)−1bTD−1

 .

Therefore,eT1A
−1 = (α− bTD−1b)−1

[
1 −bTD−1

]
. Hence we have

z1e
T
1A

−1z = (α− bTD−1b)−1(z21 − bTD−1(z1z\1)),

where we use the fact that z1 = z1. Since α− bTD−1b > 0 almost surely, we have

z1e
T
1A

−1z > 0 ⇐⇒ (α− bTD−1b)−1(z21 − bTD−1(z1z\1)) > 0

⇐⇒ 1

z1
bTD−1z\1 < 1.

Recall that bT = qT1ΛQ\1 and D = QT
\1ΛQ\1. This completes the proof.

Next, we define the following events:

1. For i ∈ [n], Bi :=
{

1
zi
zT\iA

−1
\i Q

T
\iΛqi ≥ 1

}
.

2. For i ∈ [n], given t > 0, Ei(t) :=
{
∥(zT\iA−1

\i Q
T
\iΛ)T∥22 ≥ 1

t

}
.
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3. B := ∪ni=1Bi.

We know all the data points are support vectors i.e., Equation (B.12) holds, if none of

the events Bi happens; hence, B is the undesired event. We want to upper bound the

probability of event B. As in the argument provided in [72], we have

P(B) ≤
n∑
i=1

(
P(Bi|Ei(t)c) + P(Ei(t))

)
. (B.14)

The lemma below gives an upper bound on P(Bi|Ei(t)c).

Lemma 31. For any t > 0, P(Bi|Ei(t)c) ≤ 2 exp
(
− t

2ck2

)
.

Proof. On the event Ei(t)c, we have ∥(zT\iA−1
\i Q

T
\iΛ)T∥22 ≤ 1

t
. Since, by its definition,

| 1
zi
| ≤ k, we have 1

zi
zT\iA

−1
\i Q

T
\iΛqi is conditionally sub-Gaussian [163, Chapter 2] with

parameter at most ck2∥(zT\iA−1
\i Q

T
\iΛ)T∥22 ≤ ck2/t. Then the sub-Gaussian tail bound

gives

P(Bi|Ei(t)c) ≤ 2 exp

(
− t

2ck2

)
, (B.15)

which completes the prof.

Next we upper bound P(Ei(t)) with t = d∞/(2n). Since ∥z\i∥2 ≤ ∥y\i∥2, we can

directly use [72, Lemma 4].

Lemma 32 (Lemma 4, [72]). P
(
Ei
(
d∞
2n

))
≤ 2 · 9n−1 · exp

(
−c1min

{
d2
4c2

, d∞
c

})
.

The results above are proved for fixed choices of i ∈ [n] and c ∈ [k]. We combine

Lemmas 31 and 32 with a union bound over all n training examples and k classes to
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upper bound the probability of the undesirable event B over all k classes by:

kn9n−1 · exp
(
−c1min

{
d2
4c2

,
d∞
c

})
≤ exp

(
−c1min

{
d2
4c2

,
d∞
c

}
+ C1 log(kn) + C2n

)
and 2kn · exp

(
− d∞
2ck2n

)
≤ exp

(
−c2d∞
ck2n

+ C3 log(kn)

)
.

Thus, the probability that every data point is a support vector is at least

1− exp

(
−c1min

{
d2
4c2

,
d∞
c

}
+ C1 log(kn) + C2n

)
− exp

(
−c2d∞
ck2n

+ C3 log(kn)

)
.

To ensure that exp
(
−c1min

{
d2
4c2

, d∞
c

}
+ C1 log(kn) + C2n

)
+exp

(
− c2d∞

ck2n
+ C3 log(kn)

)
≤

c4
n
, we consider the conditions c1min

{
d2
4c2

, d∞
c

}
− C1 log(kn)− C2n ≥ log(n) and c2d∞

ck2n
−

C3 log(kn) ≥ log(n) to be satisfied. These are equivalent to the conditions provided in

Equation (3.17). This completes the proof. Note that throughout the proof, we did not

use any generative model assumptions on the labels given the covariates, so in fact our

proof applies to scenarios beyond the MLM.

B.3 Classification error proofs

In this section, we provide the proofs of classification error of the MNI under both

GMM and MLM models. We begin with the proof for the GMM case (Theorem 11).

B.3.1 Proof of Theorem 11

Proof strategy and notations

The notation and main arguments of this proof follow closely the content of Section

3.6.2.
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Our starting point here is the lemma below (adapted from [155, D.10]) that provides

a simpler upper bound on the class-wise error Pe|c.

Lemma 33. Under GMM, Pe|c ≤
∑

j ̸=cQ
(

(ŵc−ŵj)
Tµc

∥ŵc−ŵj∥2

)
. In particular, if (ŵc−ŵj)

Tµc >

0, then Pe|c ≤
∑

j ̸=c exp
(
− ((ŵc−ŵj)

Tµc)
2

4(ŵT
c ŵc+ŵT

j ŵj)

)
.

Proof. [155, D.10] shows Pe|c is upper bounded by
∑

j ̸=cQ
(

(ŵc−ŵj)
Tµc

∥ŵc−ŵj∥2

)
. Then if (ŵc −

ŵj)
Tµc > 0, the Chernoff bound [163, Ch. 2] gives

Pe|c ≤
∑
j ̸=c

exp

(
−((ŵc − ŵj)

Tµc)
2

2∥ŵc − ŵj∥22

)
≤
∑
j ̸=c

exp

(
− ((ŵc − ŵj)

Tµc)
2

4(ŵT
c ŵc + ŵT

j ŵj)

)
,

where the last inequality uses the identity aTb ≤ 2(aTa+ bTb).

Thanks to Lemma 33, we can upper bound Pe|c by lower bounding the terms

((ŵc − ŵj)
Tµc)

2

(ŵT
c ŵc + ŵT

j ŵj)
, for all c ̸= j ∈ [k]. (B.16)

Our key observation is that this can be accomplished without the need to control the

more intricate cross-correlation terms ŵT
c ŵj for c ̸= j ∈ [k].

Without loss of generality, we assume onwards that c = k and j = k − 1 (as in

Section 3.6.2). Similar to Section 3.6.2, the quadratic forms introduced in Equation (3.37)

play key role here, as well. For convenience, we recall the definitions of the c-th order
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quadratic forms for c, j,m ∈ [k] and i ∈ [n]:

s
(c)
mj := vTmA

−1
c vj,

t
(c)
mj := dTmA

−1
c dj,

h
(c)
mj := vTmA

−1
c dj,

g
(c)
ji := vTj A

−1
c ei,

f
(c)
ji := dTj A

−1
c ei.

Further, recall that ŵc = X(XTX)−1vc and X =
∑k

j=1µjv
T
j + Q. Also, from or-

thogonality of the class mean vectors (Assumption 3), we have µT
c X = ∥µ∥22vTc + dTc .

Thus,

ŵT
c µc − ŵT

j µc

=∥µ∥22vTc (XTX)−1vc + vTc (X
TX)−1dc − ∥µ∥22vTc (XTX)−1vj − vTj (X

TX)−1dc. (B.17)

Additionally,

ŵT
c ŵc = vTc (X

TX)−1vc, and ŵT
j ŵj = vTj (X

TX)−1vj.

Using the leave-one-out trick in Section 3.6.2 and the matrix-inversion lemma, we

show in Appendix B.3.1 that

(B.16) =
A2

B2

, (B.18)
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where

A2 =

∥µ∥22s(j)cc − s
(j)
cc t

(j)
cc + h

(j)
cc

2
+ h

(j)
cc − ∥µ∥22s(j)jc − h

(j)
jc − h

(j)
jc h

(j)
cc + s

(j)
jc t

(j)
cc

detj

2

B2 =

(
s
(j)
cc

detj
+

s
(−j)
jj

det−j

)

detj = (∥µ∥22 − t(j)cc )s
(j)
cc + (h(j)

cc + 1)2.

Note that detj = det−c when c = k and j = k − 1.

Next, we will prove that

(B.18) ≥ ∥µ∥22

((
1− C1√

n
− C2n

p

)
∥µ∥2 − C3min{

√
k,
√
log(2n)}

)2
C6

(
∥µ∥22 + kp

n

) . (B.19)

Proof of Equation (B.19)

We will lower bound the numerator and upper bound the denominator of Equa-

tion (B.18). We will work on the high-probability event Ev defined in Equation (B.1) in

Appendix B.1.1. For quadratic forms such as s
(j)
cc , t

(j)
cc and h

(j)
cc , the Gram matrix A−1

j

does not “include” the c-th mean component because we have fixed c = k, j = k − 1.

Thus, we can directly apply Lemma 7 to get

C1 − 1

C1

· n
kp
≤s(j)cc ≤

C1 + 1

C1

· n
kp

,

t(j)cc ≤
C2n∥µ∥22

p
,

−ρ̃n,k
C3n∥µ∥2√

kp
≤h(j)

cc ≤ ρ̃n,k
C3n∥µ∥2√

kp
,

on the event Ev. We need some additional work to bound s
(j)
jc = vjA

−1
j vc and h

(j)
jc =

vjA
−1
j dc, since the Gram matrix A−1

j “includes” vj. The proof here follows the machin-
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ery introduced in Appendix B.1.2 for proving Lemma 7. We provide the core argument

and refer the reader therein for additional justifications. By Equation (B.28) in Ap-

pendix B.4.1 (with the index j − 1 replacing the index 0), we first have

s
(j)
jc = s

(j−1)
jc − 1

detj−1

(⋆)(j−1)
s ,

where we define

(⋆)(j−1)
s = (∥µ∥22 − t

(j−1)
jj )s

(j−1)
jj s

(j−1)
jc + s

(j−1)
jc h

(j−1)
jj

2
+ s

(j−1)
jc h

(j−1)
jj + s

(j−1)
jj h

(j−1)
jc ,

and detj−1 = (∥µ∥22 − t
(j−1)
jj )s

(j−1)
jj + (h

(j−1)
jj + 1)2. Further, we have

|s(j)jc | =

∣∣∣∣∣∣
1−

(∥µ∥22 − t
(j−1)
jj )s

(j−1)
jj + h

(j−1)
jj

2

detj−1

 s
(j−1)
jc − 1

detj−1

(s
(j−1)
jc h

(j−1)
jj + s

(j−1)
jj h

(j−1)
jc )

∣∣∣∣∣∣
≤ 1

C
|s(j−1)
jc |+ 1

detj−1

|(s(j−1)
jc h

(j−1)
jj + s

(j−1)
jj h

(j−1)
jc )|.

We focus on the dominant term |s(j−1)
jj h

(j−1)
jc |. Using a similar argument to that provided

in Appendix B.1.2, we get

|s(j−1)
jj h

(j−1)
jc |

detj−1

≤
|s(j−1)
jj h

(j−1)
jc |

(1 + h
(j−1)
jj )2

≤ C1(
1− C2ρ̃n,kϵn

k2
√
n

)2 · nkp · ρ̃n,kϵnk2
√
n

≤ C3ρ̃n,kϵn(
1− C2ρ̃n,kϵn

k2
√
n

)2
k2

·
√
n

kp
.

Thus, we have

|s(j−1)
jc | ≤ C4 + 1

C4

·
√
n

kp
.
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Similarly, we bound the remaining term h
(j)
jc . Specifically, by Equation (B.30) in Sec-

tion B.4.1, we have

h
(j)
jc = h

(j−1)
jc − 1

detj−1

(⋆)
(j−1)
h ,

where we define

(⋆)
(j−1)
h = (∥µ∥22 − t

(j−1)
jj )s

(j−1)
jj h

(j−1)
jc + h

(j−1)
jc h

(j−1)
jj

2
+ h

(j−1)
jc h

(j−1)
jj + s

(j−1)
jj t

(j−1)
jc .

Furthermore,

|h(j)
jc | =

∣∣∣∣∣∣
1−

(∥µ∥22 − t
(j−1)
jj )s

(j−1)
jj + h

(j−1)
jj

2

detj−1

h
(j−1)
jc − 1

detj−1

(h
(j−1)
jc h

(j−1)
jj + s

(j−1)
jj t

(j−1)
jc )

∣∣∣∣∣∣
≤ 1

C
|h(j−1)
jc |+ 1

detj−1

|(h(j−1)
jc h

(j−1)
jj + s

(j−1)
jj t

(j−1)
jc )|.

We again consider the dominant term |s(j−1)
jj t

(j−1)
jc |/ detj−1 and get

|s(j−1)
jj t

(j−1)
jc |

detj−1

≤
|s(j−1)
jj t

(j−1)
jc |

(1 + h
(j−1)
jj )2

≤ C1(
1− C2ρ̃n,kϵn

k2
√
n

)2 · nkp · n∥µ∥22p

≤ C3ϵn(
1− C2ρ̃n,kϵn

k1.5
√
n

)2
k2
√
n
· ρ̃n,kn∥µ∥2√

kp
.

Thus, we find that

|h(j−1)
jc | ≤ ρ̃n,k

C4n∥µ∥2√
kp

.

We are now ready to lower bound the RHS in Equation (B.18) by lower bounding its

numerator and upper bounding its denominator.
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First, for the numerator we have the following sequence of inequalities:

∥µ∥22s(j)cc − s(j)cc t
(j)
cc + h(j)

cc

2
+ h(j)

cc − ∥µ∥22s(j)jc − h
(j)
jc − h

(j)
jc h

(j)
cc + s

(j)
jc t

(j)
cc

≥∥µ∥22s(j)cc − ∥µ∥22s(j)jc − s(j)cc t
(j)
cc + s

(j)
jc t

(j)
cc + h(j)

cc − h
(j)
jc − h

(j)
jc h

(j)
cc

≥C1 − 1

C1

· ∥µ∥
2
2n

kp
− C2 + 1

C2

· ∥µ∥
2
2

√
n

kp
− C3n

p
· ∥µ∥

2
2n

kp
− C4n

p
· ∥µ∥

2
2

√
n

kp
− C5ρ̃n,kn∥µ∥2√

kp
.

Above, we use the fact that the terms |h(j)
cc |, |h(j)

jc | ≤ Cϵ/(k2
√
n) are sufficiently small

compared to 1. Consequently, the numerator is lower bounded by

D2
3

det2j
, (B.20)

where D3 is

C1 − 1

C1

· ∥µ∥
2
2n

kp
− C2 + 1

C2

· ∥µ∥
2
2

√
n

kp
− C3n

p
· ∥µ∥

2
2n

kp
− C4n

p
· ∥µ∥

2
2

√
n

kp
− C5ρ̃n,kn∥µ∥2√

kp
.

Second, we upper bound the denominator. For this, note that under the assumption

of equal energy and equal priors on class means (Assumption 2), there exist constants

C1, C2 > 0 such that C1 ≤ detj / det−j ≤ C2. (In fact, a very similar statement was

proved in Equation (3.42) and used in the proof of Theorem 9). Moreover, Lemma 7

shows that the terms s
(j)
cc and s

(−j)
jj are of the same order, so it suffices to upper bound

s
(j)
cc

detj
. Again applying Lemma 7, we have

s
(j)
cc

detj
≤ C6

detj
· n
kp

(B.21)
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on the event Ev. Then, combining Equations (B.20) and (B.21) gives us

(B.18) ≥ n

C0kp
· 1

detj

(
(1− C1√

n
− C2n

p
)∥µ∥22 − C3min{

√
k,
√

log(2n)}∥µ∥2
)2

≥ N4

≥ ∥µ∥22

((
1− C1√

n
− C2n

p

)
∥µ∥2 − C3min{

√
k,
√
log(2n)}

)2
C6

(
∥µ∥22 + kp

n

) , (B.22)

where

N4 =
n

C0kp
· 1
C4∥µ∥22n

kp
+ 2 +

C5n2∥µ∥22
kp2

(N5)
2 ,

N5 =

(
1− C1√

n
− C2n

p

)
∥µ∥22 − C3min{

√
k,
√
log(2n)}∥µ∥2,

and the second inequality follows from the following upper bound on detj on the event

Ev:

detj =(∥µ∥22 − t(j)cc )s
(j)
cc + (h(j)

cc + 1)2 ≤ ∥µ∥22s(j)cc + 2(h(j)
cc

2
+ 1)

≤C4∥µ∥22n
kp

+ 2 +
C5n

2∥µ∥22
kp2

.

Completing the proof

Because of our assumption of equal energy on class means and equal priors, the

analysis above can be applied to bound
((ŵc−ŵj)

Tµc)
2

(ŵT
c ŵc+ŵT

j ŵj)
, for every j ̸= c and c ∈ [k]. We

define the unconditional event

Eu2 :=
{
((ŵc − ŵj)

Tµc)
2

(ŵT
c ŵc + ŵT

j ŵj)
is lower bounded by (B.22) for every j ̸= c

}
.
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We have

P(Ecu2) ≤ P(Ecu2|Ev) + P(Ecv)

≤ c4
n

+ c5k(e
− n

c6 + e
− n

c7k
2 ) ≤ c4

n
+ c8ke

− n
c7k

2

for constants ci’s > 1. Thus, the class-wise error Pe|c is upper bounded by

(k − 1) exp

−∥µ∥22
((

1− C1√
n
− C2n

p

)
∥µ∥2 − C3min{

√
k,
√

log(2n)}
)2

C4

(
∥µ∥22 + kp

n

)


with probability at least 1− c4
n
− c8ke

− n
c7k

2 . This completes the proof.

Proof of Equation (B.18)

Here, using the results of Section B.4.1, we show how to obtain Equation (B.18) from

Equation (B.16). First, by [164, Appendix C.2] (with y replaced by vm), we have

vm(X
TX)−1vm =

s
(−m)
mm

det−m
, for all m ∈ [k],

where det−m = (∥µ∥22 − t
(−m)
mm )s

(−m)
mm + (h

(−m)
mm + 1)2. Then [164, Equation (44)] gives

∥µc∥22 · vc(XTX)−1vc + vc(X
TX)−1dc =

∥µc∥22s(j)cc − s
(j)
cc t

(j)
cc + h

(j)
cc

2
+ h

(j)
cc

detj
,

where detj = (∥µ∥22 − t
(j)
cc )s

(j)
cc + (h

(j)
cc + 1)2. Note that detj = det−c when c = k and

j = k − 1.

For vc(X
TX)−1vj and vj(X

TX)−1dc, we can again express the k-th order quadratic
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forms in terms of j-th order quadratic forms as follows:

vc(X
TX)−1vj =

s
(j)
cj + s

(j)
cj h

(j)
cc − s

(j)
cc h

(j)
jc

detj
,

vj(X
TX)−1dc =

∥µ∥22s(j)cc h(j)
jc − ∥µ∥22s(j)cj h(j)

cc + h
(j)
cc h

(j)
jc + h

(j)
jc − s

(j)
cj t

(j)
cc

detj
.

Thus, we have

∥µ∥22vc(XTX)−1vj + vj(X
TX)−1dc =

∥µc∥22s(j)jc + h
(j)
jc + h

(j)
jc h

(j)
cc − s

(j)
jc t

(j)
cc

detj
.

This completes the proof.

Extensions to not-orthogonal means

While we made the orthogonality assumption on class means (Assumption 3) for sim-

plicity, our error analysis can conceivably be extended to the more general unorthogonal

setting. We provide a brief discussion of this extension here. To upper bound the class-

wise error Pe|c, recall that we need to lower bound the quantity in Equation (B.16). As

with the orthogonal case, we consider c = k, j = k − 1 without loss of generality. Recall

that ŵc = X(XTX)−1vc and X =
∑k

j=1µjv
T
j +Q. Thus

ŵT
c µc = ∥µ∥22vTc (XTX)−1vc +

∑
m̸=c

µT
mµcv

T
m(X

TX)−1vc + vTc (X
TX)−1dc and

ŵT
j µc = N6 +N7,

N6 = ∥µ∥22vTj (XTX)−1vc + µT
j µcv

T
j (X

TX)−1vj

N7 =
∑
m̸=c,j

µT
mµcv

T
m(X

TX)−1vj + vTj (X
TX)−1dc.
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In Appendix B.3.1 we have already obtained the bounds for

∥µ∥22vTc (XTX)−1vc + vTc (X
TX)−1dc − ∥µ∥22vTc (XTX)−1vj − vTj (X

TX)−1dc.

Moreover, under the equal energy and priors assumption, the vTj (X
TX)−1vj terms have

the same bound for every j ∈ [k]. Similarly, the vTj (X
TX)−1vm terms also have the same

bound for all j ̸= m ∈ [k]. An upper bound on classification error can then be derived in

terms of the inner products between the mean vectors. We leave the detailed derivation

to the reader. Expressions are naturally more complicated.

B.3.2 Proof of Corollary 11.1

We now prove the condition for benign overfitting provided in Corollary 11.1. Note

that following Theorem 9, we assume that

p > C1k
3n log(kn) + n− 1 and p > C2k

1.5n1.5∥µ∥2. (B.23)

We begin with the setting where ∥µ∥22 > C kp
n
, for some C > 1. In this case, we

get that Equation (B.22) is lower bounded by 1
c

((
1− C3√

n
− C4n

p

)
∥µ∥2 − C5

√
k
)2
, and

we have

((
1− C3√

n
− C4n

p

)
∥µ∥2 − C5

√
k

)2

> ∥µ∥22 − 2∥µ∥22
C3√
n
− 2∥µ∥22

C4n

p
− 2C5

√
k∥µ∥2

>

(
1− 2C3√

n

)
kp

n
− 2∥µ∥22

C4n

p
− 2C5

√
k∥µ∥2.

(B.24)
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Then Equation (B.23) gives

(B.24) >

(
1− 2C3√

n

)
kp

n
−
( p

k1.5n1.5

)2 C6n

p
− C7

√
kp

k1.5n1.5

=
kp

n

(
1− 2C3√

n
− C6

k4n
− C7

k2
√
n

)
, (B.25)

which goes to +∞ as
(
p
n

)
→∞.

Next, we consider the case ∥µ∥22 ≤ kp
n
. Moreover, we assume that ∥µ∥42 = C2

(
p
n

)α
, for

α > 1. Then, Equation (B.22) is lower bounded by n
ckp
∥µ∥42

((
1− C3√

n
− C4n

p

)
− C5

√
k

∥µ∥2

)2
,

and we get

n

kp
∥µ∥42

((
1− C3√

n
− C4n

p

)
− C5

√
k

∥µ∥2

)2

>

(
1− 2C3√

n

)
n

kp
∥µ∥42 −

C6n
2

kp2
∥µ∥42 −

C7n√
kp
∥µ∥32

≥
(
1− 2C3√

n

)
1

k

(p
n

)α−1

− C6

k

(p
n

)α−2

− C7√
k

(p
n

)0.75α−1

, (B.26)

where the last inequality uses Equations (B.23) and condition ∥µ∥22 ≤ kp
n
. Consequently,

the RHS of Equation (B.26) will go to +∞ as
(
p
n

)
→∞, provided that α > 1. Overall,

it suffices to have

p > max

{
C1k

3n log(kn) + n− 1, C2k
1.5n1.5∥µ∥2,

n∥µ∥22
k

}
,

and ∥µ∥42 ≥ C8

(p
n

)α
, for α ∈ (1, 2].

All of these inequalities hold provided that ∥µ∥2 = Θ(pβ) for β ∈ (1/4, 1/2] for finite k

and n. This completes the proof.

212



Appendix for Chapter 3 Chapter B

B.4 Recursive formulas for higher-order quadratic

forms

We first show how quadratic forms involving the j-th order Gram matrix A−1
j can be

expressed using quadratic forms involving the (j − 1)-th order Gram matrix A−1
j−1. For

concreteness, we consider j = 1; identical expressions hold for any j > 1 with the only

change being in the superscripts. Recall from Section 3.6.2 that we can write

A1 = A0 +

[
∥µ∥2v1 QTµ1 v1

]
∥µ∥2vT1

vT1

µT
1Q

 = QTQ+

[
∥µ∥2v1 d1 v1

]
∥µ∥2vT1

vT1

dT1

 .

The first step is to derive an expression for A−1
1 . By the Woodbury identity [70], we get

A−1
1 = A−1

0 −A−1
0 N8A

−1
0 , (B.27)

N8 =

[
∥µ∥2v1 d1 v1

]I+

∥µ∥2vT1

vT1

dT1

A−1
0

[
∥µ∥2v1 d1 v1

]
−1 
∥µ∥2vT1

vT1

dT1


We first compute the inverse of the 3× 3 matrix

B :=

I+

∥µ∥2vT1

vT1

dT1

A−1
0

[
∥µ∥2v1 d1 v1

] .
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Recalling our definitions of the terms s
(c)
mj, h

(c)
mj and t

(c)
mj in Equation (3.37) in Section 3.6.2,

we have:

B =


1 + ∥µ∥22s(0)11 ∥µ∥2h(0)

11 ∥µ∥2s(0)11

∥µ∥2s(0)11 1 + h
(0)
11 s

(0)
11

∥µ∥2h(0)
11 t

(0)
11 1 + h

(0)
11

 .

Recalling B−1 = 1
det0

adj(B), where det0 is the determinant of B and adj(B) is the adjoint

of B, simple algebra gives us

det0 = s
(0)
11 (∥µ∥22 − t

(0)
11 ) + (h

(0)
11 + 1)2,

and adj(B) is


(h

(0)
11 + 1)2 − s

(0)
11 t

(0)
11 ∥µ∥2(s(0)11 t

(0)
11 − h

(0)
11 − h

(0)
11

2
) −∥µ∥2s(0)11

−∥µ∥2s(0)11 h
(0)
11 + 1 + ∥µ∥22s(0)11 −s(0)11

∥µ∥2(s(0)11 t
(0)
11 − h

(0)
11 − h

(0)
11

2
) ∥µ∥22h(0)

11

2 − t
(0)
11 (1 + ∥µ∥22s(0)11 ) h

(0)
11 + 1 + ∥µ∥22s(0)11

 .

We will now use these expressions to derive expressions for the 1-order quadratic forms

that are used in Appendix B.1.2.

B.4.1 Expressions for 1-st order quadratic forms

We now show how quadratic forms of order 1 can be expressed as a function of

quadratic forms of order 0. All of the expressions are derived as a consequence of plugging

in the expression for B−1 together with elementary matrix algebra.
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First, we have

s
(1)
mk = vTmA

−1
1 vk = vTmA

−1
0 vk −

[
∥µ∥2s(0)m1 h

(0)
m1 s

(0)
m1

]
adj(B)

det0


∥µ∥2s(0)k1

s
(0)
k1

h
(0)
k1


= s

(0)
mk −

1

det0
(⋆)(0)s , (B.28)

where we define

(⋆)(0)s

:=(∥µ∥22 − t
(0)
11 )s

(0)
1k s

(0)
1m + s

(0)
1mh

(0)
k1 h

(0)
11 + s

(0)
1k h

(0)
m1h

(0)
11 − s

(0)
11 h

(0)
k1 h

(0)
m1 + s

(0)
1mh

(0)
k1 + s

(0)
1k h

(0)
m1.

Thus, for the case m = k we have

s
(1)
kk = vTkA

−1
1 vk = vTkA

−1
0 vk −

[
∥µ∥2s(0)k1 h

(0)
k1 s

(0)
k1

]
adj(B)

det0


∥µ∥2s(0)k1

s
(0)
k1

h
(0)
k1


= s

(0)
kk −

1

det0

(
(∥µ∥22 − t

(0)
11 )s

(0)
1k

2
+ 2s

(0)
1k h

(0)
k1 h

(0)
11 − s

(0)
11 h

(0)
k1

2
+ 2s

(0)
1k h

(0)
k1

)
.

(B.29)

Next, we have

h
(1)
mk = vTmA

−1
1 dk = vTmA

−1
0 dk −

[
∥µ∥2s(0)m1 h

(0)
m1 s

(0)
m1

]
adj(B)

det0


∥µ∥2h(0)

1k

h
(0)
1k

t
(0)
1k


= h

(0)
mk −

1

det0
(⋆)

(0)
h , (B.30)
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where we define

(⋆)
(0)
h = (∥µ∥22 − t

(0)
11 )s

(0)
1mh

(0)
1k + h

(0)
m1h

(0)
1k h

(0)
11 + h

(0)
m1h

(0)
1k + s

(0)
1mt

(0)
k1 + s

(0)
1mt

(0)
k1 h

(0)
11 − s

(0)
11 t

(0)
k1 h

(0)
m1.

Next, we have

t
(1)
km = dTkA

−1
1 dm = dTkA

−1
0 dm −

[
∥µ∥2h(0)

1k t
(0)
1k h

(0)
1k

]
adj(B)

det0


∥µ∥2h(0)

1m

h
(0)
1m

t
(0)
1m


= t

(0)
km −

1

det0
(⋆)

(0)
t , (B.31)

where we define

(⋆)
(0)
t = (∥µ∥22 − t

(0)
11 )h

(0)
1mh

(0)
1k + t

(0)
m1h

(0)
1k h

(0)
11 + t

(0)
k1 h

(0)
1mh

(0)
11 + t

(0)
1mh

(0)
1k + t

(0)
1k h

(0)
1m − s

(0)
11 t

(0)
1mt

(0)
1k .

Thus, for the case m = k we have

t
(1)
kk = dTkA

−1
1 dk = dTkA

−1
0 dk −

[
∥µ∥2h(0)

1k t
(0)
1k h

(0)
1k

]
adj(B)

det0


∥µ∥2h(0)

1k

h
(0)
1k

t
(0)
1k


= t

(0)
kk −

1

det0

(
(∥µ∥22 − t

(0)
11 )h

(0)
1k

2
+ 2t

(0)
1k h

(0)
1k h

(0)
11 − s

(0)
11 t

(0)
1k

2
+ 2t

(0)
1k h

(0)
1k

)
.

(B.32)
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Next, we have

f
(1)
ki = dTkA

−1
1 ei = dTkA

−1
0 ei −

[
∥µ∥2h(0)

1k t
(0)
1k h

(0)
1k

]
adj(B)

det0


∥µ∥2g(0)1i

g
(0)
1i

f
(0)
1i


= f

(0)
ki −

1

det0
(⋆)

(0)
f , (B.33)

where we define

(⋆)
(0)
f = (∥µ∥22 − t

(0)
11 )h

(0)
1k g

(0)
1i + t

(0)
1k g

(0)
1i + t

(0)
1k h

(0)
11 g

(0)
1i + h

(0)
1k f

(0)
1i + h

(0)
1k h

(0)
11 f

(0)
1i − s

(0)
11 t

(0)
1k f

(0)
1i .

Finally, we have

g
(1)
ji = vTj A

−1
1 ei = vTj A

−1
0 ei −

[
∥µ∥2s(0)j1 h

(0)
j1 s

(0)
j1

]
adj(B)

det0


∥µ∥2g(0)1i

g
(0)
1i

f
(0)
1i


= g

(0)
ji −

1

det0
(⋆)

(0)
gj , (B.34)

where we define

(⋆)
(0)
gj = (∥µ∥22 − t

(0)
11 )s

(0)
1j g

(0)
1i + g

(0)
1i h

(0)
11 h

(0)
j1 + g

(0)
1i h

(0)
j1 + s

(0)
1j f

(0)
1i + s

(0)
1j h

(0)
11 f

(0)
1i − s

(0)
11 h

(0)
j1 f

(0)
1i .
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B.5 One-vs-all SVM

In this section, we derive conditions under which the OvA solutions wOvA,c interpo-

late, i.e, all data points are support vectors in Equation (3.8).

B.5.1 Gaussian mixture model

As in the case of the multiclass SVM, we assume equal priors on the class means and

equal energy (Assumption 2).

Theorem 16. Assume that the training set follows a multiclass GMM with noise co-

variance Σ = Ip and Assumption 2 holds. Then, there exist constants c1, c2, c3 > 1 and

C1, C2 > 1 such that the solutions of the OvA-SVM and MNI are identical with probability

at least 1− c1
n
− c2ke

− n
c3k

2 provided that

p > C1kn log(kn) + n− 1 and p > C2n
1.5∥µ∥2. (B.35)

We can compare Equation (B.35) with the corresponding condition for multiclass

SVM in Theorem 9 (Equation (3.16)). Observe that the right-hand-side of Equation (B.35)

above does not scale with k, while the right-hand-side of Equation (3.16) scales with k

as k3. Otherwise, the scalings with n and energy of class means ∥µ∥2 are identical. This

discrepancy with respect to k-dependence arises because the multiclass SVM is equiva-

lent to the OvA-SVM in Equation (3.31) with unequal margins 1/k and (k− 1)/k (as we

showed in Theorem 8).

Proof sketch. Recall from Section 3.6.2 that we derived conditions under which the mul-

ticlass SVM interpolates the training data by studying the related symmetric OvA-type

classifier defined in Equation (3.15). Thus, this proof is similar to the proof of Theo-

rem 9 provided in Section 3.6.2. The only difference is that the margins for the OvA-SVM
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are not 1/k and (k − 1)/k, but 1 for all classes. Owing to the similarity between the

arguments, we restrict ourselves to a proof sketch here.

Following Section 3.6.2 and Equation (3.43), we consider yi = k. We will derive

conditions under which the condition

(
(1 + h

(−k)
kk )g

(−k)
ki − s

(−k)
kk f

(−k)
ki

)
+ C

∑
j ̸=k

(
(1 + h

(−j)
jj )g

(−j)
ji − s

(−j)
jj f

(−j)
ji

)
> 0, (B.36)

holds with high probability for some C > 1. We define

ϵ :=
n1.5∥µ∥2

p
≤ τ,

where τ is chosen to be a sufficiently small constant. Applying the same trick as in

Lemma 7 (with the newly defined parameters ϵ and τ) gives us with probability at least

1− c1
n
− c2ke

− n
c3k

2 :

(B.36)

≥
((

1− C1ϵ√
k
√
n

)(
1− 1

C2

)
1

p
− C3ϵ

n
· n
kp

)
− k

C4

((
1 +

C5ϵ√
k
√
n

)
1

kp
− C6ϵ

n
· n
kp

)
≥
(
1− 1

C9

− C10ϵ√
k
√
n
− C11ϵ

k
− C12ϵ

)
1

p

≥1

p

(
1− 1

C9

− C0τ

)
, (B.37)

for some constants Ci’s > 1. We used the fact that |g(0)ji | ≤ (1/C)(1/(kp)) for j ̸= yi with

probability at least 1− c1
n
− c2ke

− n
c3k

2 provided that p > C1kn log(kn) + n− 1, which is

the first sufficient condition in the theorem statement.
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B.5.2 Multinomial logistic model

Recall that we defined the data covariance matrix Σ =
∑p

i=1 λiviv
T
i = V ΛV T and

its spectrum λ =

[
λ1 · · · λp

]
. We also defined the effective dimensions d2 :=

∥λ∥21
∥λ∥22

and

d∞ := ∥λ∥1
∥λ∥∞ .

The following result provides sufficient conditions under which the OvA SVM and

MNI classifier have the same solution with high probability under the MLM.

Theorem 17. Assume that the training set follows a multiclass MLM. There exist con-

stants c and C1, C2 > 1 such that, if the following conditions hold:

d∞ > C1n log(kn) and d2 > C2(log(kn) + n), (B.38)

the solutions of the OvA-SVM and MNI are identical with probability at least (1− c
n
). In

the special case of isotropic covariance, the same result holds provided that

p > 10n log(
√
kn) + n− 1, (B.39)

Comparing this result to the corresponding results in Theorems 10, we observe that k

now only appears in the log function (as a result of k union bounds). Thus, the unequal

1/k and (k−1)/k margins that appear in the multiclass-SVM make interpolation harder

than with the OvA-SVM, just as in the GMM case.

Proof sketch. For the OvA SVM classifier, we need to solve k binary max-margin classifi-

cation problems, hence the proof follows directly from [120, Theorem 1] and [72, Theorem

1] by applying k union bounds. We omit the details for brevity.
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One-vs-one SVM

In this section, we first derive conditions under which the OvO solutions interpo-

late, i.e, all data points are support vectors. We then provide an upper bound on the

classification error of the OvO solution.

In OvO classification, we solve k(k − 1)/2 binary classification problems, e.g., for

classes pair (c, j), we solve

wOvO,(c,j) := argmin
w
∥w∥2 sub. to wTxi ≥ 1, if yi = c; wTxi ≤ −1 if yi = j, ∀i ∈ [n].

(B.40)

Then we apply these k(k − 1)/2 classifiers to a fresh sample and the class that got the

highest +1 voting gets predicted.

We now present conditions under which every data point becomes a support vector

over these k(k − 1)/2 problems. We again assume equal priors on the class means and

equal energy (Assumption 2).

Theorem 18. Assume that the training set follows a multiclass GMM with noise co-

variance Σ = Ip and Assumption 2 holds. Then, there exist constants c1, c2, c3 > 1 and

C1, C2 > 1 such that the solutions of the OvA-SVM and MNI are identical with probability

at least 1− c1
n
− c2ke

− n
c3k

2 provided that

p > C1n log(kn) + (2n/k)− 1 and p > C2n
1.5∥µ∥2. (B.41)

Proof sketch. Note that the margins of OvO SVM are 1 and −1, hence the proof is

similar to the proof of Theorem 16. Recall that in OvO SVM, we solve k(k−1)/2 binary

problems and each problems has sample size 2n/k with high probability. Therefore,

compared to OvA SVM which solves k problems each with sample size n, OvO SVM
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needs less overparameterization to achieve interpolation. Thus the first condition in

Equation (B.35) reduces to p > C1n log(kn) + (2n/k)− 1.

We now derive the classification risk for OvO SVM classifiers. Recall that OvO

classification solves k(k − 1)/2 binary subproblems. Specifically, for each pair of classes,

say (i, j) ∈ [k]× [k], we train a classifier wij ∈ Rp and the corresponding decision rule for

a fresh sample x ∈ Rp is ŷij = sign(xT ŵij). Overall, each class i ∈ [k] gets a voting score

si =
∑

j ̸=i 1ŷij=+1. Thus, the final decision is given by majority rule that decides the class

with the highest score, i.e., argmaxi∈[k] si. Having described the classification process, the

total classification error Pe for balanced classes is given by the conditional error Pe|c given

the fresh sample belongs to class c. Without loss of generality, we assume c = 1. Formally,

Pe = Pe|1 = Pe|1(s1 < s2 or s1 < s3 or · · · or s1 < sk). Under the equal prior and energy

assumption, by symmetry and union bound, the conditional classification risk given that

true class is 1 can be upper bounded as:

Pe|1(s1 < s2 or s1 < s3 or · · · or s1 < sk)

≤ Pe|1(s1 < k − 1) = Pe|1(∃j s.t. ŷ1j ̸= 1) ≤ (k − 1)Pe|1(ŷ12 ̸= 1).

Therefore, it suffices to bound Pe|1(y12 ̸= 1). We can directly apply Theorem 11 with

changing k to 2 and n to 2n/k.

Theorem 19. Let Assumption 3 and the condition in Equation (B.41) hold. Further

assume constants C1, C2, C3 > 1 such that
(
1 − C1

√
k
n
− C2n

kp

)
∥µ∥2 > C3. Then, there

exist additional constants c1, c2, c3 and C4 > 1 such that the OvO SVM solutions satisfies:

Pe|c ≤ (k − 1) exp

−∥µ∥22
((

1− C1

√
k
n
− C2n

kp

)
∥µ∥2 − C3

)2
C4

(
∥µ∥22 + kp

n

)
 (B.42)
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with probability at least 1− c1
n
− c2ke

− n
c3k

2 , for every c ∈ [k]. Moreover, the same bound

holds for the total classification error Pe.
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Appendix for Chapter 4

C.1 Proofs

C.1.1 Proof outline and auxiliary lemmas

To prove Theorems 12 and 13, we first write Σ̂−Σ as below:

Σ̂−Σ = (Σ̂obs − λ̂1θ̂1θ̂
T

1 )− (Σobs − λ1θ1θ
T
1 + λkθ1θ

T
1 )

= (Σ̂obs −Σobs) + (λ1θ1θ
T
1 − λ̂1θ̂1θ̂

T

1 )− λkθ1θ
T
1 , (C.1)

where λk is the k-th eigenvalue of Σobs, and θk is the k-th eigenvector of Σobs. To bound

Σ̂−Σ, we need to bound the norms of Σobs− Σ̂obs, λ1− λ̂1 and θ1− θ̂1, and the lemmas

below show these bounds.

Lemma 34. Assuming that Σ−1
obs satisfies the maximum and minimum eigenvalue con-

dition in (4.14), then

P (∥Σ̂obs −Σobs∥∞ ≥ t) ≤ p2C1p
−3, t = 3C2

√
log p

n
,
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where C1 and C2 depends on the eigenvalue bound M in (4.14).

Proof. The proof follows [19, Lemma A.3].

The next two lemmas provide bounds for |λ1 − λ̂1|.

Lemma 35. Under the assumptions of Theorem 12, we have

|λ1 − λ̂1| ≤ C1λ1

√
p

n
,

with probability at least 1− 2e−p/C2 for some constants Ci’s > 1.

Proof. By Weyl’s lemma [70]

max
j=1,...,p

|λj(Σobs)− λj(Σ̂obs)| ≤ ∥Σ̂obs −Σobs∥2.

The bound on ∥Σ̂obs −Σobs∥2 is then obtained from [163, Theorem 6.5].

Following [87, Theorem 5], a tighter bound can be obtained using the effective rank

r(Σobs) defined in (4.15).

Lemma 36. Under the assumptions of Theorem 12, we have

|λ1 − λ̂1| ≤ ∥Σ̂obs −Σobs∥2 ≤ C1λ1(

√
r(Σ)

n

√
p

n
∨ p

n
),

with probability at least 1− e−p/C2 for some constants Ci’s > 1.

Then the two lemmas below provide bounds for ∥θ1 − θ̂1∥∞.

Lemma 37 (adapted from Wainwright (2019, Corollary 8.7)). Under the assumptions

of Theorem 12, suppose n ≥ p and ∥Σ∥2
√

ν+1
ν2

√
p
n
≤ 1

128
, then

∥θ1 − θ̂1∥2 ≤ C1

√
ν + 1

ν2

√
p

n
,
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with probability at least 1−C2e
−p/C3 for some Ci’s > 1, where ν = λ1(Σobs)− λ2(Σobs) .

The lemma below shows a tighter bound with a large eigengap ν = λ1(Σobs)−λ2(Σobs)

following [47, Section 3.1].

Lemma 38. Under the assumptions of Theorem 13, suppose
√
pν ≥ C1(pλ1(Σ) ∨ σ2),

then

∥θ1 − θ̂1∥∞ ≤ C2

√
log p

n
,

with probability at least 1− C3/p for some Ci’s > 1.

Before moving to the proofs of Theorem 12 and 13, we first show an upper bound for

∥Σ̂−Σ∥∞ using (C.1).

∥Σ̂−Σ∥∞ ≤ ∥Σobs − Σ̂obs∥∞ + ∥λ1θ1θ
T
1 − λ̂1θ̂1θ̂

T

1 ∥∞ + ∥λkθ1θ
T
1 ∥∞. (C.2)

The term ∥λ1θ1θ
T
1 − λ̂1θ̂1θ̂

T

1 ∥∞ can be expressed as:

∥λ1θ1θ
T
1 − λ̂1θ̂1θ̂

T

1 ∥∞

=∥λ1θ1θ
T
1 − λ1θ1θ̂

T

1 + λ1θ1θ̂
T

1 − λ̂1θ1θ̂
T

1 + λ̂1θ1θ̂
T

1 − λ̂1θ̂1θ̂
T

1 ∥∞

≤∥λ1θ1θ
T
1 − λ1θ1θ̂

T

1 ∥∞ + ∥λ1θ1θ̂
T

1 − λ̂1θ1θ̂
T

1 ∥∞ + ∥λ̂1θ1θ̂
T

1 − λ̂1θ̂1θ̂
T

1 ∥∞

≤|λ1|∥θ1∥∞∥θ1 − θ̂1∥∞ + |λ1 − λ̂1|∥θ1∥∞∥θ̂1∥∞ + |λ̂1|∥θ̂1∥∞∥θ1 − θ̂1∥∞. (C.3)

We can then use the bounds for |λ1 − λ̂1| and ∥θ1 − θ̂1∥∞ in previous lemmas to bound

∥λ1θ1θ
T
1 − λ̂1θ̂1θ̂

T

1 ∥∞.
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C.1.2 Proof of Theorems 12 and 13

Now we are ready to prove Theorem 12. We first plug in the bounds in Lemmas 34,

35 and 37 to (C.3). Since θ1 is the eigenvector of a matrix, ∥θ1∥∞ ≤ 1. Combining these

two results completes the proof.

To prove Theorem 13, we need to plug in the bounds in Lemmas 34, 36 and 38 to

(C.3). Then we use the fact that ∥θ1∥∞ = O(1/
√
p) to complete the proof.

C.1.3 Proof of Theorem 14

The proof follows the proof of [24, Theorem 6]. First we know,

∥Σ̂Ω− I∥∞ = ∥(Σ̂−Σ)Ω∥∞ ≤ ∥Σ̂−Σ∥∞∥Ω∥L1 .

Then we have,

∥Σ̂(Ω− Ω̂1)∥∞ = ∥Σ̂Ω− I + I − Σ̂Ω̂1∥∞

≤ ∥Σ̂Ω− I∥∞ + ∥I − Σ̂Ω̂1∥∞ + ∥Σ̂−Σ∥∞∥Ω∥L1 + λn.

We know,

∥Ω− Ω̂1∥∞ = ∥ΩΣ(Ω− Ω̂1)∥∞ ≤ ∥Σ(Ω− Ω̂1)∥∞∥Ω∥L1 .

To bound the terms above, we need,

∥Σ(Ω− Ω̂1)∥∞ ≤ ∥Σ̂(Ω− Ω̂1)∥∞ + ∥Σ̂−Σ∥∞∥Ω∥L1 .
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We know ∥Ω∥L1 ≤ M0 from (4.17) and combining the relations above with the result of

Theorem 12 or Theorem 13, with the choice of λn specified in Theorem 14, we can obtain

the bound for Ω̂1. The bound of the same order can be obtained for Ω̂, the symmetric

version of Ω̂1.

C.2 Generalization of section 4.3

The analysis in section 4.3 assumes that the low-rank confounder is independent

of X and the eigenvector of the covariance of the low-rank confounding is one of the

eigenvectors of Σ, the covariance of X. Those two assumptions can be extended to

the more general setups. In equation (4.11), when X and Z are not independent, the

convariance matrix for Xobs becomes

Σobs = Σ+ σCov(X,Z)vT + σvCov(X,Z)T + σ2vvT ,

where Cov(X,Z) is a p-dimensional column vector. We can see that σCov(X,Z)vT +

σvCov(X,Z)T+σ2vvT has rank at most 3, henceΣobs can still be expressed as the sum of

Σ and a low-rank matrix. Here, to ensure that the confounding can be identified in PCA-

based approach, we assume that both σ and σ2 are large compared to the eigenvalues of

Σ. Then, our analysis in section 4.3 can still be applied here, but the eigenvectors of the

low-rank matrix are not necessarily the eigenvectors of Σ.

C.3 Eigenvalues of sparse graphs

Figure C.1 shows the first 25 eigenvalues of sparse graphs. We use huge package

[171] to generate the sparse graphs with three different structures: scale-free, random
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Figure C.1: The distribution of the top 25 eigenvalues created by scale-free, random
and cluster graphs using huge package with p = 100 and n = 10000.

and clustered. We set p = 100, n = 10000 and assume default for all other parameters

(see [171] for more detail). We generate 10 realizations for each graph structure and show

the distribution of the first 25 eigenvalues of Σ in Figure C.1. We notice that the top

eigenvalues are typically larger than the rest, especially for the scale-free graphs.

C.4 Gene co-expression networks data

Now we briefly introduce the data and the pre-processing procedure of gene co-

expression networks in section 4.5.1. More detail can be found from [126]. We use

the RNA-Seq data from Genotype-Tissue Expression (GTEx) project v6p release 1. We

consider three diverse tissues with sample sizes between 300 to 400 each: blood, lung and

tibial nerve. We first filter the non-overlapping protein genes and perform a log transfor-

mation with base 2 to scale the data following [126, Appendix 2.4]. Since the underlying

true network structure is unknown, we obtain the interaction information from some

canonical pathway databases including KEGG, Biocarta, Reactome and Pathway Inter-

action Database. To make better use of those information, we pick 1000 high-variance

genes which are included in all these databases, thus p = 1000 in this example.

1https://www.gtexportal.org/home/
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C.5 Joint estimation of multiple graphs with latent

confounders

Now we propose methods to estimate multiple graphs jointly when latent confouding

exists. LVGGM is used to estimate a single graph with latent variables, assuming that all

observations are drawn independently from the same distribution. In practice, we might

need to estimate multiple related Gaussian graphical models with latent confounding.

The graphs won’t be estimated correctly if latent confounding is ignored. In this case,

we can apply LVGGM jointly. In our model, we assume that all the classes share the

same latent variable structure, this can be easily generalized to the case with different

latent confounding structures. We will introduce two forms of penalties, corresponding

to different graph structures that we expect. [123] study similar problems. Their goal is

to estimate differential networks rather than graphs.

Suppose we are given K data sets X(1), ...,X(K), with K ≥ 2. X(k) is an nk× (p+h)

matrix consisting of nk observations with dimension (p + h), which is common to all K

data sets. We further assume nk = n, for all k, and it is not hard to generalize current

analysis to different sample sizes cases. Furthermore, we assume that
∑K

k=1 nk obser-

vations are independent, and that the observations within each data set are identically

distributed: x
(k)
1 , ...,x

(k)
nk ∼ N(µ(k),Σ

(k)
(O,H)). Without loss of generality, we assume that

the features in each data set are centred such that µ(k) = 0.

The following discussion is for all the K classes. Suppose that each X(k) can be

divided into the observed part and hidden part. X
(k)
O ∈ Rp and X

(k)
H ∈ Rh are subvectors

of X(k). Assume that we can only observe X
(k)
O , Σ

(k)
(O,H) is the covariance matrix of X(k),

Σ
(k)
O is the marginal covariance matrix of X

(k)
O and Σ

(k)
H is the marginal covariance matrix

of X
(k)
H , the complete data covariance matrix Σ

(k)
(O,H) is
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Σ
(k)
O Σ

(k)
O,H

Σ
(k)
H,O Σ

(k)
H

 .

Ω̃
(k)

O = (Σ
(k)
O )−1 is the marginal concentration matrix of X

(k)
O . If we only observe X

(k)
O ,

then we only have access to Σ
(k)
O (or Ω̃

(k)

O ). Ω
(k)
(O,H) = (Σ

(k)
(O,H))

−1 is the complete data

concentration matrix: Ω
(k)
O Ω

(k)
O,H

Ω
(k)
H,O Ω

(k)
H

.

By Schur complement, we have this decomposition

Ω̃
(k)

O = (Σ
(k)
O )−1 = Ω

(k)
O −Ω

(k)
O,H(Ω

(k)
H )−1Ω

(k)
H,O = S(k) − L.

Ω
(k)
O is the concentration matrix of the conditional variables of the observed variables

given latent variables. We assume that Ω
(k)
O is sparse. Ω

(k)
O,H(Ω

(k)
H )−1Ω

(k)
H,O is a summary

of the effect of marginalization over the latent variables X
(k)
H . This matrix has low rank

if the number of latent variables is small relative to the number of observed variables.

Here we assume the latent structures are the same across all K classes, so we use L

to denote the low-rank component for all K classes.We let Σ̂
(k)

O = (1/nk)(X
(k))TX(k),

the empirical covariance matrix for X(k). We need to solve the following penalized log-

likelihood problem:

min
K∑
k=1

[Tr(S(k) − L)(k)Σ̂
(k)

O )− log det(S(k) − L)]

+ λ1

∑
k

∑
i ̸=j

|S(k)
ij |+ λ2

∑
k<k′

∑
i,j

|S(k)
ij − S

(k′)
ij |+ γKTr(L) (C.4)

subject to S(k) ≻ 0, L ⪰ 0, for all k.

We use the proximal gradient-based alternating direction method (PGADM) in [106]
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to solve (C.4). We first write the problem in this form

min
K∑
k=1

[Tr(R(k)Σ̂
(k)

O )− log det(R(k))]

+ λ1

∑
k

∑
i ̸=j

|S(k)
ij |+ λ2

∑
k<k′

∑
i,j

|S(k)
ij − S

(k′)
ij |+ γKTr(L)

subject to R(k) − S(k) + L = 0, S(k) ≻ 0 for k = 1, ..., K and L ⪰ 0.

Then we group two sets of variables {S} and L as one set of variables and solve:

min f({R}) + φ({W })

subject to R(k) − [I,−I]W (k) = 0, for all k,

where {S} = {S(1), ...,S(K)}, {R} = {R(1), ...,R(K)}, {W } = {W (1), ...,W (K)}, and

W (k) = [S(k);L] and f({R}) =
∑K

k=1 f({R(k)}) =
∑K

k=1[Tr(R
(k)Σ̂

(k)

O ) − log det(R(k))]

and φ({W }) = λ1

∑
k

∑
i ̸=j |S

(k)
ij |+ λ2

∑
k<k′

∑
i,j |S

(k)
ij − S

(k′)
ij |+ γKTr(L) + I{L ≻ 0}.

The problem is decomposable for each class, so the ADMM procedure for the kth class

becomes:

R
(k)
t+1 = argminR(k)f(R(k))− ⟨Λ(k),R(k) − [I,−I]W (k)

t ⟩+
1

2µ
∥R(k) − [I,−I]W (k)

t ∥2F ,

W
(k)
t+1 = argminW (k)φ(W (k))− ⟨Λk,R

(k)
t+1 − [I,−I]W (k)⟩+ 1

2µ
∥Rk

t+1 − [I,−I]W (k)∥2F ,

Λ
(k)
t+1 = Λ(k) − (R

(k)
t+1 − [I,−I]W (k)

t+1)/µ. (C.5)

We need to solve the following four problems until convergence. More details can be

found in [106, 123]. In the t+ i th iteration, we update {R} first

R
(k)
t+1 = argminRf(R)− ⟨Λ(k)

t ,R− [I,−I]W (k)
t ⟩+

1

2µ
∥R− [I,−I]W (k)

t ∥2F , ∀k. (C.6)
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Then, when updating {S}, we need to solve

min
S

(1)
ij ,...,S

(K)
ij

1

2µτ

K∑
k=1

(S
(k)
ij −B

(k)
ij )

2 + λ1I{i ̸=j}

K∑
k=1

|S(k)
ij |+ λ2

∑
k≤k′
|S(k)

ij − S
(k′)
ij |, (C.7)

where B(k) = S
(k)
(t) +G

(k)
(t) and G

(k)
(t) = R

(k)
t+1−S

(k)
t +L−µΛ

(k)
t . We next update L and Λ

Lt+1 = argminLKγTr(L) +
1

2µτ

K∑
k=1

∥L− (Lt − τG
(k)
t )∥2F (C.8)

Λ
(k)
t+1 = Λ

(k)
t −

1

µ
(R

(k)
t+1 − [I,−I]W (k)

t+1). (C.9)

(C.6) and (C.8) have analytic solutions, (C.7) can be solved using fused lasso algorithms

[37, 67, 68].
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