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Abstract 

 

The Solvent Mediated Thermodynamics of Cellulose Deconstruction 

 

by 

 

Adam S Gross 

 

Doctor of Philosophy in Chemical Engineering 

 

University of California, Berkeley 

 

Professor Jhih-Wei Chu, Chair 

 

Cellulosic biomass has the potential to be used as a sustainable feedstock for the 

production of liquid transportation fuels and other chemicals. However, this material also 

possesses an extreme resistance to structural and chemical degradation, known as 

recalcitrance, which currently prevents it from being used for this purpose. Therefore, an 

understanding of the origins of this recalcitrance and how to overcome it will be useful in 

the design of processes and technologies for the production of biofuels. To address these 

issues, we have performed all-atom molecular dynamics (MD) simulations of cellulose in 

various conditions and solvents to gain a molecular-level understanding of the forces and 

interactions that give rise to the macroscopic behaviors related to cellulose recalcitrance 

and how it is overcome. 

 Cellulose is a homopolymer of �-glucose connected by �-1,4 bonds found in the 

plant cell wall in the form of long, semicrystalline fibers called microfibrils. Within the 

two naturally occurring crystal structures of cellulose, I� and I�, glucose chains are 

arranged into flat sheets that are then stacked up upon each other, the polymerization axis 

of the chains aligned along the long axis of the microfibril. To better understand the 

forces that bind the chains of a microfibril together, we divided the interaction network of 

cellulose into three categories, which we then analyzed. These categories are: 

1. Intrachain interactions: between neighboring glucoses within the same polymer 

chain. 

2. Interchain interactions: between neighboring glucoses of different chains within 

the same sheet 

3. Intersheet interactions: between neighboring glucoses of different chains in 

different sheets   

The dominant intermolecular forces in the intrachain and interchain directions are OH—

O hydrogen bonds (HBs), while in the intersheet direction, it is CH—O contacts (pseudo 

HBs) as well as van der Waals (vdW) interactions. We have examined the behavior of 

these three groups, and found that intersheet forces are most responsible for cellulose 

recalcitrance. The HBs of the intrachain and interchain interactions are severely disrupted 

at the microfibril surface by solvent exposure, seen by both HB geometries and HB 

occupancies. Conversely, by the same metrics, the intersheet CH—O HBs are robust and 

not weakened to any appreciable extent when at the microfibril surface. Counting up the 

amount of HBs that exist for each of the three interaction groups, we find that the number 
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of intersheet HBs is far greater than the number of intrachain or interchain HBs. Also, 

energetically, sheet-sheet interactions are stronger than chain-chain interactions. In the 

interior of a microfibril, intersheet forces are ~1 kcal/mol-glucose stronger than 

interchain forces, and at the microfibril surface, the interchain forces weaken 

considerably, up to 50 %, whereas intersheet forces are only slightly affected.  

Solvent water density behavior around the microfibrils is an important aspect of 

cellulose degradation, both for surface characterization, but more importantly, for its 

implications in the access of enzymes or chemical catalysts to cellulose surfaces. 

Cellulose imparts a specific, long-range structure into the surrounding water molecules 

that solvate it. Because of the amphiphilic nature of glucose, its water hydration layers 

exhibit the effects of both short and long-length scale hydrophobicity, the CH-presenting 

cellulose surfaces being the most hydrophobic. At short range, the HB network of water 

percolates around these CH groups while connecting with the glucose OH groups, while 

at long-range, the hydration shells of CH-presenting surfaces show the greatest amount of 

compressibility. 

Ionic liquids (ILs), salts molten at or near room temperature, are one of the few 

solvents that are able to overcome the cellulose interaction network and dissolve the 

material. However, molecular and thermodynamic knowledge of how these liquids 

accomplish this is poor. By performing simulations of cellulose in a microfibril state and 

in a dissociated, dissolved state in a prototypical IL, 1-butyl-3-methylimidazolium 

(Bmim) chloride (Cl), and contrasting that behavior with the same in water, we are able 

to explain the solvent abilities of ILs with cellulose. Thermodynamically, the energy of 

dissolution is favorable in BmimCl but neutral to unfavorable in water, depending on 

temperature. From analysis of the three-dimensional solvent density distributions around 

the dissolved chains, chloride anions interact with the equatorial hydrophilic OH groups, 

forming strong HBs with them, while the cations preferentially solvate from the axial 

direction of the glucoses, where the hydrophobic CH groups are present, and have 

favorable contacts with the linker oxygen of the �-1,4 bond as well. Thus, BmimCl can 

satisfy the amphiphilic nature of glucose. This is in contrast to water, which cannot. In 

water, the energy of dissolution is not favorable because while water can form HBs with 

glucose’s OH groups, interactions of water with its CH groups are ultimately undesirable. 

Entropy also plays an important role in determining the thermodynamics of 

cellulose dissolution. Because of the long-range, highly ordered solvation structures that 

form around the sugar chains, solvent entropy favors the undissolved state of cellulose. 

Cellulose entropy, however, favors the dissolved state. The magnitudes of both of these 

preferences are less in BmimCl than in water because of the former’s longer-range 

solvent-solvent forces and resulting liquid state structure. Summing the two entropic 

contributions together, the total entropy of dissolution is positive at all conditions and 

solvents tested except for in water at room temperature. Thus, in general, entropy changes 

favor cellulose dissolution. 

 Another solvent able to dissolve cellulose is lithium chloride (LiCl) in N,N-

dimethylacetamide (DMA). Although the mechanism through which this is achieved is 

generally thought to be direct interaction of dissolved salt with cellulose, the specifics of 

how this is accomplished, and the relative contributions of the various components of the 

LiCl/DMA system to dissolving cellulose, are poorly understood. To address these issues, 

we performed MD simulations and free energy calculations related to the deconstruction 
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of cellulose in LiCl/DMA, as well as in pure DMA, LiCl/water, and pure water. 

Calculation of the potential of mean force (PMF) of the deconstruction of a cellulose 

microfibril confirm that LiCl/DMA is a cellulose solvent, while DMA, LiCl/water, and 

water are not. Analysis of simulations of dissolved and undissolved cellulose in 

LiCl/DMA and LiCl/water reveals that solvent-mediated preferential interactions of 

dissolved ions with sugars are responsible for cellulose dissolution. By computing the 

three-dimensional density of ions around dissolved cellulose chains, we find that the 

localization of salt by the sugars is two orders of magnitude greater in DMA than in 

water. The ions near the sugars are able to disrupt cellulose’s internal interaction network 

by forming O-Li
+
 and OH-Cl

-
 interactions, causing dissolution. Because DMA is a poor 

solvent for both LiCl and cellulose, these two species preferentially interact with each 

other to the exclusion of DMA, whereas since water is a good solvent for LiCl but a poor 

one for cellulose, no salt-sugar preferential interactions occur in it. We also find that 

opposite the case in water, in DMA, the high-density regions of Li
+
 cations are nearer to 

the cellulose atoms than those of the Cl
-
 anions. Quantification of the salt-sugar 

interactions via a coarse-graining force-matching analysis confirm that although they 

both are necessary, attractive sugar-Li
+
 interactions, and not sugar-Cl

-
 interactions, are 

the most important contributor to the disruption of cellulose’s interaction network, and 

hence, to cellulose dissolution.  
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Chapter 1 

 

Introduction 

 

 Lignocellulose is the only sustainable source of organic carbon large enough to 

supplement petroleum to any appreciable extent as a feedstock for the production of 

liquid transportation fuels.
1
 The US alone can sustainably produce 1.3 x 10

9
 metric tons 

of dry biomass per year, equivalent to 3.8 x 10
9
 barrels of oil energy equivalent

2,3
 (for 

comparison, the US consumed 6.5 x 10
9
 barrels of oil in 2010

4
). In order to harness the 

energy contained within biomass, it must first be broken down into its constituent parts, 

and then converted into fuel products or other chemicals. Combined commercial viability 

of these processes is still lacking however, due to biomass’s strong resistance to physical 

and chemical degradation, collectively known as recalcitrance.
5,6

 Therefore, pretreatment 

of biomass prior to its break down and conversion to separate and disaggregate its 

components is essential to improve the efficiency and decrease the cost of any 

lignocellulose conversion scheme.
6-9

 While inquiry into lignocellulose pretreatment has a 

long and storied history spanning over a century, understanding of the physics necessary 

for these processes to be successful is incomplete, and all industrial applications of non-

degrading pretreatments have had limited, if any, success.
10

 

 Lignocellulose, the material of the plant cell wall, consists primarily of three 

components.
11

 Cellulose, the most abundant (35-50 wt %), is a linear homopolymer of �-

glucose connected by �-1,4 linkages, and will be the focus of this work. The other two 

are hemicellulose (25-30 wt %), an amorphous branched heteropolysaccharide, and lignin 

(15 to 30 wt %), an aromatic polymer of monolignols.
10

 Even by itself, cellulose is 

difficult to degrade. In nature, it exists in the form of long crystalline to semi-crystalline 

fibers called microfibrils.
12

 Typical dimensions of these microfibrils are 20-50 Å in 

diameter (corresponding to ~36 polymer chains in cross section),
13

 with a degree of 

polymerization of the chains anywhere from the hundreds to the tens of thousands. We 

show an example microfibril in Figure 1.1. Naturally occurring cellulose, collectively 

known as cellulose I, has two allomorphs, cellulose I� and cellulose I�.
14

 Of the two, I� is 

more stable, as heating of cellulose I� will irreversibly transform it into I�.
15

 The 

structures of the two allomorphs have only been resolved within the last decade.
16,17

 Both 

consist of glucan chains aligned equatorially in parallel to form flat sheets, which are then 

stacked axially upon each other to form the full microfibril (see Figure 1.1). 

Because of both the structure of the individual �-glucoses, and the way these 

monomers are arranged within crystalline cellulose, a complex, strong, highly redundant 

interaction network exists within the microfibrils that bind the polymer chains together 

and render the material highly resistant to degradation of any kind.
5
 This network consists 

of OH—O hydrogen bonds (HBs), CH—O pseudo HBs,
18-20

 and van der Waals (vdW) 

contacts. Interactions within a single chain (intrachain) and between chains within a 

single sheet (interchain) are dominated by OH—O HBs, while those between chains in 

different sheets (intersheet) are composed of both CH—O HBs and vdW interactions. No 

intersheet OH—O HBs exist within either of the cellulose I crystal structures.
16,17

 

Previous work on the interaction network, both experimental
21-25

 and simulation,
26-28

 has 

focused almost entirely on the intrachain and interchain OH—O HBs, while the 

intersheet forces have received scant attention. Although cellulose’s OH—O HBs are an 
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important part of its interaction network, and have vast implications on the material’s 

stability, their comparative strength to the intersheet CH—O HBs and vdW forces are 

unclear.  

Using all-atom molecular dynamics (MD) simulations of cellulose I� and I� 

microfibrils, we have investigated the behavior of the intrachain, interchain, and 

intersheet components of cellulose’s interaction network to determine which are most 

responsible for cellulose recalcitrance, which we detail in chapter 2 of this work. MD 

simulations are especially adept at this task because they give direct and complete access 

to molecular level information, which can then be used to connect back with macroscopic 

behavior. We have identified the HBs, both OH—O and CH—O, that exist within the 

crystal structures of cellulose I, and calculate both their average occupancies over the MD 

trajectories, and the change in these occupancies throughout the microfibril cross section 

as a function of solvent exposure. We also enumerate the number of HBs that exists for 

each of three directional interaction classes to determine the redundancies of each type. In 

addition, we quantify their strengths via interaction energy calculations for the interchain 

and intersheet forces, and examine how they depend on proximity to solvent. The ability 

of interactions to remain stable at the surface or in the presence of solvent is key, as those 

interactions that are not disrupted will be most responsible for recalcitrance. Finally, we 

quantify the solvent density and its fluctuations around the microfibrils. Knowledge of 

solvent density profiles and their compressibility is important as these phenomena have 

ramifications on the access of enzymes or chemical catalysts to the different cellulose 

surfaces. 

 Cellulose pretreatment can speed up conversion processes by disrupting the 

material’s intrinsic interaction network. Cellulose dissolution is one example of a 

pretreatment process. Unfortunately, cellulose solvents are uncommon.
10

 The material 

does not dissolve in water, organics, and other typical solvents. However, recent work 

has shown that certain ionic liquids (ILs), salts molten at or slightly above room 

temperature, are able to dissolve cellulose up to 25 wt %.
29-31

 Typical cellulose-dissolving 

ILs consist of an alkyl-functionalized heterocyclic ring as the cation (e.g. imidazolium, 

pyridinium), and a small, conjugate base anion (e.g. chloride, acetate).
32,33

 The 

mechanisms by which ILs dissolve cellulose are not completely understood. From both 

NMR relaxation experiments of model carbohydrates in a prototypical IL, 1-butyl-3-

methylimidazolium (Bmim) chloride (Cl),
34,35

 as well as MD simulations of model 

carbohydrates in IL,
36-39

 the role of the anion is to form strong HBs with the sugar OH 

groups to replace the ones lost during disintegration of the crystal structure. 

Consequently, a strong dependence of solubility on anion identity has been observed.
29,32

 

The role of the cation is far less clear. No definite cation-sugar interactions have been 

identified, so its role in the dissolution process has been considered nonspecific or 

indirect.
34,35,38

 However, cation composition and structure does affect cellulose 

solubility.
29,33

 Macroscopically, the thermodynamics of the dissolution process are also 

unknown.  

To investigate the solvent abilities of ILs towards cellulose, in chapter 3 we show 

the molecular ordering of BmimCl around dissolved cellulose calculated from MD 

simulations, and how this ordering relates to specific molecular sugar-IL interactions. 

This behavior is contrasted with the same for cellulose in water. We also calculate the 

energy of dissolution of cellulose in BmimCl and water over a wide range of 
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temperatures to find whether there is an energetic driving force for dissolution in IL, and 

whether there is one for insolubility in water. Because the time scales for dissolution are 

too large to access directly via all-atom MD, we calculate the energy of dissolution by 

simulating cellulose in a microfibril state, and also in a hypothetical, dissolved state in 

which the glucan chains are separated from each other. Thermodynamic quantities of 

dissolution are then calculated by taking the difference in values between the two states.  

Knowledge of entropic driving forces is also important in any thermodynamic 

understanding of cellulose dissolution. In chapter 4 we detail our calculations of the 

entropy of dissolution of cellulose in BmimCl and water for the same systems described 

in chapter 3. Absolute entropies are calculated for each cellulose state/solvent 

combination using the two phase thermodynamic (2PT) model,
40

 which has been 

successfully applied to calculate the absolute entropies of Lennard-Jones fluids, water, 

and other molecular fluids previously.
41-44

 The entropies of dissolution are then calculated 

in the same manner as the energies of dissolution. Entropies of dissolution are split up 

into solvent and cellulose contributions, with the relative magnitudes of each compared to 

determine if either dominated the other. Finally, we combine the total entropies of 

dissolution with the energies of dissolution to calculate the free energy of dissolution of 

cellulose in BmimCl and water, and the signs of these values are checked against the 

experimentally known phase behavior of cellulose in either solvent. Also, the relative 

importance of the entropies and energies of dissolution in determining these free energy 

values are compared to see which is the greater driving force in each cellulose/solvent 

system. 

Lithium chloride (LiCl) dissolved in N,N-dimethylacetamide (DMA) is another 

solvent capable of dissolving cellulose.
45,46

 The molecular mechanism by which this 

occurs is generally thought to be interaction of the sugar hydroxyl groups with the 

dissolved salt, particularly the Cl
-
 anion.

47,48
 Results from 

1
H, 

13
C, and 

7
Li NMR 

experiments show that the chemical shift of glucose hydroxyl hydrogen atoms, glucose 

hydroxyl-connected carbon atoms, and Li
+ 

cations, respectively, are functions of 

salt/sugar ratio or salt identity.
49,50

 However, the specifics of how and why salt-sugar 

interactions occur, and a quantification of their strengths, have yet to be determined.  

Because LiCl in water or most other solvents is not able to dissolve cellulose, the 

unique solvation environment created by DMA is key in causing cellulose dissolution. 

The presence of DMA creates preferential interactions between LiCl and cellulose that do 

not exist in other solvents. In Chapter 5 we examine this notion of salt-sugar preferential 

interactions via a combination of free energy and traditional MD simulations of cellulose 

deconstruction. The potential of mean force (PMF) of removing a single cellulose chain 

from the top of a microfibril in LiCl/DMA, pure DMA, LiCl/water, and pure water is 

calculated to estimate the strengths of the thermodynamic driving force for dissolution or 

insolubility in these four solvents. We then calculate both the three-dimensional density 

distribution of dissolved ions around cellulose chains in LiCl/DMA and LiCl/water, and 

quantify the sugar-ion interaction potentials with a coarse-graining force-matching 

analysis. From these we infer both the origins of the sugar-ion preferential interactions, as 

well as the relative importance of sugar-Li
+
 and sugar-Cl

-
 interactions in causing 

cellulose dissolution in DMA.  

 

 



4

Figure 1.1. Arrangement of cellulose I. The glucan chains are aligned equatorially in flat 

sheets (A), which are then stacked up upon each other axially (B). The image in (B) is 

rotated 90
o
 from the one in (A). In (A), the axis of polymerization is vertical, while in 

(B), it is coming out of the plane of the image. In (C) we show the cross section of a 

typical microfibril (containing 36 chains), the axis of polymerization coming out of the 

plane of the image. In (D), the microfibril is rotated 90
o

 from its position in (C), the axis 

of polymerization running horizontally across the image. 
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Chapter 2 

 

On the Molecular Origins of Biomass Recalcitrance: The Interaction Network and 

Solvation Structures of Cellulose Microfibrils 

 

Abstract 

 

Biomass recalcitrance is a fundamental bottleneck to producing fuels from 

renewable sources.  To understand its molecular origin, we characterize the interaction 

network and solvation structures of cellulose microfibrils via all-atom molecular 

dynamics simulations. The network is divided into three components: intrachain, 

interchain, and intersheet interactions. Analysis of their spatial dependence and 

interaction energetics indicate that intersheet interactions are the most robust and 

strongest component and do not display a noticeable dependence on solvent exposure. 

Conversely, the strength of surface exposed intrachain and interchain hydrogen bonds is 

significantly reduced. Comparing the interaction networks of I� and I� cellulose also 

shows that the number of intersheet interactions is a clear descriptor that distinguishes the 

two allomorphs and is consistent with the observation that I� is the more stable form. 

These results highlight the dominant role of the often-overlooked intersheet interactions 

in giving rise to biomass recalcitrance. We also analyze the solvation structures around 

the surfaces of microfibrils and show that the structural and chemical features at cellulose 

surfaces constrict water molecules into specific density profiles and pair correlation 

functions. Calculations of water density and compressibility in the hydration shell show 

noticeable but not drastic differences. Therefore, specific solvation structures are more 

prominent signatures of different surfaces. 

 

2.1 Introduction 

 

Decomposition of lignocellulosic biomass followed by catalytic or enzymatic 

conversion is a potential route for producing liquid fuels from renewable sources.
1-3

 

However, commercial viability has not yet been achieved due to the recalcitrance of 

biomass and the concomitant high processing cost.
4
 Cellulose is a major component of 

plant cell walls and a significant contributor to biomass recalcitrance. In plant cell walls, 

the basic structural unit of cellulose is slender aggregates of cellobiose chains called 

elementary fibrils or microfibrils.
5
 A wide range of diameters (2-20 nm) and lengths (0.1-

100 μm) of microfibrils are observed.
6
 Such lengths correspond to a degree of 

polymerization ranging from the hundreds to the tens of thousands of glucose units along 

the axial direction of the microfibril. The crystalline structures of these microfibrils create 

a complex network of hydrogen bonding and van der Waals (vdW) interactions that resist 

deconstruction by solvent or mechanical forces. To develop a molecular basis for 

advancing the technologies of biomass deconstruction, we aim to characterize in detail 

the interaction networks of two types of cellulose (I� and I�) by using all-atom molecular 

dynamics (MD) simulations.  

 Naturally occurring cellulose, cellulose I, has two distinct crystal phases, the 

monoclinic I� and the triclinic I�.
7
 I� is the more stable of the two, as heating of the I� 

phase causes irreversible conversion to I�.
8
 The atomic structures of both crystal forms 
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were only recently resolved,
9,10

 and are used as the starting points of our analysis. Both 

allomorphs consist of polymerized cellobiose chains arranged in parallel to form flat 

sheets. These sheets are stacked on top of each other to form the full 3-dimensional 

crystal structure.
9,10

 Because of the close proximity of glucose residues in the structures, a 

complex network of non-bonded interactions permeates the crystals.  Specific O-H—O 

bonds form between neighboring residues of the same chain (intrachain) and between 

neighboring residues of different chains in the same sheet (interchain). Numerous C-H—

O contacts and vdW interactions connect residues on neighboring sheets (intersheet).  

This interaction network gives rise to the strength and robustness of cellulosic 

materials.
11

 In this work, we quantify the relative strength of different interactions in 

cellulose microfibrils as well as the solvation structures at different surfaces of cellulose.  

Previous studies of the interaction network in cellulose focused mostly on O-H—

O hydrogen bonds.
12,13-25

 Three O-H—O hydrogen bonds (HB), the O3-H—O5 

intrachain HB, the O2-H—O6 intrachain HB, and the O6-H—O3 interchain HB, can be 

identified from crystal structures and have been shown to bear significant effects on the 

structures and dynamics of cellulose.
13

 For example, intrachain HBs limit the rotation of 

glucose units about the glycosidic linkages.
19

 Of the two intrachain HBs, the O3-H—O5 

HB is the dominant form, as indicated by its higher intensity of IR signal in cellulose 

materials
16

 and higher impact in affecting their Young’s moduli.
19

 Dynamic FTIR 

measurements on periodically stretched cellulose also show that O3-H—O5 HBs are the 

major component that responds to the applied stress.
20

  

In addition to intrachain HBs, interchain HBs (O6-H—O3) are also found to be 

important in maintaining the structural integrity of cellulose. Selective etherification of 

the O6-H group perturbs interchain interactions and leads to a significant disruption in 

the crystallinity of cellulose and hence increases in solubility.
23

 The effects of etherifying 

O6-H on crystallinity and solubility are much more pronounced than those of etherifying 

the O3-H and O2-H groups that only participate in intrachain HBs. 

Both intrachain and intersheet HBs persist over a wide temperature range. IR 

measurements show that intrachain HBs (O3-H—O5) are broken after interchain HBs at 

elevated temperatures, and can still be observed at temperatures (200 
O
C) close to the 

temperature of the melting transition.
21,22

 This trend of continued occupancy at high 

temperatures is also observed in atomic simulations of crystalline cellulose
24

 and is 

suggested from simulation results of a coarse-grain lattice model.
25

  

Compared to intrachain and interchain HBs, the nature of intersheet interactions 

in cellulose and how they measure against those of intrachain and interchain HBs are 

largely unknown, despite their potentially significant contribution to the recalcitrance of 

cellulose. Intersheet interactions are expected to involve both C-H—O pseudo-HBs and 

van der Waals interactions.  While C-H—O interactions deviate from the classical 

definition of hydrogen bonds, the observed geometries in the crystal structures of 

cellulose have similar characteristics: a close-to-linear C-H—O angle (90
o
-150

o
) and a 

short H—O distance (2.2 Å to 3.2 Å).
26,27

 For O-H—O HBs in cellulose, the 

corresponding values are 130
o
-180

o 
for O-H—O angles and 1.5 Å to 2.2 Å for H—O 

bond lengths. As the geometry of C-H—O pairs are observed to have hydrogen bond like 

properties in the crystal structures of many small organic compounds, including 

carbohydrates, they are often reported as hydrogen bonds in the literature.
27,28

 

Furthermore, similar to classical hydrogen bonds, ab initio calculations showed that 
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electrostatics are the dominant contribution to the favorable C-H—O interaction 

energetics.
28-31

 From the results of all-atom MD simulations, we also compute the 

electrostatic energies of C-H—O HBs and show their dominant contribution (90 %) to 

individual C-H—O interactions (2 kcal/mol). In the rest of this work, we will refer to 

intersheet C-H—O interactions as C-H—O HBs. 

The high spatial resolution of all-atom simulations provides an ideal framework to 

distinguish between the different interactions in cellulose microfibrils.  By using all-atom 

MD simulations, we examine how different types of hydrogen bonds in a microfibril 

differ from each other and how their strengths depend on their proximity to the solvent 

exposed surfaces.  We also quantify the solvation structure and solvent compressibility 

around the different surfaces of the microfibrils.  Knowledge of the solvation of cellulose 

is especially important for designing degradation processes and for analyzing the 

adsorption and migration of cellulases on cellulose.  

We found that the fluctuations of C-H—O HB angles and H—O (or C—O) 

distances of intersheet bonds are much smaller than those of intrachain and interchain O-

H—O HBs. Therefore, using fluctuations of HB geometries as a metric, intersheet 

interactions appears to be the most stable among the three types of HBs (intrachain, 

interchain, and intersheet), even though the electrostatic interaction of each individual 

HB is weaker. Furthermore, a significant difference between I� and I� microfibrils is the 

number of intersheet HBs. Our results highlight the under-appreciated importance of 

intersheet interactions as a critical component in causing biomass recalcitrance.   

In analyzing the effects of solvent exposure on the interaction network of 

cellulose, reduction in strength is only observed at the outermost chains. Chains in the 

second outermost layers and layers further inwards are not affected to a noticeable extent. 

Such a difference in chain behavior based on distance to microfibril surface has been 

hypothesized,
5
 although here the number of different types is only two. We also compute 

water compressibility in slabs near different cellulose surfaces and illustrate a clear 

surface dependence. Water layers near surfaces that have the most exposed CH groups 

are more compressible, indicating a more hydrophobic nature than other surfaces. 

Examining water-water hydrogen bonding surrounding different cellulose surfaces 

reveals that water structures are strongly affected by the topologies and exposed moieties 

of different surfaces. 

2.2 Methods 

 

Two models of a cellulose microfibril are constructed based on the crystal 

structures of I� and I� cellulose.
9,10

 Each microfibril contains 36 chains organized into 8 

sheets (Figure 2.1). The resulting diameter is 40 Å, in line with the experimentally 

observed values for microfibrils in plants (typically 30-50 Å).
6
 The cross-section was 

arranged according to the geometries inferred from AFM measurements.
5
 Each of the 36 

chains in the microfibril contains 16 glucose residues, resulting in a total length of 80 Å.  

Since cellulose chains in plant cell walls contain hundreds to thousands of glucose units, 

we connect sugars across the periodic boundary to reduce finite size effects.  In 

conducting all-atom MD simulations, the microfibrils are placed in a hexagonal unit cell 

with the axis of polymerization aligned with the z-axis. Both the I� and I� microfibrils are 

solvated in explicit TIP3P
32

 water. The I� microfibril was hydrated with 5883 water 
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molecules, and the I� microfibril with 5861, both giving a hydration level of 1.13 g H2O/g 

cellulose. The resulting models of both microfibrils are shown in Figure 2.1.  Each 

microfibril has hydrophobic surfaces on the top and bottom (exposing CH groups), and 

four hydrophilic surfaces on the sides. 

All cellulose simulations were performed with the molecular simulation software 

CHARMM
33

 under constant temperature (300 K) and pressure (1 atm) conditions via the 

Nose-Hoover thermostat
34,35

 and Langevin piston barostat.
36

 The recently optimized 

CHARMM force field for carbohydrates was employed to describe the interactions 

between atoms.
37,38

 This force field was validated against thermodynamic and structural 

data for several saccharides in both the aqueous and crystal phases.
37,38

 Starting from X-

ray structures, a series of energy minimizations was performed followed by a gradual 

heating to 300 K. The xx and yy components of the stress tensor were controlled to be 1 

atm, while the zz component was controlled to have zero stress.  Data was taken from 

production runs of 10 ns with frames saved every 0.5 ps for analysis. 

To quantify the strength of hydrogen bond interactions, we compute the averaged 

occupancies from the all-atom MD simulations. Occupancy was determined using a D-

H—A angle cutoff and a H—A distance cutoff. For O-H—O HBs, the angle cutoff is 

130
o
 and the distance cutoff is 2.2 Å. For the C-H—O pseudo-HBs we used an angle 

cutoff of 110
o
 and a distance cutoff of 3.2 Å based on the distribution of H—O distances 

observed in the crystal structures of carbohydrates.
27

 Varying the bond cutoff by up to 0.2 

Å and the angle cutoff by up to 20
 o
 does not change the relative strength differences 

between different HBs to any appreciable extent. The calculated statistical uncertainty for 

all HB occupancies is less than 0.001. Uncertainties were calculated according to 

standard methods that assume Gaussian statistics of time series.
39

 The structural 

properties and energetics calculated from the 10 ns simulations provide statistically 

significant assessments of the differences in and between the cellulose interaction 

networks of the two allomorphs 

 

2.3 Results and Discussion 

 

2.3.1 Fluctuations of Structural Properties of Cellulose Microfibrils 

 

First, we compare the crystalline structures of the microfibrils from the simulation 

with those of the ideal crystals to quantify the effects of solvation and finite molecular 

packing.  For both the I� and I� microfibrils, cellulose atoms remain close to their 

crystalline positions.
9,10

 The averaged root-mean-squared-deviation (RMSD; mass 

weighted) from the initial configuration (based on X-ray structures) is only 0.71±0.003 Å 

for the I� microfibril and 0.77±0.003 Å for the I� microfibril.  The effective unit cell 

parameters calculated from the simulations of both microfibrils are also very close to 

those observed in X-ray structures (Tables 2.1 and 2.2) for interior as well as exposed 

chains. Therefore, finite molecular packing and solvation do not perturb the crystalline 

structures of cellulose even at the surface.  

 An important aspect of cellulose recalcitrance is the spatial dependence of the 

different intermolecular interactions. The unique network of hydrogen bonds and van der 

Waals interactions is considered to be the main mechanism against deconstruction. As 

described earlier, most attention has been focused on O-H—O HBs, but not as much on 
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C-H—O HBs that couple chains in different sheets. In this work, we will compare and 

contrast the three types of HBs in cellulose. These are:   

1. Intrachain HBs - between two glucose residues in the same chain 

2. Interchain HBs - between two glucose residues in two different chains but in 

the same sheet. 

3. Intersheet HBs - between two glucose residues in two different chains in two 

different sheets. 

Since cellulose is composed entirely of �-D-glucose, all aliphatic hydrogen atoms occupy 

the axial position and all hydroxyl groups the equatorial position. This orientation, along 

with the tg conformation of the C6 exocylic group, prevents intersheet O-H—O 

connections.
9,10

 Tables 2.3 and 2.4 list the hydrogen bonding interactions in the I� and I� 

microfibrils that we identified from the crystal structures of cellulose.
9,10

 For a fully 

coordinated chain, each glucose unit can interact with 14 other nearby residues. In the 

following, we analyze the properties and spatial dependence of these HBs from the 

results of all-atom MD simulations. 

Tables 2.3 and 2.4 summarize the averaged occupancies (over all 36 chains) of 

different HBs observed in the all-atom MD simulations of the I� and I� microfibrils. It can 

be seen that intrachain and interchain HBs have similar occupancies in the two 

allomorphs.  The O3-H—O5 intrachain HBs have ~0.9 occupancies and are the most 

persistent O-H—O HB. This result is consistent with the lower reactivity of the O3-H 

hydroxyl group toward substituting agents as compared to the O2-H or O6-H groups.
40

 

The other type of intrachain HB (O2-H—O6) has a lower occupancy, ~0.6, in both the I� 

and I� microfibrils. The smaller occupancy of the O2-H—O6 HB is due to the rotation of 

the C6 hydroxymethyl group that occurs primarily in the outermost layer of a microfibril. 

 For interchain HBs, O6-H—O3 is the dominant interaction and has an averaged 

occupancy of 0.53 for I� and 0.58 for I� (Tables 2.3 and 2.4). The involvement of the C6 

hydroxymethyl group in interchain HBs leads to lower occupancies than the O3-H—O5 

intrachain HBs. The trend that intrachain HBs are more stable than interchain HBs agrees 

with dynamic FTIR measurements during the slow heating of cellulose which show that 

intrachain HBs are the last to break.
21

 A slightly higher occupancy of interchain HBs in 

the I� (0.58) than in the I� (0.53) microfibril is not in line with the observation that I� is 

the more stable crystal form.
8
 As described in the following, the differences in intersheet 

HB occupancy are more pronounced than those of the interchain interactions, and are 

consistent with the higher stability of I�. 

 

2.3.2 Intersheet HBs in Cellulose are Less Flexible than Intrachain and Interchain 

HBs 

 

A total of 12 types of intersheet HBs (Tables 2.3 and 2.4) are identified from the X-

ray structures of the I� and I� crystals via the criteria of a 110
o
 angle cutoff and a 3.2 Å 

H—O bond length cutoff.  The large number of CH groups in a glucose ring give rise to 

many more participating donor-acceptor pairs than for intrachain and interchain HBs.  

Due to a (nearly) screw-axis symmetry along a glucose chain and a nearly identical 

packing of these chains in both types of microfibril,
10

 the bonding pairs of intersheet HBs 

are almost identical between I� and I� allomorphs.  The only differences are the 

involvement of a C1-H—O3 HB in the I� microfibril but not in the I� microfibril, and the 
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dual acceptors of the C5-H—O4/O6 HB in the I� microfibril versus a single acceptor in 

I�. 

Most of the C-H—O HBs shown in Table 2.3 and 2.4 have high occupancies, around 

0.9. Similar to interchain HBs, intersheet HBs that involve the C6 group have lower 

occupancies due to exocyclic rotation. Furthermore, the occupancies of most C-H—O 

HBs are higher than the O-H—O HBs (Table 2.3 and 2.4), even though the strength of an 

individual C-H—O bond (<4 kcal/mol) is less than that of an O-H—O bond (4-15 

kcal/mol).
26

 With the all-axial configuration of the glucose rings, C-H groups can act 

together in parallel, leading to a very high occupancy of C-H—O HBs in both the I� and 

I� microfibrils.  

To characterize the spatial dependence of intrachain, interchain, and intersheet HBs, 

we examine and compare the chain-averaged properties of HBs across the microfibril 

cross-section. In particular, we analyze if surface-exposed chains have weaker HBs, and 

if so, which types of HBs are most susceptible. 

For intrachain HBs, the averaged RMSFs (root-mean-squared-fluctuation) in the O3-

H—O5 angle of surface-exposed chains are 50-100% higher than those in the interior. 

More flexible intrachain HBs at surfaces correlate with the lack of molecular packing and 

competition with solvent for hydrogen bonding. Corner chains and chains on the 

hydrophobic surfaces have higher RMSFs in the O3-H—O5 angle than the chains on the 

surfaces that expose mostly OH groups. These results are shown in Figure 2.8 of the 

supporting information (SI). 

The spatial dependence of interchain HBs is qualitatively similar to that of intrachain 

bonds: occupancy for chains residing on the solvent exposed surfaces is lower.  For the 

O6-H—O3 interchain HB in the interior of a microfibril, occupancy is ~0.5-0.8 (Figure 

2.9 of the SI), and becomes lower at the surfaces. The higher flexibility of surface chains 

is also observed via 
13

C NMR measurements which showed that the spin-lattice 

relaxation rates are higher on the surfaces of cellulose microfibrils compared to the 

interior.
41

  

Since interchain HBs are completely solvent exposed on the hydrophobic surfaces of 

a cellulose microfibril, the reduction in occupancy is much higher than those of the 

hydrophilic surfaces. On the hydrophobic surfaces, the averaged occupancy of interchain 

HBs is less than 0.15. The interchain HBs on the hydrophilic surfaces do not show such 

pronounced reduction in occupancy. The significant reduction in the strength of 

interchain HBs on hydrophobic surfaces can also be shown by observing the RMSF of 

the O-H—O angles; results are shown in Figure 2.10 of the SI.  

 The C-H—O intersheet HBs that do not involve the C6 hydroxymethyl group (see 

Tables 2.3 and 2.4) reside in between the cellulose sheets of a microfibril, and thus have 

no dangling components or direct solvent exposure. For these intersheet HBs, the 

averaged occupancies of different chains do not show a noticeable spatial dependence.  

The robustness of intersheet HBs is observed by measuring the RMSFs of the C-H—O 

angle, which only increase slightly at the outermost layer. Chain-averaged bond 

occupancy also has a constant value across the microfibril cross-section (Figures 2.11-14 

of the SI). The high integrity and low flexibility of the intersheet HBs that do not involve 

C6 is a significant signature of cellulose recalcitrance. Therefore, deforming a cellulose 

microfibril via delamination is expected to be difficult due to the requirements of 

breaking these buried intersheet HBs. 
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For intersheet C-H—O HBs that involve the C6 group, exocyclic rotation could 

lead to a more pronounced reduction in strength at the surfaces. However, although 

exocyclic rotation inevitably breaks the original C-H—O HB, alternative hydrogen bonds 

form in the new rotameric state to retain the net interaction. As a result, the total number 

of C6 involved C-H—O HBs is not reduced due to exocyclic rotation. For instance, when 

the C6 group of a C6-H—O5 HB on the (110) surface of the I� microfibril rotates from 

the tg to gt configuration
42

 (tg is the rotameric state observed in X-ray structures), the 

other C6 hydrogen moves in between C6 and O5 to retain the C-H—O HB. This 

compensating behavior is shown in Figure 2.2. Similar behaviors are observed in both 

microfibrils, and another example is shown in Figure 2.15 of the SI. The architecture of 

molecular packing in both the I� and I� microfibrils allows for the retention of intersheet 

HBs upon exocyclic rotation and ensures the integrity of the interaction network of the 

cellulose microfibrils. 

 

2.3.3 Cellulose I� Differs from I� in Having a Higher Number of Intersheet HBs 

 

Combining all three types, the average number of HBs per glucose residue is shown 

in Figure 2.3. For both the I� and I� microfibrils, the total number of HBs per glucose is 

highest in the interior and decreases toward the surface due to both a lack of bonding 

partners and decreases in individual bond occupancy from finite packing and solvent 

effects. The glucose chains on the two hydrophobic surfaces ((100) and (2� 00) for I� and 

(110) and (1� 1� 0) for I�, top and bottom of each microfibril in Figure 2.3) have the fewest 

number of hydrogen bonds. These results are not sensitive to the criteria used for 

determining HB occupancy.   

Comparing I� and I� microfibrils indicates that each glucose residue in I� has two 

more HBs in the interior than the residues in I� (24.5±0.04 versus 22.5±0.04), consistent 

with the higher stability observed for the I� phase.
8
 Figure 2.4 shows the average number 

of the three types of hydrogen bonds for the two microfibrils; only interior chains are 

considered in the calculation. It can be seen that the two allomorphs only differ in the 

number of intersheet HBs. Therefore, we conclude that intersheet HBs are the main cause 

of the different stabilities between I� and I� cellulose.
8
 This result highlights the 

importance of intersheet interactions in giving rise to the recalcitrance of cellulose. 

 

2.3.4 Interaction Energies Corroborate the Stabilizing Effects of Intersheet 

Interactions. 

 

 To further quantify the roles of intrachain, interchain, and intersheet HBs in 

contributing to the recalcitrance of cellulose microfibrils, we compute the interaction 

energies between glucose residues using the configurations sampled in all-atom MD 

simulations. In short, the coordinates of a pair of neighboring chains or sheets are 

extracted from each frame of the MD trajectory for computing the interaction energy 

(E12- E1- E2; E is the potential energy); the rest of the atoms in the system are not 

included in the calculation. The resulting energetics provide only an approximate 

description of the nature of the interactions since solvent-mediated interactions, long-

range electrostatics, and many-body correlations are not fully considered. The results of 

these calculations, normalized per glucose, are shown in Table 2.5. Intersheet interaction 
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energies range between -4.9 to -5.8 kcal/mol/glucose across the microfibril, i.e. they have 

no significant systematic spatial variation. Conversely, for interchain interactions, 

interaction energies are -4.3 kcal/mol/glucose for interior chains and drop by roughly half 

for chains on the surface. Comparing the two types in the interior of the microfibrils, 

intersheet interaction energies are stronger than interchain interactions by ~1.5 

kcal/mol/glucose in I� and ~0.7 kcal/mol/glucose in I�. On the exterior, the differences are 

even more pronounced. To the best of our knowledge, stronger intersheet interactions 

than interchain interactions in cellulose microfibrils have not yet been illustrated. 

In Table 2.5, we also present the contribution of different energy terms to the 

interaction energetics. Although the calculated values also reflect the specific nature of 

the force field used, we aim to examine the trends of the spatial dependence of the 

different energy terms.  The decomposition of interaction energies shown in Table 2.5 

indicates that both vdW and electrostatics forces have significant contributions to 

intersheet interactions, with the vdW term contributing a higher percentage (60-70%). 

Prior simulation work
12

 also showed that intersheet interactions are dominated by vdW 

forces, but to a far greater extent (> 90%).  Separate calculations of the interaction 

energies of individual O-H—O HBs (6 kcal/mol) and C-H—O pseudo HBs (2 kcal/mol) 

using the configurations of glucose monomers indicate that electrostatics are the 

dominant contributor to both types of HBs. Thus, the vdW interactions are acting in 

concert with the weaker C-H—O HBs to compose the intersheet interactions.  The sum of 

these two results in per residue intersheet interaction energies stronger than per residue 

interchain interactions (Table 2.5). The magnitudes of the electrostatics and vdW 

components of the intersheet interactions also have very little spatial dependence, 

consistent with the high occupancies and low angle RMSFs of C-H—O HBs discussed 

earlier. 

For interchain HBs, the electrostatic component dominates the interaction energy 

(more than 90% for interior chains). As O-H—O HBs are significantly disrupted on 

hydrophobic surfaces, the contribution of electrostatics to interchain interactions drops 

significantly on these surfaces (Table 2.5). For interchain interactions on the (2� 00) face 

of I� and the (1� 1� 0) face of I� the contribution of electrostatics reduces to 82%; on the 

(100) face of I� and the (110) face of I�, the contribution of electrostatics reduces to 68%.  

While the interchain electrostatic energies reduce on the exterior of the microfibrils, the 

vdW components remain constant regardless of chain position. This result shows that the 

crystalline structures of the microfibrils are not affected at the surface despite the reduced 

strength of the O-H—O HBs there. The intersheet interactions from the next layer are 

able to retain the structural integrity. 

Figure 2.4 shows that while they both have the same number of intrachain and 

interchain HBs, cellulose I� has two more intersheet HBs per glucose than cellulose I�. 

Calculations of interaction energies further corroborate that intersheet HBs are the main 

contributor to the stronger intersheet interactions of cellulose I� than those of cellulose I� 

(Table 2.5). In the interior of microfibril, the magnitude of the intersheet interaction 

energy is 0.6 kcal/mol/glucose higher in I� than in I�.  The majority of this difference, 

0.44 kcal/mol/glucose, is from electrostatics. While there have been previous attempts to 

explain the molecular origin of the observed higher stability of cellulose I� than I�,
12,43

 in 

this work, we identify intersheet interactions as the cause, with most of the contribution 

coming from electrostatics (C-H—O HBs).  
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2.3.5 Solvation Structures at the Surfaces of Cellulose Microfibrils 

 

In addition to the interaction network, solvation structures around cellulose are 

also an important consideration in designing processes to deconstruct cellulose.  In Figure 

2.5, the spatial distribution of water densities near the different surfaces of the 

microfibrils are shown.  Cellulose surfaces are topographically and chemically 

heterogeneous, with CH and OH rich regions varying over molecular-scale distances (3-5 

Å).  As a result, the hydration layer water densities shown in Figure 2.5 vary considerably 

within each microfibril surface. Each surface has a distinct density profile due to the 

specific patterns of CH and OH exposure. 

Since water molecules tend to form HBs with surface OH groups, and the 

immediately neighboring CH groups constrict the hydrogen bonding partners of water, 

high-density regions localized around the OH sites can be seen clearly in Figure 2.5. This 

result is consistent with earlier simulation work on cellulose microfibrils of different 

shapes, which also suggested that a dense first solvation shell may impede the diffusion 

of molecules towards the microfibril surface
42

 (see the SI for additional details of the 

density profiles around the microfibril faces). 

In addition to regions near the OH groups of a surface, regions of high water 

density can also be found around the exposed CH groups, particularly on the (110), (1� 1� 

0), (2� 00), and (100) surfaces of the I� microfibril and the (01� 0), (010), (110) and (1� 1� 0) 

surfaces of the I� microfibril. On these surfaces, the distances between the OH groups that 

flank each CH exposed regions are only 5-7 Å, allowing the hydrogen-bonding network 

of water to permeate across as shown in Figure 2.5C. Instead of forming hydrogen bonds 

with the CH groups, water molecules form stronger hydrogen bonds with each other due 

to the imbalanced distribution of bonding partners and thus the spatial correlation of 

water density is higher, a signature of small-scale hydrophobic effects.
44

 On the surfaces 

that do not expose the CH groups, regions of high water density are only observed around 

the OH groups (the (11� 0) and (1� 10) surfaces of I� and the (1� 00) and (100) of I�), and 

there is no second area of higher water density as on hydrophobic surfaces (see the SI for 

the analysis of the solvent accessible areas of different cellulose surfaces).  

Other than the heterogeneous distributions of water density in the radial 

directions, the solvation structures along the longitudinal direction also have strong 

surface dependence. The pair correlation functions (PCFs) of the centers of mass of water 

along the longitudinal direction at the different surfaces of the microfibrils are shown in 

Figure 2.6. PCFs are calculated only for water molecules that are within 5 Å of a surface. 

Near the (11� 0) and (1� 10) surfaces of I� and the (1� 00) and (100) of I�, where the water 

ordering effects are minimal in the radial directions due to the least exposure of CH 

groups, water molecules have the most prominent ordering in the longitudinal PCFs. The 

periodicity of peaks in the longitudinal PCF is 2.6 Å, corresponding to the interstitial 

distances between polar oxygens on these surfaces. On the surfaces that have the most 

CH exposure, (2� 00) and (100) of I� and (1� 1� 0) and (110) of I�, the periodicity of the 

longitudinal PCFs is 5.2 Å instead, which corresponds to the interstitial distances 

between CH-exposed regions, and is roughly the length of a single glucose molecule. On 

the remaining two surfaces, the effects induced by OH and CH groups appear to interfere, 

resulting in an OH-type periodicity of 2.6 Å, but with damped oscillation amplitude in the 

longitudinal PCFs. The analyses of radial and longitudinal correlation functions indicate 
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that water structures around cellulose are strongly affected by the specific surface 

patterns. 

The averaged number density in a hydration shell of 5 Å above each cellulose 

surface is shown in Figure 2.7A.  The shells with the highest density are the (110)/(1� 1� 0) 

of I� and the (01� 0)/(010) of I�. The shells with the smallest densities are the (11� 0)/(1� 10) 

of I� and the (1� 00)/(100) of I�. The CH-rich surfaces are of intermediate density. 

Therefore, averaged water densities do not distinguish the hydrophobic nature of different 

surfaces.
45

 A useful metric of the hydrophobicity of a surface is the compressibility (or 

density fluctuations) of water molecules in the hydration shell.
44-47

 We show in Figure 

2.7B-C the hydration shell compressibility of the six surfaces of the I� and I� microfibrils. 

The hydration shells are most compressible near the surfaces with the largest exposure of 

CH groups, the (2� 00) and (100) faces of I� and the (110) and (1� 1� 0) faces of I�.  The (11� 

0) /(1� 10) I� and (1� 00)/(100) I� solvation shells are of intermediate compressibility, and 

water in the (110)/(1� 1� 0) I� and (01� 0)/(010) I� shells is the least compressible. The 

hydration shells near the CH exposed surfaces do have a larger compressibility, but the 

difference with the other two surfaces is not dramatic, ~20% higher. Comparing the 

hydration shell compressibility of water near folded and unfolded protein shows a 

difference three-and-a-half times as large.
46

 Therefore, the specific solvation structures 

are the more prominent signatures of different cellulose surfaces and are an important 

consideration for designing effective molecular and chemical processes to deconstruct 

cellulose. 

 

2.4 Conclusions 

 

In this work we analyzed the interaction network and solvation structures of cellulose 

microfibrils by all-atom MD simulations. The major finding is that intersheet 

interactions, which involve C-H—O pseudo hydrogen bonds and vdW interactions acting 

in concert, are the strongest and most robust component in the interaction network. 

Structural fluctuations of intersheet interactions are spatially homogeneous, with no 

variation with respect to closeness to solvent exposed surfaces. Although the interaction 

energy of each individual C-H—O HB is less than that of an O-H—O HB (both of which 

are electrostatic in nature), the addition of vdW interactions makes intersheet interactions 

stronger than interchain interactions (on a per glucose basis, Table 2.5). Consistent with 

our calculations, early simulation studies on isolated glucose chains also showed that it is 

energetically more favorable for glucose rings to associate via staggered hydrophobic 

stacking than by hydrogen bonding through hydrophilic groups.
48

 The other two types of 

HBs, the intrachain and interchain HBs, show significant reduction in strength in solvent-

exposed chains as they can also form hydrogen bonds with water molecules. 

Furthermore, the number of intersheet C-H—O HBs per glucose is much larger than 

those of the other two components (Figure 2.4). Our simulation results thus point to 

intersheet interactions as a focal point for the engineering via molecular interactions of 

processes such as pretreatment for the deconstruction of crystalline cellulose.  

 We also found that water structures around cellulose are strongly affected by the 

specific patterns of individual surfaces. We showed that water molecules near the CH-

presenting (2� 00) and (100) surfaces of I� and  (110) and (1� 1� 0) surfaces of I� have a 

higher compressibility than those in other solvation shells, but not to a large extent 
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(~20% higher). We hypothesize that surface-dependent solvation structures would affect 

the reactivity of different cellulose surfaces toward catalytic and enzymatic reactions. The 

coupling between solvation structure and reactivity would thus be an important 

consideration in the development of viable processes for producing fuels from biomass. 

In addition to the chemistry step of breaking glycosidic bonds, the access of catalysts to 

cellulose surfaces and desorption of soluble products are also likely to be strong functions 

of solvation structure.  
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2.6 Supporting Information 

 

2.6.1 O3-H—O5 Intrachain HB 

 

As seen in Figure 2.8, the variation of the O3-H—O5 angle RMSF from the 

interior of the microfibril to its surface is similar in both the I� and I� forms and has also 

been observed in earlier work.
12

 RMSF is low in the interior, and rises on the surface.  

Intrachain O2-H—O6 bond trends are comparable (results not shown), although it is 

complicated by hydroxymethyl group rotation, as the O6 exists as part of rotationally 

mobile exocyclic hydroxymethyl group. Rotation to other conformers destroys the O2-

H—O6 bond. 

 

2.6.2 O6-H—O3 Interchain HB 

 

 The O6-H—O3 HB angle RMSFs (Figure 2.10) behave in line with the O6-H—

O3 occupancies (Figure 2.9, discussed in the main text).  They are lowest in the 

microfibril interior, and rise on the four lateral surfaces.  Fluctuations are largest on the 

top and bottom surfaces of each microfibril, the (2� 00) and (100) surfaces of the I� 

microfibril and the (110) and (1� 1� 0) surfaces of the I� microfibril. 

 The sheet-by-sheet alternating behavior of both the HB occupancies and angle 

RMSFs in the I� microfibril are due to each sheet being composed of a single ‘type’ of 

glucose.  There are two geometrically distinct glucose molecules in each allomorph’s unit 

cell.  In I�’s case, each sheet is constructed with only one of these two glucoses, the 

identity of which alternates between sheets.  This gives rise to the sheet-by-sheet 

alternating behavior, and is not seen in I� because for I�, each chain is composed of 

alternating glucose ‘types’, making each sheet an equal mixture of the two. 
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2.6.3 C2-H2-OX Intersheet HB 

 

Intersheet bonds that do not involve the C6 exocyclic hydroxymethyl group all 

behave similarly.  They are stable in the interior, and do not have any significant 

reduction of occupancy on the microfibril exterior.  As an example, we show the average 

HB angle RMSF and occupancy of the C2-H2—O3 interchain HB of the I� microfibril in 

Figures 2.11-12, and the same for the C2-H2-O4 of the I� microfibril in Figures 2.13-14, 

respectively.  HB angle fluctuations are constant throughout the microfibril, and are 

actually smaller than the fluctuations of the stronger O-H—O intrachain and interchain 

bonds (Figures 2.8-10).  Bond occupancies decrease slightly, if at all, on the surface, and 

the amount is far less than the reduction of the same of intrachain or interchain bonds on 

the surface, especially on the hydrophobic faces. 

 

2.6.4 HB Angle RMSF Error Analysis 

 

The statistical uncertainties in HB angle RMSFs are no more than 0.1% of the 

averages.  

 

2.6.5 Hydrogen Bonding Switching Behavior 

 

 We have shown that intersheet bonds that involve the C6 group display a 

switching behavior on the microfibril surfaces.  As another example, we show in Figure 

2.15 such a switching process on the (100) surface of the I� microfibril, where the C6 

group is acting as a HB acceptor.  In the crystalline tg state
42

 on the surface, two bonds 

exist, the C1-H—O6 HB and the C3-H—O6 HB.  However, after exocyclic rotation to 

the gt position, the C4-H—O6 HB replaces the C3-H—O6 HB, while the C1-H—O6 HB 

remains intact.  This is seen in Figure 2.15, as the net HB occupancy is always constant 

near two despite individual HB occupancies changing.  The exocyclic group is allowed to 

rotate, but rotation does not cause a net loss in favorable interactions.  The number of 

hydrogen bonds remains the same, as one C-H—O HB is switched for another.  Similar 

processes occur on all microfibril surfaces, and would be partially responsible for 

cellulose’s recalcitrance 

 

2.6.6 Surface Chains Contain Fewer HBs: Disentangling Lack of Neighboring 

Chains with Solvent Interactions and Finite Packing Effects 

 

We have shown that glucose residues on the microfibril surfaces have fewer HBs 

than those in the interior (Figure 2.3 of the main text).  Moving from chains in the interior 

to those on the four lateral surfaces, the number of HBs per glucose is reduced by ~25%, 

and going from the interior to the two hydrophobic surfaces and surface corners, the 

reduction is ~50%. 

To decouple the effects of neighbor coordination number and chain flexibility, we 

examine the ratio of HBs per glucose per chain to the number expected from the number 

of nearest neighbors to that glucose in Figure 2.16.  The results show that deviation of 

this ratio from one occurs only on the hydrophobic surfaces and the surface corners of  
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each microfibril. The results of all-atom MD simulations thus indicate that the (100) and 

(2� 00) surfaces of I� and (110) and (1� 1� 0) surfaces of I�, or any other more hydrophobic 

surface of a cellulose microfibril, as well as surfaces corners, would be most susceptible 

to structural distortion.  The glucoses at these positions have the overall least number of 

HBs, and that number is actually less than expected from packing considerations. 

 

2.6.7 Solvent Density Profiles 

 

 In Figures 2.17-18 we show normalized density profiles of water above the 

various microfibril surfaces of cellulose I� and I�.  Profiles, and thus densities, are similar 

between the two allomorphs. All show the presence of a first peak, and decay to a 

normalized density of 1 by 10 Å. Also, solvent density profiles of diametrically opposed 

faces of a microfibril mirror each other, except for the bottom right and top left faces of 

both microfibrils.  As mentioned in the main text, we see that macroscopic expectations 

of behavior do not necessarily match microscopic density profiles: of the six surfaces, 

waters near the hydrophobic faces are the most strongly coordinated.  Because surfaces 

are typographically rough, classification of interfaces as wet or dry based on first peak 

position are not viable.   Although to compute the density profiles, the surfaces are 

treated as flat planes, they are in fact heterogeneous, with side groups protruding 

irregularly into the solvent.  Therefore, the ‘zero’ of the surface is only approximate, as 

local surface boundaries vary considerably over the course of a given face. 

 

2.6.8 Solvent Accessible Surface Area 

 

 In Figures 2.19-20 we show the average solvent accessible surface area per 

glucose for the six surfaces of each microfibril.  Both show the same trend.  The 

hydrophobic surfaces have by far the most surface area.  Of the four lateral surfaces, the 

bottom right and top left faces of each microfibril have the lowest area, and the other two 

are somewhat larger.  This trend follows that of intersheet chain spacing for the four 

lateral surfaces, 6 Å for the lower area faces, and 7 Å for the higher ones.  The increase in 

chain spacing opens up the interior of the surface glucoses, exposing more of the 

aliphatic CH groups.  In fact, the bulk of the difference in surface area among the lateral 

sides is due to an increase in water-accessible aliphatic hydrogen area (Data not shown). 
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Table 2.1. Unit cell parameters from simulation and diffraction studies
9
 for cellulose 

I�. 

 

Parameter Simulation Experimental 

A (Å) 7.957±0.019 6. 784 

B (Å) 8.350±0.022 8.201 

C (Å) 10.444±0.008 10.38 

� (
o
) 90.18±0.27 90.00 

� (
o
) 90.00±0.21 90.00 

� (
o
) 98.31±0.25 96.50 

 

 Table 2.2. Unit cell parameters from simulation and diffraction studies
10

 for 

cellulose I�. 

 

Parameter Simulation Experimental 

A (Å) 7.008±0.018 6.717 

B (Å) 5.944±0.018 5.962 

C (Å) 10.365±0.008 10.400 

� (
o
) 118.54±0.20 118.08 

� (
o
) 114.32±0.22 114.80 

� (
o
) 80.35±0.21 80.37 
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Table 2.3. Hydrogen bonds that exist in the crystal structure and are occupied for a 

significant time in the simulation of the cellulose I� microfibril.  

 

Class 

Interaction 

(D-H—A) H—A Distance (Å)
a 

D-H—A Angle (
o
)

a 
Occupancy

b 

Intrachain O3-H—O5 1.75/1.97 162.2/137.0 0.850 

Intrachain O2-H—O6 1.90/1.83 165.1/158.7 0.589 

Interchain O6-H—O2 2.54/3.37 125.0/89.4 0.033 

Interchain O6-H—O3 1.78/2.04 156.6/144.3 0.537 

Intersheet C1-H—O6 2.55 144.2 0.697 

Intersheet C2-H—O3 2.49 172.4 0.965 

Intersheet C2-H—O4 2.61 157.8 0.997 

Intersheet C2-H—O6 2.83 137.7 0.731 

Intersheet C3-H—O2 2.52 162.0 0.911 

Intersheet C3-H—O6 3.19 133.8 0.187 

Intersheet C4-H—O2 2.84 144.6 0.928 

Intersheet C5-H—O3 2.80 166.6 0.963 

Intersheet C5-H—O4 2.59 145.0 0.988 

Intersheet C5-H—O6 2.66 141.4 0.833 

Intersheet C6-H—O2 2.36 172.8 0.768 

Intersheet C6-H—O5 2.75 152.1 0.874 
a
Distances and angles are those in the crystal structure.   

b
For O-H—O bonds, a HB cutoff of 2.2 Å and 130

o
 was used.  For C-H—O bonds, a 

cutoff of 3.2 Å and 110
o
 was used. 
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Table 2.4. Hydrogen bonds that exist in the crystal structure and are occupied for a 

significant time in the simulation of the cellulose I� microfibril. 

 

Class 

Interaction 

(D-H—A) H—A Distance (Å)
a 

D-H—A Angle (
o
)

a 
Occupancy

b 

Intrachain O3-H—O5 2.08/1.96 137.9/164.5 0.858 

Intrachain O2-H—O6 1.70/1.77 134.6/125.9 0.618 

Interchain O6-H—O2 2.88/2.79 135.2/141.1 0.037 

Interchain O6-H—O3 1.87/2.18 153.0/151.7 0.584 

Intersheet C1-H—O3 3.11 145.0 0.682 

Intersheet C1-H—O6 2.90 151.7 0.968 

Intersheet C2-H—O3 2.62 170.6 0.760 

Intersheet C2-H—O4 2.51 149.9 0.999 

Intersheet C2-H—O6 2.94 144.6 0.561 

Intersheet C4-H—O2 3.10 159.8 0.735 

Intersheet C3-H—O2 2.59 160.3 0.847 

Intersheet C3-H—O6 3.12 146.2 0.663 

Intersheet C5-H—O3 2.85 156.6 0.917 

Intersheet C5-H—O4 2.71 155.9 0.996 

Intersheet C6-H—O2 2.48 176.5 0.836 

Intersheet C6-H—O5 2.46 134.0 0.857 
a
Distances and angles are those in the crystal structure.   

b
For O-H—O bonds, a HB cutoff of 2.2 Å and 130

o
 was used.  For C-H—O bonds, a 

cutoff of 3.2 Å and 110
o
 was used. 
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Table 2.5. Sheet-sheet and chain-chain interaction energies for cellulose I� and I� 

 

 

Interaction Energy 

(kcal/mol-glucose)   

        

Typea   Total van der Waals Electrostatics fvdw
b felec

b 

Sheet I� -5.66±0.02 -3.83±0.01 -1.83±0.03 0.677 0.323 

Middle I� -5.07±0.02 -3.68±0.01 -1.39±0.03 0.726 0.274 

Sheet I� -5.71±0.02 -3.46±0.01 -2.24±0.02 0.607 0.393 

Top I� -4.91±0.01 -3.46±0.00 -1.44±0.01 0.706 0.294 

Sheet I� -5.21±0.01 -3.46±0.00 -1.75±0.02 0.664 0.336 

Bottom I� -5.04±0.04 -3.40±0.01 -1.64±0.04 0.674 0.326 

Chain I� -4.18±0.00 -0.40±0.00 -3.79±0.05 0.095 0.905 

Middle I� -4.39±0.01 -0.41±0.01 -3.99±0.01 0.093 0.907 

Chain I� -2.43±0.19 -0.44±0.01 -1.99±0.19 0.179 0.821 

Top I� -2.25±0.03 -0.37±0.02 -1.87±0.03 0.166 0.834 

Chain I� -1.94±0.03 -0.62±0.01 -1.33±0.04 0.317 0.683 

Bottom I� -1.85±0.02 -0.60±0.01 -1.26±0.02 0.321 0.679 
a
For sheet-sheet interactions, top refers to the two uppermost sheets, middle the two 

middle sheets, and bottom the two lower most sheets.  For chain-chain interactions, top 

refers to two chains on the top sheet, middle, chains from the middle sheet, and bottom, 

chains from the bottom most sheet. 
b
Fvdw and felec represent the fraction of total interaction energies from van der Waals and 

electrostatic interactions respectively.    
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Figure 2.1. Microfibril cross-section with solvent water. Miller indices for the I� and I� 

microfibrils are shown next to their corresponding faces. Unit cell vectors are also shown.  

For both allomorphs, the c vector is orthogonal to the plane of the image. 

Figure 2.2. Alternative intersheet hydrogen bonds on the (110) surface of the I� 

microfibril upon exocyclic rotation of the C6 group. A HB cutoff of 3.2 Å and 110
o
 was 

employed.  The C6-H61-O5 hydrogen bond is the native bond. Results are shown only 

for the first 500 ps, but behavior is similar for the entire simulation. 
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(A) 

 

(B) 

Figure 2.3. Average number of hydrogen bonds per glucose per chain for the I� (A) and 

I� (B) microfibrils.  A HB cutoff of 2.2 Å and 130
o
 was used for O-H—O bonds, and 3.2 

Å and 110
o
 for the C-H—O bonds. Error are all less than 0.1. 
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Figure 2.4. Average number of hydrogen bonds per glucose for each HB class in the 

interior of the cellulose microfibrils. 
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(A) 

 
 (B) 
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(C) 

 

 

 

Figure 2.5. Water density relative to the bulk, averaged along the polymerization axis 

direction for the length of the simulations of the I� (A) and I� (B) microfibrils, with 

microfibrils represented in the interior. (C) A snapshot of the water-cellulose hydrogen 

bond network (in green) near the (110) surface of cellulose I�. 
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(A) 

 

(B) 

Figure 2.6. Water-water density correlation along the polymerization direction for each 

of the hydration layers of the six surfaces of each microfibril, I� (A) and I� (B). The 

hydration layer was defined to be a rectangular box 5 Å in height about each surface, 

beginning at the initial rise in water density perpendicular to the surface. 
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(A) 

 
(B) 
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(C) 

 

Figure 2.7. Densities of the solvation layers of both microfibrils (A). Error are of the size 

of the symbols. Compressibility of the solvation layers of the microfibril surfaces of 

cellulose I� (B) and I� (C). Compressibility was measured as the fluctuation in water 

number contained in a box 5 Å in height above each surface, normalized by the average 

number of coordinating waters. 
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(A) 

 

(B) 

Figure 2.8. Average O3-H—O5 HB angle RMSF per chain for the I� (A) and I� (B) 

microfibrils. Values were calculated by averaging the angle RMSFs per interaction down 

a single chain. 
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(A) 

(B) 

Figure 2.9. Average O6-H—O3 occupancy per chain for the I� (A) and I� (B) 

microfibrils. Individual HB occupancies were calculated with a bond length cutoff of 2.2 

Å and a bond angle cutoff of 130
o
. Values were calculated by averaging the occupancies 

per interaction down a single chain.   
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(A) 

(B) 

Figure 2.10. Average O6-H—O3 HB angle RMSF per chain for the I� (A) and I� (B) 

microfibrils. Values were calculated by averaging the angle RMSFs per interaction down 

a single chain.   
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Figure 2.11. Average C2-H2—O3 HB angle RMSF per chain pair for the I� microfibril. 

Values were calculated by averaging the angle RMSFs per interaction down a single 

chain pair. 

Figure 2.12. Average C2-H2—O3 HB occupancy per chain pair for the I� microfibril. 

Individual HB occupancies were calculated with a bond length cutoff of 3.2 Å and a bond 

angle cutoff of 110
o
. Values were calculated by averaging the occupancy per interaction 

down a single chain pair.  
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Figure 2.13. Average C2-H2—O4 HB angle RMSF per chain pair for the I� microfibril. 

Values were calculated by averaging the angle RMSFs per interaction down a single 

chain pair. 

Figure 2.14. Average C2-H2—O4 HB occupancy per chain pair for the I� microfibril. 

Individual HB occupancies were calculated with a bond length cutoff of 3.2 Å and a bond 

angle cutoff of 110
o
. Values were calculated by averaging the occupancy per interaction 

down a single chain pair. 
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Figure 2.15. Hydrogen bond switching behavior on the (100) surface of the I� 

microfibril. A HB cutoff of 3.2 Å and 110
o
 was employed. The C1-H-O6 and C3-H-O6 

hydrogen bonds are the native contacts. Results are shown only for the first 500 ps, but 

behavior is similar for the entire simulation.
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(A) 

(B) 

Figure 2.16. Ratio of actual number of hydrogen bonds found to the amount expected per 

glucose, based on glucose location in the microfibril cross-section, for both cellulose I� 

(A) and cellulose I� (B) microfibrils. Expected number of bonds was calculated using 

geometrical considerations. Hydrogen bond cutoffs were the same as those used in Figure 

2.3 of the main text. 
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Figure 2.17. Normalized solvent water density profiles above the 6 microfibril surfaces 

of the I� microfibril. 

 

Figure 2.18. Normalized solvent water density profiles above the 6 microfibril surfaces 

of the I� microfibril.
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Figure 2.19. Average solvent accessible surface area per glucose for the six surfaces of 

the I� microfibril. Errors are all less than 0.25 Å
2
.  

 

Figure 2.20. Average solvent accessible surface area per glucose for the six surfaces of 

the I� microfibril. Errors are all less than 0.25 Å
2
. 
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Chapter 3 

The Thermodynamics of Cellulose Solvation in Water and the Ionic Liquid 1-Butyl-

3-Methylimidazolim Chloride 

 

Abstract 

Cellulose is present in biomass as crystalline microfibrils held together by a 

complex network of intermolecular interactions, making it difficult to initiate its 

hydrolysis and conversion to fuels. While cellulose is insoluble in water and most organic 

solvents, complete dissolution of cellulose can be achieved in certain classes of ionic 

liquids (ILs).  The present study was undertaken to analyze the thermodynamic driving 

forces of this process and understand how the anions and cations comprising an IL 

interact with the different moieties of glucose residues to cause dissolution. All-atom 

molecular dynamics (MD) simulations were performed at two extreme states of cellulose 

dissolution, a crystalline microfibril and a dissociated state in which all the glucan chains 

of the microfibril are fully separated from each other by at least four solvation shells. MD 

simulations of the two states were carried out in water and in the IL 1-butyl-3-

methylimidazolium chloride (BmimCl) to provide a comprehensive analysis of solvent 

effects on cellulose dissolution. The results reveal two important molecular aspects of the 

mechanism of cellulose dissolution. The first is that the perturbation of solvent structures 

by the dissolved glucan chains can be a crucial factor in determining solubility, 

particularly for the insolubility of cellulose in water at 300 K. Second, both Cl
-
 and the 

Bmim
+
 ions of BmimCl interact with the moieties of glucose residues that form intersheet 

contacts, the most robust component in the interaction network of crystalline cellulose. 

Cl
-
 anions can form hydrogen bonds (HBs) with the hydroxyl groups of glucan chains 

from either the equatorial or axial directions. For Bmim
+
 cations, the calculated density 

profiles reveal that the contacts with glucan chains along the axial directions are closer 

than those along the equatorial directions. Based on the results of atomistic MD 

simulations, we propose that interacting with glucan chains along axial directions and 

disrupting the intersheet contacts of cellulose is an important ability of cellulose 

pretreatment solvents. 

 

3.1 Introduction 

 Lignocellulosic biomass has the potential to serve as a renewable feedstock for 

the production of transportation fuels.
1-8

 One of the primary routes to fuels under 

consideration involves the isolation of the cellulosic and hemicellulosic components of 

biomass, hydrolysis of these biopolymers to produce glucose and xylose, and subsequent 

fermentation of these sugars to produce ethanol or butanol. Alternatively, the sugars can 

be processed with chemical catalysis to produce a broad spectrum of products compatible 

with gasoline and diesel fuels. Releasing the carbohydrate fraction of biomass remains a 

major challenge since the cellulosic component is present in the form of microfibrils 

surrounded by amorphous hemicellulose, which in turn is encased in a wax-like lignin 

sheath.
9
 While hemicelluloses and lignin are amorphous materials, cellulose is 

crystalline, adding to the difficulty of processing this component. As a result, all current 

approaches for biomass conversion require harsh and expensive physical and/or chemical 
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pretreatment methods,
5,8,10,11

 and consequently there is considerable incentive to find 

alternative pretreatment technologies that could reduce the cost of converting 

lignocellulosic biomass to fuels.
10,12,13

 

 Recent studies have shown that all of the components of biomass can be dissolved 

in ionic liquids (ILs),
14-16

 salts that have melting points below 373 K. Of particular 

interest is the fact that crystalline cellulose can be dissolved in ILs, since the glucan 

strands of cellulose are held together by a robust interaction network that includes 

specific interactions consisting of classical OH—O hydrogen bonds (HBs) and 

nonconventional CH—O contacts that together help to render the material insoluble in 

water and most organic solvents.
17,18

 The intermolecular OH—O HBs, which are part of 

cellulose’s interchain interactions, act in the glucans’ equatorial directions and serve to 

bind neighboring sugar chains together to form flat sheets.
18-28

 The CH—O contacts form 

along the axial directions of glucose residues and contribute to the intersheet interactions 

holding glucan sheets together in crystalline cellulose microfibrils. In molecular 

dynamics (MD) simulations of cellulose microfibrils, the CH—O contacts of intersheet 

interactions were observed to be highly intransigent to surface exposure
18

 or microfibril 

twist,
29

 opposite the behaviors of the OH—O HB components of interchain interactions. 

The calculated glucan-glucan interaction energies in cellulose microfibrils are stronger 

for intersheet interactions than for interchain interactions,
18

 and path optimization and 

free energy simulations of cellulose deconstruction further affirm that intersheet 

interactions are the main cause of recalcitrance.
30

 The signature of stronger intersheet 

than interchain interactions are also revealed in restrained dissociations of small, soluble 

model carbohydrates
31-33

 which showed that association energy or free energy via axial 

stacking is greater than that via equatorial pairing. 

While there are innumerable anion-cation pairs that might be considered as 

solvents for cellulose, the best ILs are those that contain a heterocyclic ring (imidazole or 

pyridine) substituted with alkyl side-chains as the cation (e.g., 1-butyl-3-

methylimidazolium) and a conjugate inorganic base anion (e.g., chloride, acetate).
14,34,35

  

With such ILs, cellulose solubilities up to 25 wt % have been achieved at moderate 

temperatures.
14

 However, little is known about the means by which ILs promote the 

dissolution of cellulose. The predominant explanation is that the anions of the IL form 

hydrogen bonds with the hydroxyl groups of the glucan units, thereby weakening the 

hydrogen bonding between glucan strands. This theory is supported by several 

experimental and computational investigations that have used water-soluble substrates as 

model solutes. NMR relaxation experiments carried out with solutions of glucose or 

cellobiose in 1-butlyl-3-methylimidazolium chloride (BmimCl) show a strong 

stoichiometric correspondence between IL anions and glucan hydroxyl groups.
36,37

 The 

formation of OH—anion HBs has also been observed in MD simulation studies,
30,38-40

 

and the interaction energy between a glucan residue and an IL anion has been found to be 

stronger than that between a glucan residue and a water or methanol molecule in the 

liquid phase.
41

 While a strong dependence of cellulose solubility on the hydrogen-

bonding properties of anions is observed,
14,35

 OH—anion HBs alone are not sufficient to 

explain the solubility of cellulose in different ILs. The cation identity also affects the 

solubility. The length of the alkyl chains and the structure of the charge-bearing ring of 

the cation (e.g. imidazolium, pyridinium) both change cellulose solubility.
14,34

 Since a 

definite set of cation-mediated modes of interaction has not yet been identified, the roles 
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of cations are considered mostly non-specific or indirect.
36,37,39

 Furthermore, the strong 

electrostatic coupling between anions and cations indicate that their interactions with 

cellulose are likely collective. The multifaceted nature of IL molecules complicates the 

characterization of their interactions with cellulose and an integrated approach is thus 

needed.    

 The present investigation was undertaken in order to elucidate the IL-mediated 

interactions leading to cellulose dissolution to establish a molecular basis for improving 

IL-based pretreatment strategies or designing novel pretreatment solvents. All-atom MD 

simulations of cellulose were carried out for two different states, a crystalline microfibril 

and a state in which the glucan chains of the microfibril are fully dissociated. These two 

extremes were taken to represent crystalline and dissolved cellulose, and are used to 

understand the modes by which the anions and cations of the IL interact with the glucan 

strands. Each state was solvated in water or BmimCl to compare and contrast how the 

two solvents modulate the relative energies of the microfibril and dissociated states. The 

solvent structures around glucan chains and on the surfaces of the microfibril were 

examined to study the specific interactions mediated by the cations and anions of the IL. 

 

3.2 Methods 

 

 An all-atom force field of BmimCl was developed using a standardized 

parameterization prodecure
42-44

 for compatibility with the existing CHARMM
45

 

carbohydrate force fields,
46,47

 which have been validated against thermodynamic and 

structural data for several monosaccharides
46

 and cellulose.
18

 In short, atomic charges and 

intramolecular potentials were obtained by fitting against the interaction energies and 

geometries obtained from ab initio calculations at the HF/6-31G* level.  The resulting 

force field was then validated by comparing the calculated thermodynamic properties 

with experimental measurements. The reported thermodynamic data of BmimCl include 

liquid density at 360 K and 1 atm
48

 and heat capacities at different temperatures,
49

 all of 

which were used for force field development. The atomic and intramolecular parameters 

were adjusted iteratively to ensure accuracy of both molecular structures and 

thermodynamic properties. A comparison of the results obtained using our optimized 

force field with the available experimental data is shown in Figure 3.1. Although the 

density is predicted accurately by our BmimCl force field, the heat capacities are 

consistently overestimated by ~10%. Classical force fields often overestimate heat 

capacity compared to ab initio calculations due to the use of harmonic potentials.
50

 

Additionally, since the anion and cation retain their formal charges in our model, the lack 

of polarizability may lead to enhanced cage effects and energy variations, causing the 

small overestimation of heat capacity.
51,52

 However, in this work, MD simulation results 

are used only for energy comparisons between states of cellulose dissolution, which 

mitigates the biases of any single trajectory caused by the use of fixed-charge force 

fields, or for structure characterizations. Previous work has shown that the use of fixed-

charge models in MD simulations is able to capture IL structures in the liquid state 

accurately as compared to those measured by neutron diffraction.
53,54

 More details of the 

development and validation of the force field are provided in the supporting information 

(SI). 



�

�	�

Two model states of cellulose were constructed to contrast the thermodynamic 

and solvation properties of crystalline and dissolved cellulose. Both states contained 36 

glucan chains, each with a length of 16 glucan units.  The crystalline state was taken to be 

a cellulose I�
55

 microfibril.
9,18,56

 The I� allomorph is the most stable form of naturally 

occurring cellulose.
57,58

 In the fully dissociated state, the 36 chains were arranged into a 

6-by-6 grid with a spacing of at least 4 solvation shells between chains (16 Å in water 

and 30 Å in IL). Cross sections of the two model states are shown in Figure 3.2A-B.  

Both states were solvated in either TIP3P
59

 water or BmimCl and have the same number 

of total atoms and composition for a given solvent choice. The cellulose/water 

simulations contained 28443 waters, and the cellulose/IL simulations contained 12180 

BmimCl pairs.  These correspond to a mass fraction of cellulose of 0.15 in water and 0.04 

in BmimCl, well within the solubility range of the latter system.
14,35

 

Simulations were performed with the NAMD software
60

 at constant temperature 

and pressure (1 atm) conditions using the Langevin thermostat and Nose-Hoover 

Langevin barostat.
61,62

 The SHAKE algorithm was used to constrain the length of all 

covalent bonds to hydrogen.
63

 Cellulose/water trajectories were generated at 300 K, 325 

K, and 350 K, and cellulose/IL trajectories at 425 K, 450 K, and 500 K.  We simulated 

the BmimCl systems at temperatures elevated compared to the melting point (340 K
64

) 

for accelerated dynamics. At the start of all simulations, harmonic restraint potentials 

were placed on all C1 sugar carbons (force constant 5 kcal/mol/Å
2
 for water systems and 

10 kcal/mol/Å
2 
for IL systems) to keep the glucans around their initial positions.  After 

15000 steps of energy minimization, the systems were heated gradually to their target 

temperatures and equilibrated for at least 5 ns for the cellulose/water systems and 15 ns 

for the cellulose/IL systems. After equilibration, the harmonic restraints were removed 

except for those on the terminal glucans of each chain to retain the system in the 

microfibril or fully dissociated state. Since cellodextrins in water exist in extended chain 

conformations,
32,65,66

 the effects of the remaining restraints on biasing the conformations 

of the individual glucan chains are likely insignificant. A comparison of the glycosidic 

linkage torsion angles sampled in our trajectories with those from the simulation of free 

short-chain cellooligomers in water
65

 shows a similar distribution (See the SI for further 

details). We also conducted additional simulations in which all harmonic restraints were 

removed after equilibration, i.e., ‘free’ simulations, to examine chain collapse behaviors 

in water and in BmimCl. For all simulations, a time step of 2 fs was employed, and the 

particle mesh Ewald (PME) sum was used to calculate long-range electrostatic 

interactions. Data was taken from production runs of at least 15 ns with frames saved 

every 1 ps for analysis from the cellulose/water trajectories and from runs of at least 30 

ns with frames saved every 2 ps from the cellulose/IL trajectories.  The simulation 

lengths of both system types were examined to ensure the convergence of solvent 

structures by comparing the solvent density profiles calculated from sub-portions of the 

trajectories. See the SI for further details. 

Three-dimensional plots for the number density of solvent molecules around 

dissociated glucan chains were generated in the following manner. First, a local Cartesian 

coordinate system was created for each glucan in a trajectory frame. For a given glucan, 

the vector that connects the two O4 ether oxygens that bound it defines the z-axis.  A 

pseudo-x-axis was defined as the average directions of the C2-O2 and C3-O3 bonds. The 

cross product of the z- and pseudo-x-axes then defines the y-axis, and the cross product 
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of the y- and z-axes defines the x-axis.  This methodology assigns the x-axis along the 

equatorial direction and the y-axis along the axial direction of the selected glucan.  The 

origin of the coordinate system was chosen to be the center-of-mass of the glucan ring. A 

schematic of the process for creating the glucan-centered coordinate system is shown in 

the SI (Figure 3.17A).  After creating a local Cartesian coordinate system for a glucan, 

the space around the glucan was discretized into small cubic volumes of side length 0.25 

Å, and the occupancy of each grid point was calculated. This process was repeated and 

averaged over all glucans and frames in a trajectory to determine the three-dimensional 

number density distributions, which are normalized by the density of pure solvent at the 

same temperature and pressure. To determine locations of the non-monatomic solvent 

molecules, the center of mass of the whole molecule was used for water, while the center 

of mass of the imidazolium ring, the solitary methyl group, and the first methyl group off 

the imidazolium ring in the butyl group was used to represent the charge-carrying portion 

of the Bmim
+

 cation, which we name the ring site.  The center of mass of the remaining 

atoms of the Bmim
+
 cation is then the tail portion. The distribution of Bmim

+
 tails is 

presented in the SI (Figure 3.20). 

To calculate the solvent density profile as a function of cylindrical radius around a 

glucan chain, i.e. the cylindrical radial distribution function (RDF), the center of mass of 

each glucan ring was determined. The vector connecting the centers of masses of 

sequential glucans is defined as the z-axis of the cylinder associated with a pair of 

neighboring sugar units. The length of the inter-center-of-mass vector defines the length 

of the cylinder within which the density profile along the radial direction was calculated. 

The distance from each solvent molecule to the local z-vector was then calculated, 

binned, and averaged over all neighboring glucan-glucan pairs and frames to determine 

the cylindrical RDF. A schematic representation of the construction of a cylindrical 

coordinate system for a glucan pair is shown in the SI (Figure 3.17B). 

 

3.3 Results and Discussion 

 

3.3.1 The Insolubility of Cellulose in Water 

 

Figure 3.3 shows the differences in the average total potential energies between the 

dissociated and microfibril states of cellulose in water and BmimCl at several 

temperatures, normalized by the number of glucans. In water, the two states are nearly 

isoenergetic at 300 K. At higher temperatures, the dissociated state has increasingly 

higher potential energies in water, as the heat capacity of the more disordered state is 

larger.
67

 The calculated energy differences from simulating these polymeric materials 

agree semi-quantitatively with the measured solvation enthalpies of monosaccharides, ~1 

kcal/mol, over the investigated temperature range.
68,69

 The increase with temperature of 

the potential energy of the dissociated state relative to the microfibril state is also in line 

with the temperature dependence of the solvation enthalpy of glucose.
68

 Higher potential 

energies of the dissociated state at elevated temperatures represent part of the 

thermodynamic penalty of dissolving cellulose in water. 

Although the microfibril and dissociated states of cellulose are isoenergetic at 300 

K in water, collapse of glucan chains was observed in the free simulation after removing 

the restraint potentials at the chain ends used for keeping the glucan chains in a 
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dissociated state. The amorphous aggregate at the end of the free simulation is shown in 

Figure 3.4A. The number of glucan-glucan contacts, defined as the number of glucan 

atoms within 3 Å of any other glucan atom in any other chain, increased by a factor of 

two over the length of the free simulation (Figure 3.4B). Analyzing the different 

components of interaction energies in the system during chain collapse revealed that the 

loss of glucan-water contacts increased the glucan-water interaction energy (Figure 

3.4B), but was compensated by enhanced water-water and glucan-glucan interactions 

(Figure 3.4C). As a result, the total potential energy does not show any significant drift 

during the free simulation (Inset, Figure 3.4C). The magnitude of the change in energy of 

the system, ~40 kcal/mol, as calculated from the differences in the potential energies of 

the first and last 10 ns of the trajectory, is small compared to the size of a typical 

potential energy fluctuation, 270 kcal/mol (The running average of the potential energy 

of the system is included in the SI, Figure 3.22). Thus chain collapse is considered nearly 

isoenergetic at 300 K. This result is in line with the data in Figure 3.3, which show that 

the microfibril and dissociated states of cellulose are also nearly isoenergetic at 300 K. 

Therefore, the chain collapse in water near room temperature observed in our atomistic 

MD simulations is considered entropy driven, and solvent structures near different states 

and conformations of cellulose are expected to play an essential role in the insolubility of 

cellulose in water.
18

 A similar ‘free’ simulation performed at 300 K with a smaller 

system, 18 10-mer glucan chains in water, showed identical results, i.e. a collapse of the 

chains with no drift in total potential energy (See the SI for further information). To 

analyze how glucan chains affect solvent structures, we discuss next the number density 

of water molecules around the dissociated glucan chains and on the surfaces of a 

microfibril. 

In Figure 3.5A-B, the three-dimensional distribution of water density around the 

dissolved glucan chains is plotted as a contour map.  Regions of high water density can 

be observed around the interchain OH—O HB forming OH groups on both the equatorial 

and axial sides of the glucan ring.
18,70

 In addition to regions near the HB donors and 

acceptors of the glucan units however, high water density was also observed above and 

below the planes of the glucan rings near the CH groups protruding outward in the axial 

direction (Figure 3.5A-B). Inspection of water structures in this region reveals that the 

lack of hydrogen bonding ability with the aliphatic CH groups gives rise to a denser 

water-water interaction network nearby, a signature of small-scale hydrophobic effects.
71

 

The amphiphilicity of glucan chains thus results in a peculiar ordering of water around 

the dissociated cellulose. We also calculated the average density profiles of water as a 

function of the cylindrical radius around a dissociated chain, and the results are shown in 

Figure 3.5C. The two peaks in the first shell at 3.8 and 4.8 Å correspond to the high water 

density regions in the axial and equatorial directions of a glucan chain, respectively. 

The amphiphilicity of glucan units and the distribution pattern of exposed groups on 

the surfaces of a cellulose microfibril give rise to distinctive water structures at different 

solid-liquid interfaces. On the hydrophobic surfaces that expose CH groups, significant 

water ordering was observed, whereas on the hydrophilic surfaces of a microfibril, which 

expose mostly hydroxyl groups, solvent ordering was much less prominent.
18

 Since the 

water-ordering CH groups in the dissolved state of cellulose are solvent accessible, chain 

collapse occurred spontaneously in the free simulation to reduce their exposure. This 

entropy-based mechanism is supported by the observation that the total potential energy 
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does not drift during chain collapse (Figure 3.4C). Our results indicate that the 

amphiphilicity of glucan chains and their tendency to restrict available water network 

structures are dominant causes of the insolubility of cellulose in water.  

 

3.3.2 Dissolution of Cellulose in BmimCl 

 

Figure 3.3 shows that the potential energy of the dissociated state of cellulose in 

BmimCl is lower than that of the microfibril state, indicating more favorable interactions 

of BmimCl molecules with dissociated glucan chains than with the microfibril. Increasing 

temperature reduces the difference in potential energy since the more disordered state has 

a higher heat capacity, but for all investigated temperatures, the dissociated state has a 

lower potential energy in BmimCl, indicating the enthalpic driving force for cellulose 

dissolution in the IL. In the free simulation in BmimCl at 450 K, the dissociated glucan 

chains showed no sign of collapse and remained separated over a 45 ns MD simulation. 

These results are consistent with the observation that BmimCl can dissolve cellulose at 

the concentration (4 wt %) used in the present simulations. 

To analyze the interactions of BmimCl molecules with glucan chains in the 

dissociated state, we calculated the three-dimensional density distribution of Cl
-
 anions 

and Bmim
+
 cations around the dissolved glucan chains. The average Cl

-
 density around a 

dissolved glucan unit, normalized by the bulk value, is shown in Figure 3.6A,C.  As 

expected from NMR measurements and MD simulations of glucose or cellobiose 

molecules dissolved in IL,
36-39

 Cl
-
 anions form HBs with the OH groups of dissolved 

glucan chains and regions of high Cl
-
 density are evident around the hydroxyl groups. 

Well-defined regions of high Cl
-
 density can be observed around the O2-H and O3-H 

groups as well as in between them (Figure 3.6A,C). Near the C6 hydroxymethyl group, 

which samples different rotameric states in solution, discrete regions of high Cl
-
 density 

can also be found about the circumference of the C6-O6-H rotation. We found that Cl
-
 

anions can form individual OH—Cl
-
 HBs with each hydroxyl group in a glucan unit as 

well as shared HBs between neighboring OHs in the same residue or across two adjacent 

residues along a glucan chain.  Calculation of the coordination number of Cl
-
 up to the 

first minimum in the sugar-anion radial distribution function gives two anions per glucan 

and an average anion-to-OH ratio of 2:3. This value is similar to the reported 4:5 anion-

to-OH ratio from MD simulations of glucose in 1,3-dimethylimidazolium chloride
39

 and 

the 1:1 ratio derived from NMR measurements of cellobiose solvated in BmimCl
36

 in that 

it shows a strong stoichiometric association between the sugar OH groups and the Cl
-
 

anion. The anion-to-OH ratio is lower here than for those with glucose or cellobiose due 

to the use of polymeric solutes in our simulations (More discussion is provided in the SI). 

While the density distribution of Cl
- 
anions establishes their formation of HBs 

with the equatorial hydroxyl groups of glucose residues, the density distribution of the 

centers of masses of Bmim
+
 cation rings shown in Figures 3.6B,D reveals closer contacts 

to the axial moieties of glucan chains than to the equatorial ones. In Figure 3.6D, large 

volumes of high-density regions of Bmim
+
 rings are observed over the glucan rings of the 

chains. Next to the axial moieties of glucose residues, the high-density regions of Cl
-
 and 

Bmim
+
 rings have similar distances to the glucans, whereas near the equatorial groups, 

the high-density zones of the cations are further away from the sugars than those of the 

anions (more details are provided in the SI). Therefore, both Cl
-
 and Bmim

+
 rings interact 
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with glucan chains along axial directions, but close equatorial contacts are dominated by 

Cl
-
 anions. In the MD simulations of the dissociated and microfibril states, the observed 

signatures of ring-ring stacking between the Bmim
+
 cations and sugar rings in dissociated 

glucan chains or those packed on a cellulose microfibril are weak, in agreement with 

earlier simulations of dissolved glucose molecules in BmimCl
39

 (see the SI for further 

discussion). It is also clear from Figure 3.6 that the Bmim
+
 and Cl

-
 density are arranged in 

a highly complementary manner, each ion occupying specific regions near a glucan chain 

while maintaining local charge neutrality. This result, combined with the lower potential 

energy of the dissociated state of cellulose compared to the microfibril state in BmimCl, 

indicates that the specific interactions between BmimCl and the amphiphilic glucan 

chains are compatible with the electrostatic coupling between cations and anions. 

 The liquid-state structures of BmimCl around a glucan chain can be further 

illustrated by cylindrical density profiles. In Figure 3.7, we plot the cylindrical density 

profiles of the Cl
-
 anion and the three electrophilic hydrogen atoms of the Bmim

+
 ring. It 

is clear that the density distribution around a glucan chain of BmimCl atoms with 

opposite partial charges oscillate and plateau after around ~14 Å from the chain. 

Converting the structural distributions of BmimCl atoms around a glucan chain into a 

charge distribution based on their partial charges clearly shows that electrostatic coupling 

strongly influences the liquid-state structures of BmimCl.  The first layer of high positive 

charge density around a glucan chain in Figure 3.7 results from the three electrophilic 

hydrogen atoms on the Bmim
+
 ring.  This result is also in line with the observation shown 

in Figure 3.6B,D that the centers-of-mass of the Bmim
+
 rings are positioned near the 

ether oxygen atoms, which carry a negative partial charge. The second layer of high 

charge density around a glucan chain is negative and comes from Cl
-
 anions as expected.  

Further away from the glucan chains, alternative layers of positive and negative charges 

can be observed and are coherent with the density profiles of Cl
-
. 

In both water and BmimCl, the molecular structures of the amphiphilic glucan 

chains modulate the nearby solvent structures. The structure of the hydrogen-bonding 

network of water molecules depends on their proximity to the polar hydroxyl groups or 

the aliphatic CH groups of the glucan chains. In BmimCl, anions form HBs with 

hydroxyl groups whereas the Bmim
+
 rings of cations have closer contacts with the ether 

oxygen atoms and CH groups along the axial directions of glucose residues than with 

those groups in equatorial positions. The tail portions of the cations have a similar pattern 

of contacts with glucan chains as the Bmim
+
 rings. The electrostatic coupling of BmimCl 

also leads to oscillatory charge density profiles around the glucan chains. Such spatial 

distributions of solvent molecules are expected to affect the diffusion of catalyst 

molecules to the ether linkages as well as the complexation of cellulase enzymes with 

glucan chains. Therefore, the reactivity and stability of molecular catalysts or enzymes 

with glucan strands can be expected to depend on the solvation structures and charge 

distributions around the dissolved chains. Thus, in addition to the dissolution of cellulose, 

the amphiphilicity of glucan chains and the surrounding arrangement of solvation 

structures also have significant impacts on the hydrolysis of the dissolved polymer 

chains. 
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3.4 Conclusions 

 

 We have performed all-atom MD simulations with the aim of understanding the 

molecular origin of the insolubility of cellulose in water and its solubility in BmimCl. 

Two extreme states of cellulose were considered, a crystalline microfibril state and a 

dissociated state in which the glucan chains are fully detached from each other (Figure 

3.2). Comparing the average potential energies of the two states reveals a thermodynamic 

driving force for the dissolution process: the dissociated state has an equal or higher 

potential energy in water and a lower potential energy in BmimCl (Figure 3.3). 

Furthermore, starting from the dissociated state, chain collapse occurs spontaneously in 

water at 300 K, during which the potential energy does not drift away from its initial 

value. This result, combined with the analysis of water structures near the glucan chains 

(Figure 3.5), indicates that the insolubility of cellulose in water originates mostly from 

reduction in solvent entropy.  

 The Cl
-
 anions of BmimCl form strong HBs with the hydroxyl groups of the 

glucan chains of cellulose in both the equatorial and axial orientations, which would help 

to replace the interchain as well as intersheet interactions of cellulose lost upon 

dissolution. The Bmim
+
 cation rings also interact with glucan chains, with the contact 

distances to glucose residues along axial directions smaller than those along equatorial 

directions. Therefore, cation-glucan interactions also appear to be an important 

compensator for lost cellulose intersheet interactions. Furthermore, a clear 

complementarity in the density profiles of Bmim
+
 and Cl

-
 is observed around glucan 

chains. This result and the observation that the dissociated state of cellulose has a lower 

potential energy than the microfibril state in BmimCl indicate that the electrostatic 

coupling between Bmim
+
 and Cl

-
 is compatible with the presence of aliphatic glucan 

chains.  

Together, the results presented in this work highlight two mechanistic insights for 

the dissolution of cellulose by solvent-mediated interactions. First, in water, the 

perturbation of solvent structures by dissolved glucan chains is a dominant factor in 

limiting solubility by leading to the entropic penalty of the free energy cost of 

dissolution. Second, in BmimCl, in addition to interacting with the equatorial moieties of 

glucose residues that form interchain interactions in cellulose, both the Cl
-
 and the Bmim

+
 

ions were found to interact with glucose residues along their axial directions, along which 

the intersheet interactions in cellulose are formed. Cl
-
 anions can form HBs with hydroxyl 

groups from the axial directions of sugar rings while Bmim
+
 cations make contacts with 

the donors and acceptors of intersheet CH—O HBs. Solvent molecules contacting 

glucose moieties along axial directions is important since intersheet interactions are the 

most intransigent component in the interaction network of cellulose.
18

 Therefore, we 

propose that the formation of solvation environments that are effective in interacting with 

glucan chains along both equatorial and axial directions, as in BmimCl, is likely an 

indicative signature of an effective pretreatment solvent.  
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3.6 Supporting Information  

 

3.6.1 Force Field Validation 

 

 Equation 3.1 gives the basic energy function for the CHARMM force field.  

Initially, partial charges and Lennard-Jones, bond, angle, and dihedral parameters were 

taken from established CHARMM force fields for similar molecular moieties. To develop 

our BmimCl force field, we followed the methodology outlined in the CHARMM 

literature,
42-44

 which involves matching atomic, molecular, and thermodynamic properties 

with ab initio or experimental results in an iterative manner.  Atomic properties were 

varied in order to match the geometries and interaction energies of several minimum 

energy TIP3P water/BMIM
+
 complexes found from ab initio calculations at the HF/6-

31G* level of theory with Q-CHEM.
72

 Figure 3.8 shows the five BMIM
+
 interaction 

regions we probed via water complexation. In Table 3.1 we compare the results of the 

quantum calculations with those from CHARMM, which show good agreement overall.  

Next, we adjusted harmonic bond and angle constants to match the vibrational structure 

of the BMIM
+
 cation in CHARMM with the same for BMIM

+
 from HF/6-31G*/MP2 ab 

initio calculations, shown in Figure 3.10. Last, we adjusted the force field dihedral 

parameters to match the minimum energy torsion angle profiles calculated from HF/6-

31G*/MP2 quantum calculations.  We show two examples in Figures 3.11A-B.  Once the 

force field was constructed, we validated it against thermodynamic density and heat 

capacity data, as discussed in the main text.  If our simulation results did not agree with 

the experimental data, we repeated through the entire process again until agreement was 

reached.  Also, we only adjusted the parameters of the Bmim
+
 cation.  The parameters of 

the Cl
-
 anion were kept the same as in the standard CHARMM force field.  The final 

force field is found in Table 3.2 and atomic labeling of BMIM
+
 in Figure 3.9. 

 

3.6.2 Cl
- 
Density Around the Dissolved Glucan Chains 

 

 In Figure 3.12 we plot the average Cl
-
 cylindrical g(r) and coordination number 

about the dissociated chains in BmimCl at 450 K.  The Cl
-
 coordination number reaches 

two at the first minimum in the anion-glucan g(r).  Since there are three OH groups per 

glucan in the cellodextrin chains, this gives an anion:OH ratio of 2:3.  On average, each 

of these Cl
-‘
s is involved in one glucan-anion HB.  In Figure 3.13 we plot the average 

number of OH—Cl
-
 HBs formed per glucan for an increasing H—Cl

-
 HB distance cutoff 

for the dissociated chains at 425 K, 450 K, and 500 K (a constant OH—Cl
-
 angle cutoff 
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of 130
o
 was used for all calculations).  At all temperatures, the number of HBs plateaus at 

a value of approximately 2 at a distance cutoff of around 2.5 to 3 Å (This distance is 

larger than the typical values of ~2 Å for traditional OH—O HBs due to the larger size of 

Cl
-
 compared to oxygen).  This is exactly the same number of anions in the coordination 

shell of the glucans, thus each glucan-coordinated Cl
-
 is also hydrogen-bonded to a 

glucan.  Fluctuations away from this value occur when an OH does not have a Cl
-
 to HB 

with, or when a single Cl
-
 is shared between two neighboring OH groups.  Earlier MD 

work
39

 and NMR experiments
36,37

 in imidazolium-based ILs showed a greater number of 

HBs to each glucan per OH group.  However, these were for either glucose or cellobiose.  

Here, the presence of an extended chain changes the ability of the glucan and solvent to 

form HBs. 

 

3.6.3 Bmim
+
 Ring Stacking 

 

Glucan ring-Bmim
+
 ring stacking is not a prominent packing motif for both the 

dissociated and microfibril states of cellulose. The order parameter we used to quantify 

ring-ring stacking was the absolute value of the dot product of two unit vectors, one 

defining the average plane of a glucan ring or microfibril surface and the other the 

average plane of a Bmim
+
 ring.  This parameter ranges from zero to one, zero meaning 

the two rings are orthogonal, and one, the two are stacked.  For the dissociated chains, 

this parameter was calculated locally about each glucan after the local solvent volume 

was divided up into a three-dimensional grid, and then averaged, much like in the 

calculation of the three-dimensional density in the main text.  For the microfibril, the 

glucan vector was taken to be the vector perpendicular to the microfibril surface closest 

to the selected cation ring.  A second calculation was also done for both cases, wherein 

the order parameter value for each grid point was set to zero if the Bmim
+
 density for that 

point was less than the bulk value, and was left untouched otherwise.  We used this as a 

filter to test if ring-ring stacking coincided with density localization.  In Figures 3.14A-B 

for the dissociated chains, and Figure 3.15A for the microfibril we show that per grid 

point, there is a high amount of ring-ring ordering for both states of cellulose.  However, 

after applying our filter (Figure 3.14C-D, 15B), we see that the amount of stacking is 

actually low, as many of the regions of high order have been removed.  For the 

dissociated chains, the volume of prominent stacking shrinks considerably, and the order 

parameters values of those points that remain are low, around 0.7.  For the microfibril, 

the only surface that still exhibits stacking is the top face.  Ring-ring stacking is not 

prominent in regions of high Bmim
+
 density.  If stacking were energetically favorable, it 

would also cause density localization.  However, after filtering, only small volumes of 

both cation localization and ring-ring stacking were found centered directly above or 

below the glucan rings or near the microfibril faces.  We conclude that the limited 

stacking that does occur occurs by excluded volume effects and hindered rotational 

orientations of the Bmim
+
 near the glucan rings.   
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3.6.4 Effects of Terminal Carbon Restraints on the Flexibility of Glucan Chains 

 

The main goal of using restraints on the C1 carbons of the terminal glucan rings 

of the dissociated chains is to prevent their overall translation and rotation and maintain a 

dissociated cellulose conformation. Here we show that the effects of the restraint 

potentials on chain flexibility are small.  The densities of backbone torsion angles are 

almost identical to those observed in the simulations of free cellodextrins in water at the 

same temperatures.
65

 In Figure 3.16 we show the distribution of the two torsion angles 

around the glycosidic linkages (�: O5
’
-C1’-O4-C4, �: C1’-O4-C4-C5) at 300 K for the 

dissociated chains.  The glucans effectively sample from only a single region of 

parameter space, around (-90
o
, -150

o
).  Studies of free cellodextrins in water using the 

AMBER/GLYCAM force field show a similar distribution, but with secondary regions of 

torsion angle space more populated.
65

 However, the differences in the relative population 

of the region around (-90
o
, -150

o
) between our studies of those of the AMBER work are 

small, 99% compared to ~96-99% depending on chain length.  Also, differences can be 

attributed in part to the use of different force fields between the two studies. A 

comparison of high temperature cellulose conformations generated with either the 

AMBER/GLYCAM or CHARMM/C35 force field showed an overall agreement between 

the two force fields but with small differences in relative populations of different 

conformers,
73

 much like we see here. 

With regards to chain length and end-to-end distance, while the end restraints do 

force the chains into an extended conformation, earlier work
32,65,66

 has shown that 

isolated small length cellodextrins also adopt a locally-linear extended geometry in water, 

and do not form coiled or helical structures.  Our own simulations fall under this small 

length regime, as the 16-glucan long chains lengths, ~8 nm, are less than persistence 

length estimated for aqueous solutions, 10.6 nm,
65

 and those found in aqueous metal 

complexes, 10-15 nm.
74

 Furthermore, although a single atom of each chain end is 

constrained, the remaining portions of the glucans are free to move, and the chains as a 

whole still retain a high degree of conformational flexibility. Therefore, placing restraints 

on the C1 carbons of the terminal rings does not result in a significant conformational 

deviation from the behaviors of isolated cellodextrin chains. 

 

3.6.5 Creation of Local Coordinate Systems for the Three-Dimensional Density Plots 

and Cylindrical RDFs 

 

 In Figure 3.17A, we show a schematic for the creation of the local Cartesian 

coordinate system for a given glucan used in finding the average three-dimensional 

solvent number densities. As mentioned in the main text, the z-axis is the unit vector in 

the direction of the vector that connects the two oxygens that make up the glycosidic 

linkages fore and aft of the selected glucan in the chain.  A pseudo-x-axis, called the x’-

axis, is defined as the unit vector that is the average of the unit vectors along the C2-O2 

and C3-O3 bond vectors.  The cross product of the z- and x’-axes is then the y-axis, and 

the cross product of the y-and z-axes then defines the x-axis.  An axes triad is shown in 

the lower right of the figure.  The y-axis is coming out of the plane of the image. The 

center-of-mass of the glucan ring (The C1, C2, C3, C4, C5, and O5 atoms) is defined as 

the origin of the coordinate system. 
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 In Figure 3.17B we show an example of the cylindrical coordinate system method 

we used to calculate the cylindrical RDFs.  For a given pair of neighboring glucan units 

in a chain, a vector is created that connects the centers of mass of their two rings (ring 

centers-of-mass are defined as above for the three-dimensional number density 

calculations).  This vector is taken to be the z-axis of a cylindrical coordinate system.  

Then, two planes are constructed, which represent the ends of the cylinder.  The planes 

are orthogonal to the cylinder’s z-axis and each passes through one of the two glucan 

rings’ centers-of-mass, one for each end.  Only solvent molecules that lie between these 

two planes are considered when constructing the cylindrical RDF; in the figure, of the 

two hypothetical water positions, only the lower one would be included in the RDF for 

that cylinder (or glucan-glucan pair).  This process is repeated over all consecutive glucan 

ring pairs to construct the average RDF. 

 

3.6.6 Chain Collapse in the ‘Free’ 18 Chain System  

 

An additional ‘free’ simulation of glucan chains in water was carried out. This 

system contained 18 chains, each with 10 glucose residues, instead of the 36 chain, 16 

residue per chain system presented in the main text.  The chains were solvated in 10304 

TIP3P waters, giving a sugar mass fraction of 0.14.  The simulation was performed at 300 

K in the same manner as the larger free glucan/water system described in the main text.  

The only differences in methodology between the two was that for this smaller system, 

time zero was taken as the time of release of the restraints on the glucan atoms, and that 

the simulation was run for a total of 100 ns, longer than the 40 ns duration of the larger 

system.   

We show the results of this simulation in Figure 3.18.  The total potential energy 

of the system also shows no overall drift over the course of the simulation, while the 

number of contacts between chains (same as defined as in the main text) increases 

steadily during the first 60 ns and then varies about a plateau value of ~1100 for the 

remainder of the simulation. As in the case of the larger system, glucan chain collapse 

occurred spontaneously without an accompanying change in total potential energy, and 

therefore the collapse is entropically driven.  

 

3.6.7 Convergence of Solvent Structures 

 

 In Figure 3.19 we show the cylindrical g(r)’s for water at 300 K, and Cl
-
 anion 

and total Bmim
+
 cation at 450 K, around the dissociated glucan chains, calculated using 

either the entire simulation trajectory, its first half, or its second half.  In water, the 

solvent structure profiles are indistinguishable.  In IL, the two density profiles are also 

effectively identical. Overall, the two figures show that the there is no appreciable 

difference in solvent structures of the two systems between the two halves of their 

simulation trajectories, and that the overall solvent structures have indeed converged over 

the length of our simulations. 
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3.6.8 Three-Dimensional Solvent Structures 

 

  We show the coarse-grained distribution of the alkyl tail group of Bmim
+
 in 

Figure 3.20.  This ‘tail’ site is defined as the center of mass of the last three methyl 

groups of the butyl chain of Bmim
+
 (or alternatively, the terminal propyl group of that 

butyl chain).  This site incorporates all Bmim
+ 

atoms not included in the Bmim
+
 ring site 

described in the main text.  In the axial direction, locations of high tail number density 

are present by the glycosidic linkages (Figure 3.20B), like in the case of the Bmim
+
 rings.  

In the equatorial direction however, there is a comparative lack of tail number density.  

This is different than the case of the Bmim
+
 rings, where there were still high number 

density regions in the equatorial direction, albeit at positions further away from the 

glucans than in the axial direction. So, while both Bmim
+
 groups favor axial localization 

over equatorial localization, the way in which this preference exists differs.  

We show the combined densities of all three BmimCl groups (Cl
-
, Bmim

+
 ring, 

Bmim
+
 tail) in Figure 3.21.  In the axial direction, all three sites have zones of high 

number density approximately equal in distance to the glucan, while in the equatorial 

direction, the high density zones are staggered, with the Cl
-
 regions closer to the sugar 

than the Bmim
+
 ring regions.  This staggering of anion and cation localizations may 

explain in part the lack of tail density in this direction, as this space is needed for the 

excess-charge carrying portions of the Bmim
+
 cations to maintain local neutrality. 
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Table 3.1. Comparison of the water/Bmim
+
 minimum energy complexes’ interaction 

energies and geometries between the HF/6-31G* quantum calculations and the 

CHARMM force field. 

 

  

Interaction Energy 

(kcal/mol) 

Hydrogen Bond Distance 

(Å) 

Site HF/6-31G*  CHARMM  HF/6-31G* CHARMM 

1 -8.77 -8.81 2.72/2.54a 2.58/2.38a 

2 -8.28 -8.68 2.54 2.22 

3 -11.01 -10.94 2.30 1.99 

4 -11.68 -11.40 2.10 2.02 

5 -9.12 -9.52 2.38 2.26 

 

 
a
Water at Site 1 has two water-Bmim

+
 HBs in its minimum energy geometry, to 

hydrogens HE1 and HE2 (See Figure 3.9 for Bmim
+
 labeling). 
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Table 3.2A. CHARMM topology file for Bmim
+

. 

 

MASS   100 CC32A   12.01100  C 

MASS   101 CC33A   12.01100  C 

MASS   102 CPH1    12.01100  C 

MASS   103 CPH2    12.01100  C 

MASS   104 HP       1.00800  H 

MASS   105 NR3     14.00700  N 

MASS   107 HG       1.00800  H  

MASS   108 HAC2     1.00800  H  

MASS   109 HAC3     1.00800  H  

 

RESI BMIM          1.00           

GROUP        

ATOM CG   CPH2    0.231   

ATOM NE2  NR3    -0.328   

ATOM HE2  HP        0.167   

ATOM ND1  NR3    -0.328   

ATOM HT    HG       0.176   

ATOM CE1  CPH1    0.051   

ATOM HE1  HP        0.159   

ATOM CE2  CPH1    0.046 

GROUP  

ATOM C1   CC32A -0.154  

ATOM H1   HAC2    0.211   

ATOM H2   HAC2    0.211  

GROUP 

ATOM C2   CC32A -0.150 

ATOM H3   HAC2    0.110 

ATOM H4   HAC2    0.110 

GROUP 

ATOM C3   CC32A -0.160 

ATOM H5   HAC2    0.095 

ATOM H6   HAC2    0.095 

GROUP 

ATOM C4   CC33A -0.260 

ATOM H7   HAC3    0.090 

ATOM H8   HAC3    0.090 

ATOM H9   HAC3    0.090 

GROUP 

ATOM C5    CC33A -0.254 

ATOM H10  HAC3    0.234 

ATOM H11  HAC3    0.234 

ATOM H12  HAC3    0.234 

 

BOND CG  HT   CG  ND1  CG  NE2  ND1 C1 
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BOND ND1 CE1  CE1 HE1  CE1 CE2  CE2 HE2 

BOND CE2 NE2  NE2 C5   C1  H1   C1  H2 

BOND C1  C2   C2  H3   C2  H4   C2  C3 

BOND C3  H5   C3  H6   C3  C4   C4  H7 

BOND C4  H8   C4  H9   C5  H10  C5  H11 

BOND C5  H12 
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Table 3.2B. CHARMM parameter file for Bmim
+

. 

 

Bonds 

CC32A     HCA2      309.00      1.100  

CC33A     HCA3      322.00      1.090  

CC32A     CC32A     222.50      1.530  

CC32A     CC33A     222.50      1.520  

NR3  CPH2  380.000     1.3370  

CPH1 CPH1  410.000     1.3700  

NR3  CPH1  380.000     1.3700  

HP   CPH1  375.000     1.0800  

HG   CPH2  333.000     1.0800  

NR3  CC32A 250.000     1.4830  

NR3  CC33A 250.000     1.4700   

 

Angles 

HCA2     CC32A    CC32A      32.500    110.10   22.53   2.179   

HCA2     CC32A    CC33A      34.600    110.10   22.53   2.179   

HCA2     CC32A    HCA2       35.50     107.00    5.40   1.802   

HCA3     CC33A    HCA3       35.50     108.40    5.40   1.802   

HCA3     CC33A    CC32A      34.600    110.10   22.53   2.179   

CC32A    CC32A    CC32A      58.350    111.60   11.16   2.561   

CC32A    CC32A    CC33A      58.000    112.00    8.00   2.561   

CPH2  NR3   CPH1  145.000   108.0000  

NR3  CPH1  CPH1  145.000 108.0000 

NR3  CPH1 HP   22.000    122.30   15.00   2.14000  

NR3  CPH2 HG   32.000    125.7   25.00   2.14000  

HP  CPH1 CPH1  22.000    130.00   15.00   2.21500  

CC33A    NR3  CPH1  45.000    125.00  ! 15.00   2.13000  

CC33A    NR3  CPH2  45.000    127.00  ! 15.00   2.13000  

CC32A    NR3  CPH1  45.000    125.00  ! 15.00   2.13000  

CC32A    NR3  CPH2  45.000    127.00  ! 15.00   2.13000  

HCA3   CC33A  NR3   50.000   109.5000  

HCA2   CC32A  NR3   50.000   105.5000  

NR3 CC32A CC32A 140.000   112.6000  

NR3  CPH2 NR3   145.000   109.1000  

 

Dihedrals 

HAC2     CC32A    CC32A    HAC2         0.19000    3     0.0   

CC32A    CC32A    CC32A    HAC2         0.19000    3     0.00  

CC33A    CC32A    CC32A    HAC2         0.19000    3     0.00  

HAC2     CC32A    CC33A    HAC3         0.17000    3     0.0  

CC32A    CC32A    CC33A    HAC3         0.17000    3     0.0  

CC33A    CC32A    CC32A    CC32A        0.1500    1     0.0  

CPH2  NR3 CC32A  CC32A      0.000  4     0.00  

CC32A  CC32A  NR3 CPH1     0.450  2     0.00  
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CC32A  CC32A  NR3 CPH1     0.120  1     180.00  

HAC2   CC32A  NR3 CPH2     0.0000  3    00.00  

CPH1 NR3 CC32A  HAC2       0.0650  3     0.00  

CC32A NR3 CPH1 CPH1 5.000  2  180.00  

HP CPH1 NR3 CC32A 1.0000  2   180.00  

HG CPH2 NR3 CC32A 1.0000  2   180.00  

NR3 CPH2 NR3 CC32A 1.000  2   180.00  

HAC3   CC33A  NR3 CPH2     0.0000  3     000.00  

CPH1 NR3 CC33A  HAC3   0.0650  3     0.00 

CC33A NR3 CPH1 CPH1 3.500  2   180.00  

HP CPH1 NR3 CC33A 1.0000  2   180.00  

HG CPH2 NR3 CC33A 1.0000  2   180.00  

NR3 CPH2 NR3 CC33A 1.000  2   180.00  

CPH2 NR3  CPH1 CPH1    12.0000  2   180.00  

HP  CPH1 NR3  CPH2     2.500  2   180.00  

HG  CPH2 NR3  CPH1     3.0000  2  180.00  

NR3  CPH1 CPH1 NR3     12.0000  2  180.00  

NR3  CPH2 NR3  CPH1    12.0000  2   180.00  

NR3  CPH1 CPH1 HP      2.500  2   180.00  

HP  CPH1 CPH1  HP        1.0000  2   180.00  

CC32A CC32A CC32A NR3 0.3  3    0.00  

CC32A CC32A CC32A NR3  0.70  1    180.00  

HAC2 CC32A CC32A NR3 0.19  3   0.00  

 

Improper 

HG NR3 NR3 CPH2  1.0  0 0.00 

NR3 CPH1 CPH2 CC33A 2.00 0 0.00          

NR3 CPH1 CPH2 CC32A 2.00 0 0.00 

CPH1 CPH1 NR3 HP 1.00 0 0.00 

CPH1 NR3 CPH1 HP 1.00 0 0.00 

  

Nonbonded 

HCA2      0.0  -0.0220   1.320  

HCA3      0.0  -0.0220   1.320  

HP     0.000000  -0.046000     0.900000  

HG     0.000000  -0.046000     0.700000  

CPH1   0.000000  -0.050000     1.800000  

CPH2   0.000000  -0.050000     1.800000  

NR3    0.000000  -0.200000     1.850000  

CC32A        0.0    -0.0550    2.17500  0.0 -0.01 1.9  

CC33A        0.0    -0.0800    2.06000  0.0 -0.01 1.9  
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Figure 3.1. Comparison of the calculated heat capacity and density of BmimCl (shown at 

bottom right) from the newly developed atomistic force field with the experimental 

data.
48,49
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(A) 

(B) 

Figure 3.2. Cross-sections of the two atomistic models of cellulose simulated in this 

work, the cellulose microfibril (A) and dissociated glucan chains (B). Both contain 36 

glucan chains, each 16 residues long. 
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Figure 3.3. Difference in energy between the dissociated and microfibril states of 

cellulose (Dissociated-Microfibril) in both water and BmimCl, normalized per glucan 

unit, from the all-atom MD simulations. 
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Figure 3.4. Results of the collapse of glucan chains in water at 300 K during the ‘free’ 

simulation. (A) Structure of the collapsed aggregate of glucan chains at the end of the 

simulation. (B) The temporal evolution of the total glucan-water interaction energy and 

the number of glucan-glucan contacts within 3 Å during the ‘free’ simulation in water. 

Only the contacts between glucan atoms of different chains are included. (C) The 

temporal evolution of the total water-water and glucan-glucan interaction energies during 

the ‘free’ simulation. The inset shows the temporal evolution of the total potential energy 

of the entire system. 
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Figure 3.5. The calculated profile of the temporally and spatially averaged number 

density of water around a glucan chain normalized by the bulk value viewed from along 

the chain axis (A) and above the plane of the glucan ring (B) at 300 K and 1 atm. (C) The 

cylindrical radial distribution function of water, by center of mass, around the dissociated 

chains. 
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Figure 3.6. The calculated profiles of the temporally and spatially averaged number 

densities of the centers of masses of anions and cation rings around a glucan chain 

normalized by bulk values at 450 K and 1 atm. The density profiles viewed from along 

the chain axis: Cl
-
 (A) and Bmim

+ 
(B). The density profiles viewed from the top of the 

glucan ring: Cl
-
 (C) and Bmim

+
 (D). 
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Figure 3.7. The calculated cylindrical radial distribution profile of charge density of 

BmimCl, based on the partial charges of the IL atoms, and the cylindrical radial density 

profiles of Cl
-
 and three electrophilic protons of the imidazolium ring, around the 

dissociated glucan chains, at 450 K and 1 atm. The inset shows the labeling of the three 

hydrogens in the imidazolium ring. 
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Figure 3.8. Sites of water for creating the five water/Bmim
+
 complexes used in creating 

and validating the CHARMM force field. 

Figure 3.9.  Labeling of the Bmim
+
 atoms in the CHARMM force field. 
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Figure 3.10.  Comparison of the vibrational spectrum of Bmim
+
 from ab initio HF/6-

31G*/MP2 quantum calculations and from the CHARMM force field. 
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(A) 

(B) 

Figure 3.11. Torsion energy profiles of the CE1-ND1-C1-H1 dihedral (A) and ND1-C1-

C2-C3 dihedral (B) for both the CHARMM force field and HF/6-31G*/MP2 quantum 

calculations (See Figure 3.9 for Bmim
+
 labeling). 
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Figure 3.12. Cl
-
 cylindrical g(r) and coordination number per glucan as a function of 

distance for the dissociated glucan chains at 450 K. 

Figure 3.13. Average number of OH—Cl
-
 HBs per glucan for the dissociated chains as a 

function of the H—Cl
-
 HB distance cutoff at 425 K, 450 K, and 500 K. A constant OH—

Cl
-
 angle cutoff of 130

o
 was employed. 
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Figure 3.14. Average glucan-Bmim
+
 ring-ring stacking order parameter about the 

glucans for the dissociated chains seen from along the chain axis (A) and from above the 

glucan ring plane (B) at 450 K.  (C) and (D) show the same after the values have been set 

to zero for all regions which have a Bmim
+
 density less than the bulk. 
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(A) 

(B) 

Figure 3.15. Glucan-Bmim
+
 ring-ring order parameter averaged down the length of the 

fibril about a cellulose I� microfibril at 450 K (A). (B) shows the same after the values 

have been set to zero for all regions which have a Bmim
+
 density less than the bulk. 
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Figure 3.16. Scatterplot of the �-� dihedral angle distribution of the glucan glycosidic 

linkages at 300 K and 1 atm in water for the dissociated chains. 
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(A) 

(B) 

Figure 3.17.  Schematic for the construction of the Cartesian coordinate system used for 

calculating the local number density distribution of solvent around glucans in the 

dissociated chains (A). The formulas for the three inter-atomic vectors used in calculating 

the unit axes are shown on the right, while the formulas for the x-, y-, and z-axes, as well 

as the x’-axis, are shown on the bottom of the figure. Diagram of the cylindrical 

coordinate system used for calculation of the cylindrical glucan-solvent RDFs about the 
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dissociated chains (B). Two hypothetical water positions are shown. Only waters that lie 

between the two planes that define the ends of the cylinder (shown as the two dotted 

lines) are considered. The z-axis of the cylinder is the vector connecting the centers-of-

mass of two consecutive glucan rings. 
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Figure 3.18. Behavior of the 18 chain system during collapse. Time zero is the moment 

the constraints on the sugar atoms were removed. Number of contacts is defined as the 

number of cellulose atom pairs where the atoms are within 3 Å of each other and on 

different chains. 
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(A) 
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Figure 3.19. Convergence of water structure about the dissociated glucan chains at 300 K 

(A). ‘Water’ refers to the g(r) calculated from the entire 15 ns simulation, while ‘Water1’ 

and ‘Water2’ refer to a g(r) constructed from data of only the first 7.5 ns or second 7.5 ns 

of the simulation, respectively. Convergence of IL structure about the dissociated glucan 

chains at 450 K (B). ‘Cl’ curves show the g(r) of Cl
-
 about the chains, while ’Bmim’ 

curves the same for the whole Bmim
+ 

cation. The subscripts 1 and 2 refer to curves 

constructed from either the first 15 ns or last 15 ns of the simulation. A lack of subscript 

indicates a curve calculated with the entire 30 ns trajectory. 
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Figure 3.20. The calculated profile of the temporally and spatially averaged number 

densities of the centers of masses of the Bmim
+

 tail sites around a glucan chain 

normalized by bulk values at 450 K and 1 atm, viewed from along the chain axis (A) and 

from the top of the glucan ring (B). 
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Figure 3.21. Combined three-dimensional number density profiles of the Cl
-
 anions 

(red/pink), Bmim
+
 rings (blue), and Bmim

+
 tails (green) at 450 K and 1 atm. Cl

-
 densities 

are drawn at 10 and 15 times pure solvent density at the same conditions, Bmim
+ 

ring 

densities at 4 and 3 times pure solvent densities, and Bmim
+
 tail densities at 6 and 4 times 

pure solvent densities. 
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Figure 3.22. Running average of the total potential energy of the unconstrained 

dissociated cellulose/water system during glucan chain collapse using both 1 ns and 10 ns 

window averages. 
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Chapter 4 

Entropy of Cellulose Dissolution in Water and in the Ionic Liquid 1-Butyl-3-

Methylimidazolim Chloride  

 

Abstract 

 The entropic driving forces of cellulose dissolution in water and in the ionic liquid 

1-butyl-3-methylimidazolium chloride (BmimCl) are investigated via molecular 

dynamics simulations and the two-phase thermodynamic model. An atomistic model of 

cellulose was simulated at a dissociated state and a microfibril state to represent 

dissolution. The calculated values of entropy and internal energy changes between the 

two states inform the interplay of entropic and energetic driving forces in cellulose 

dissolution. In both water and BmimCl, we found that the entropy associated with the 

solvent degrees of freedom (DOF) decreases upon cellulose dissolution. However, 

solvent entropy reduction in BmimCl is much smaller than that in water and counteracts 

the entropy gain from the solute DOF to a much lesser extent. Solvent entropy reduction 

in water also plays a major role in making the free energy change of cellulose dissolution 

unfavorable at room temperature. In BmimCl, the interaction energies between solvent 

molecules and glucan chains and the total entropy change both contribute favorably to the 

dissolution free energy of cellulose. Calculations at different temperatures in the two 

solvents indicate that changes in total internal energy are a good indicator of the sign of 

the free energy change of cellulose dissolution. 

 

4.1 Introduction 

 

Of all the structural components in the plant cell wall, cellulose is the most 

abundant (40-50 wt %) and robust. Others include amorphous hemicellulose, which 

cross-links with cellulose, and the random polymer lignin, which encases the cellulose-

hemicellulose composite in a supportive sheath.
1-3

 Although biologically synthesized 

lignocellulosic materials potentially can be used as a feedstock for producing liquid 

transportation fuels and other chemicals,
1,4-7

 the chemistry and organization of its 

aforementioned building blocks render the material highly recalcitrant towards 

degradation. Therefore, without pretreatment of the feedstock to separate and 

disaggregate the different components of lignocellulose, downstream synthesis of fuel 

molecules is slow. Consequently, an understanding of the factors controlling cellulose 

disaggregation should prove useful in guiding the development of viable technology for 

the conversion of biomass to fuels.
8-10

  

Cellulose is composed of linear polymers of �-1,4-linked glucose monomers. 

Earlier efforts on resolving the molecular causes of cellulose recalcitrance revealed much 

information on its structural origins. It is well established that microfibrils are the main 

form of glucan chains in biomass. The crystalline structures of cellulose microfibrils are 

collectively known as cellulose I.
3,11,12

 Since the surfaces of a cellulose microfibril 

expose different glucan residue moieties, distinct patterns in the organization of nearby 

solvent molecules are observed near different crystal faces.
13,14

 The potentials of mean 
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force (PMFs) of deconstructing a glucan chain from a cellulose microfibril
15-17

 and the 

solvent-glucan interaction energies at different stages of the deconstruction process
18

 

have also been resolved via molecular simulation. This work aims to supplement the 

current knowledge of cellulose recalcitrance by characterizing the entropic driving forces 

in the dissolution of a cellulose microfibril. 

X-ray and neutron scattering of crystalline cellulose establishes that the 

interaction network in microfibrils consists of lateral OH—O hydrogen bonds (HBs) that 

organize glucan chains into flat sheets and axial intersheet CH—O contacts (pseudo HBs) 

and van der Waals interactions that stack sheets together.
19,20

 Intersheet contacts have 

been identified to be most responsible for cellulose recalcitrance and stability.
13,15,16,18,21

 

Although the interaction network in cellulose is exceedingly robust, it can be completely 

disrupted in certain classes of ionic liquids (ILs),
22-24

 specifically those with a 

heterocyclic ring functionalized with alkyl tail groups as the cation and a small conjugate 

base as the anion.
25,26

 A canonical example is 1-butyl-3-methylimidazolium chloride 

(BmimCl), in which cellulose solubility can reach as high as 25 wt %.
22

 Resolving the 

molecular driving forces provided by ILs such as BmimCl to dissolve cellulose can 

reveal the fundamental principles for overcoming biomass recalcitrance. 

Both NMR measurements, quantum chemistry calculations, and atomistic 

molecular dynamics (MD) simulations have shown that IL anions strongly interact with 

the hydroxyl groups of glucan chains via OH—anion HBs,
14,18,27-34

 while quantum 

mechanical calculations have shown that the acidic hydrogens of the cation ring only 

weakly interact with the glucan OH groups.
32,34

 Empirically, cellulose solubility has been 

found to be sensitive to the molecular architecture of the cations.
25

 Analysis of the three-

dimensional density profiles of BmimCl around dissolved glucan chains
14

 and dissection 

of the force interactions between BmimCl and glucose residues during cellulose 

deconstruction reveal the role of cations as interacting with the ether linkages along the 

glucan backbone and the hydroxymethyl side chain off the sugar rings.
18

 The PMF of 

transferring a glucan chain from the microfibril surface to the BmimCl phase was 

calculated to be around -2.0 kcal/mol/glucan-residue.
18

 In contrast, the potential of mean 

force (PMF) of transferring the glucan chain to water is unfavorable, around 2.0 

kcal/mol/glucan.
16,18

 Pairwise PMFs of solvent-glucan interactions indicate that water 

lacks driving forces to interact with sugar rings and linker oxygen. Conversely, in 

BmimCl, Bmim
+
 cations strongly couple to side chains and linker oxygens and Cl

-
 anions 

bind to OH groups to facilitate cellulose dissolution.
18

  

Current understanding of IL-induced cellulose dissolution is based primarily on 

the structural details and PMFs calculated with molecular simulations. An essential piece 

of information that is still missing is the interplay between the energetic and entropic 

driving forces in cellulose dissolution. This information is particularly important for 

guiding the molecular design and engineering of pretreatment solvents for mitigating 

cellulose recalcitrance. To shed light on the role of entropic driving forces, in this work 

we compare the behaviors of cellulose in a crystalline microfibril state and in a dissolved 

state via atomistic MD simulations.  
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4.2 Methods 

 

Following reference 14, dissolution of a microfibril is modeled by arranging 36 

glucan chains, each 16 residues long, in either a mutually dissociated state (D) or in a 

crystalline microfibril state (M) (Figure 4.1). The two states were solvated in either 

TIP3P
35

 water (28443 waters) or BmimCl (12180 IL pairs). The BmimCl force field used 

was developed and validated previously.
14

 For the dissociated state, at least 4 solvation 

shells of solvent were added to separate individual chains, and the same number of 

solvent molecules was also used to solvate the microfibril state. All MD runs were 

performed with the NAMD software
36

 at the designated temperature (425, 450, and 500 

K in BmimCl and 300, 325, and 350 K in water) and pressure (1 atm) using a Langevin 

thermostat and Nose-Hoover Langevin barostat
37,38

 with periodic boundary conditions. 

From previously conducted atomistic MD simulations,
14

 15 100 ps simulations were 

started and run from restarts at regularly spaced intervals of 1 ns for cellulose/water 

systems and 2 ns for cellulose/BmimCl systems. In both the microfibril and dissociated 

states, harmonic restraints were put on the C1 carbons of all terminal glucans in the MD 

simulations (force constant 5 kcal/mol/Å
2
 for water systems and 10 kcal/mol/Å

2 
for IL 

systems). This allowed for a representation of cellulose with glucan chains much shorter 

than the commonly observed degrees of polymerization found in nature, and the use of an 

impractically large simulation cell at the atomistic scale was avoided.
14

 More details of 

the simulation setup and MD procedures can be found in reference 14. The entropies of 

the simulated cellulose/solvent systems were calculated with the two-phase 

thermodynamic (2PT) model.
39

  

In the 2PT method, the total entropy of a molecular system is calculated as the 

sum of the entropies of the translational, rotational, and intramolecular degrees of 

freedom (DOF) of each atom.
39,40

 The key step is fitting the velocity density of states of 

each atom to a linear combination of two reference systems, an ideal solid and a model 

hard sphere gas, for which the absolute entropies are known as a function of density of 

states.  

 

The velocity density of states is the temporal Fourier transform of the mass-weighted 

velocity autocorrelation function. 

 

With the 2PT model, the total entropy of a molecular system can be estimated 

from an MD trajectory by applying this two-phase representation to all atoms and 

summing their entropy values together. Error bars in entropy values were calculated via 

bootstrapping methods with the 15 100 ps trajectories of each solvent/cellulose 

conformation combination. More details of our 2PT calculations can be found in the 

supporting information (SI).  

The 2PT approximation has been applied to calculate the absolute entropies of 

Lennard-Jones fluids, water, and molecular solvents. Quantitative agreement of the 2PT 

entropy values with experimental data and with the results of other simulation methods 

have been demonstrated repeatedly.
39-43

 A novelty of this work is applying the 2PT 
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method to compute the entropies of the dissociated and microfibril states of cellulose in 

water and BmimCl to reveal the entropic driving forces of cellulose dissolution.  

 

4.3 Results and Discussion 

 

Contributions from the solvent degrees of freedom to the entropy of cellulose 

dissolution ( ) are shown in Figure 4.2A. In both water and 

BmimCl, separating glucan chains to the dissociated state leads to an entropy reduction of 

the solvent molecules, the translational DOF constituting the highest percentage of the 

change. In water, the translational DOF contributes ~90% of the solvent entropy 

reduction. There is no contribution from the intramolecular DOF to the entropy reduction 

of water due to the use of the rigid TIP3P
35

 model. The entropy reduction of BmimCl 

upon cellulose dissolution in the investigated temperature range is only 30-60% of that of 

water. Regarding the total reduction in solvent entropy, the translational DOF of BmimCl 

contribute ~70%, the rotational DOF ~25%, and the intramolecular DOF the remaining 

5%. 

The apparent solvent entropy reduction in both water and BmimCl can be 

rationalized by the fact that the number of solvent molecules bound to the glucans and 

therefore constricted due to solvent-glucan interactions
18

 is higher in the dissociated state 

than in the microfibril state. From the three-dimensional density profiles, solvent-glucan 

interactions lead to localization of water and IL molecules into specific regions around 

the sugars and hence limitation of their positional flexibility.
13,14,29-31

 Coupled with the 

extended structure of the glucan chains, this effect creates a long-range network of 

glucan-associated solvent molecules. As an example, water entropy in either the 

dissociated or microfibril simulation is less than that of neat water (See the SI). Despite 

this common trend, solvent entropy reductions in water and BmimCl have very different 

behaviors. Unlike the pronounced temperature dependence of water entropy reduction, 

reduction in BmimCl entropy upon cellulose dissolution in the investigated temperature 

range is nearly constant. The small size of water molecules leads to solvent structures and 

hydrophobicity that are very sensitive to temperature.
44

 On the other hand, IL-IL 

interactions are ionic in nature, and a significant temperature dependence in the entropy 

reduction of BmimCl was not observed. As illustrated later, solvent entropy reduction 

plays a key role in directing the sign of the free energy change of cellulose dissolution.  

The calculated entropy changes of glucan chains upon cellulose dissolution, 

, are shown in Figure 4.2B. Although the glucan chains are restrained around their 

initial positions by the harmonic constraints, they still possess translational and rotational 

entropy due to vibrational motion in either of these two modes. In both the dissociated 

and microfibril states, each glucan chain is treated with the 2PT method as a separate 

entity with its own translational, rotational, and intramolecular DOF. For the microfibril 

state, calculations of cellulose entropy by treating the entire 36 chains as one single body 

gives the same values of total entropy as those obtained by the chain-by-chain approach 

(See the SI for more details). The latter convention is used for consistent comparison with 

the dissociated state.  

In water, dissolution leads to an entropy increase of glucan chains as expected. 

From our MD trajectories with the end restraints on the chains,
14

 the dominant 

contribution to this increase in 2PT entropy comes from the intramolecular DOF of the 
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glucan chains. Glucan chains becoming more flexible after dissociation in water is thus 

the main cause of the entropy increase observed in Figure 4.2B, and is a driving force for 

dissolution. An earlier study on glucan chains of the same size showed that end restraints 

only prevent the net translation and rotation of glucans but do not lead to noticeable 

differences in their internal flexibility.
14

 Therefore, underestimation of the entropy 

increase of the intramolecular DOF due to the end restraints is expected to be minimal. 

Entropy contributions from the net translation and rotation of individual chains will be 

incorporated later via analytical models.  

In BmimCl, the net changes in cellulose entropy as a result of dissolution have 

much smaller magnitudes compared to those in water (Figure 4.2B). At 450 K and 500 K, 

only slight increases are observed. At 425 K, glucan chains actually have a lower value of 

entropy in the dissociated state. The apparent differences in the changes of cellulose 

entropy for dissolution in BmimCl (positive or negative, small) and in water (positive, 

large) are due to the distinct contributions coming from the intramolecular DOF. In the 

dissociated state of cellulose in BmimCl, the intramolecular DOF of glucan chains have 

lower entropy than those in the microfibril state; in water, the opposite trend is observed. 

Since BmimCl molecules couple to glucan chains much more strongly in the dissociated 

state based on the deconstruction PMFs and the pair interaction forces calculated from 

atomistic MD simulations,
18

 our calculations indeed show that the intramolecular DOF of 

glucan chains are more restricted upon dissociation in the IL. Conversely, in water the 

deconstruction PMF is unfavorable and water molecules lack the driving forces to couple 

to the sugar rings and linker oxygens of glucan residues. Dissociation of cellulose in 

water thus leads to significant entropy increases in the intramolecular DOF of glucan 

chains as shown in Figure 4.2B. Without accounting for the effects of the end restraints 

on the net translation and rotation of glucan chains, the calculated increases in 2PT 

entropies for the translational and rotational DOF of cellulose upon dissolution are also 

much smaller (20-50%) in BmimCl than those in water, similar to the trend of the entropy 

changes of the intramolecular DOF. 

Adding harmonic restraints on the chain ends enables finite-size simulations of a 

cellulose microfibril and maintains a consistent dissociated state in water and in BmimCl 

for comparison. However, without accounting for the net translation and rotation of 

glucan chains, the total entropies of the dissociation process are underestimated. As an 

estimation of the entropic contributions of these DOF to cellulose dissociation, the 

entropies of rigid-body translation and rotation
40,45

 of individual glucan chains and the 

microfibril are calculated using the averaged system volumes and moments of inertia as 

input parameters. The inclusion of these increases the dissolution entropies by ~6 

cal/K/mol-glucan. The total dissolution entropy of cellulose calculated by the 2PT 

method, , and the total dissolution entropy with the estimated contributions from 

the net translation and rotation of the dissociated chains and the microfibril added to 

, , are both shown in Figure 4.3. In water and in BmimCl, the values of 

 are negative at all simulated temperatures due to the solvent DOF. Taking the net 

translation and rotation of glucan chains into account, is positive for all systems 

except for cellulose dissolution in water at 300 K. 

The results shown in Figures 4.2-3 indicate that for cellulose dissolution in water 

and in BmimCl, the entropy gain from glucan chains becoming free to translate and rotate 
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is counteracted to different extents by solvent entropy reduction. In BmimCl, 

remains positive and the solvent entropy reduction is not sensitive to temperature. 

Conversely, in water, a high temperature dependence of the solvent entropy reduction is 

observed, and  is in fact negative at a lower temperature of 300 K.  Overall, the 

calculated values of  are mostly positive, indicating that entropy is likely a driving 

force for cellulose dissolution. 

To estimate the Helmholtz free energy change of cellulose dissolution, , the 

values of  are combined with the reported values of internal energy change of 

cellulose dissolution, .
14

 The  value in water is ~0 at room temperature and 

becomes increasingly positive at higher temperatures. In BmimCl, the value of  is 

negative at all investigated temperatures. The calculated  values also agree well 

with the heats of solution of monosaccharides in water.
46,47

 The calculated values of 

 are shown in Figure 4.4. is positive in water and negative in BmimCl, 

consistent with the experimental observation that cellulose can be dissolved in BmimCl 

but not in water. These values, 0.5 kcal/mol-glucan in water and -2.0 kcal/mol-glucan in 

BmimCl, are also of the same sign and similar magnitudes as those calculated with a 

thermodynamic integration approach on a distinct but related process of cellulose 

deconstruction.
18

 Also, as Figure 4.4 shows, the magnitudes of the energetic and entropic 

terms are of the same order, and neither overwhelms the other in determining the free 

energy change of dissolution. 

  

4.4 Conclusions 

 

With the 2PT method, we show that the energetic and entropic driving forces are 

not favorable for cellulose dissolution in water at 300 K. At 325 K and 350 K in water, 

although the total entropy change shifts sign to positive, the internal energy change shifts 

in the opposite direction, and the resulting free energy change is unfavorable. In BmimCl, 

both energetic and entropic driving forces favor cellulose dissolution at all investigated 

temperatures. The stronger interactions between the IL molecules and glucan chains at 

the dissolved state lead to negative entropy changes from the intramolecular DOF of the 

solute and the translational DOF of the solvent, counteracting some of the entropy gains 

from the net translation and rotation of the dissolved glucan chains. 

Furthermore, we show that the magnitudes of energetic and entropic driving 

forces are both in the range of 1-3 kBT. The favorable free energy change of cellulose 

dissolution is thus a delicate balance of the energetic and entropic driving forces 

emergent from complex molecular structures and interactions. A repeating pattern is that 

the energy of dissolution is a predictor of the sign of the dissolution free energy. Out of 

the six calculated free energy values, only two have
 

, and in these two 

cases, the sign of  is consistent with that of  (see the SI for further details). 

The calculations in this work thus suggest that internal energy change could be used as an 

effective indicator for in silico screening of cellulose pretreatment solvents. Testing of 

this proposition is ongoing and will appear in future work. 
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4.6 Supporting Information 

 

4.6.1 Application of the Two-Phase Thermodynamic Model to Determine Cellulose 

Dissolution Entropy 

 

 The two-phase thermodynamic (2PT) method
39,40

 was used to calculate the 

entropy of water, BmimCl, and cellulose in order to determine the entropy of solution of 

cellulose in those two solvents. From previously conducted simulations,
14

 15 100 ps 

simulations were started and run from restarts at regularly spaced intervals of 1 ns for 

cellulose/water systems and 2 ns for cellulose/BmimCl systems. Position and velocity 

data was collected every 4 fs for analysis. The 2PT entropy of each component, solvent 

or cellulose, was then calculated in the following manner: 

 

1. Calculation of the velocity time autocorrelation functions 

 The velocity of each atom at each time step was split up into translational, 

rotational, and intramolecular components 

 

 

�
vi (t) =

�
vi

trans (t) +
�
vi

rot (t) +
�
vi

intra (t)  

 

where i refers to atom and t to time. The translational velocity is calculated as 
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where mj refers to the mass of atom j, and the sum is over all atoms within a single 

molecule or body (each atom can only belong to one molecule). The translational velocity 

is the velocity of the center of mass of the body to which the selected atom belongs.  

The rotational velocity of an atom is calculated with the following equations 
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LM is the angular momentum of molecule M, to which atom i belongs, rjM is the position 

vector between atom j and the center of mass of body M, IM is the moment of inertia 

tensor of M, and �M the angular velocity of M. As in the case for the translational 

velocity, the summation is over all atoms that are part of the body M. In practice, the 

rotational velocity of atom i is found by inverting the moment of inertia tensor, and 

multiplying it with the angular momentum vector to calculate the angular velocity vector. 

The rotational velocity is the cross product of this with the position vector. 

 The intramolecular velocity is then the balance 
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 With the three velocities types calculated for all atoms at all time points, the 

velocity time autocorrelation functions of each atom type are calculated 

 

Cj
x (t) = vj

x (� + t) �vj
x (� )  

 

C is the autocorrelation function, j refers to a specific atom type, and x refers to type of 

motion or degree of freedom (translational, rotational, or intramolecular). 

 

2. Calculation of the density of states functions 

 The density of states function of each molecular species for each degree of 

freedom type (translational, rotational, or intramolecular) is the mass weighted Fourier 

transform of the velocity time autocorrelation function associated with that type of 

motion.
48

 

 

� x (� ) = FT C x t( )�� �� = FT NM mj vj
x (� + t) 	vj

x (� )
j
M
�

�

�
�

�

�
  

 

NM is the number of molecules of type M, x again refers to degree of freedom type, j 

refers to atom type, mj is the mass of atom type j, � is frequency, and the summation is 

over all atoms types that exist in molecule type M. Each molecule type will have its own 

density of states functions associated with it. FT stands for Fourier Transform. 

 After the density of state functions are calculated, they are split up according to 

the 2PT methodology. This is done via a fluidicity factor, which ranges from zero to one. 

Values closer to zero indicate a more solid-like system, while values near one a more 

fluid-like one.
40

 The factor is a function of the thermodynamic state point of the system, 

as well as �(0), the zero frequency density of state.
39,40

 Once it is calculated, the density 

of states is split into two parts, one that represents a hard sphere gas, and one that 

represents an ideal, harmonic solid. This division of the density of states function is the 

key step in the 2PT methodology. 
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�s
x (� ) = � x (� )� �g

x (� )  

 

The subscript g and s denote either the gas or solid system, respectively, N is the number 

of that type of molecule, and f is the fluidicity factor. Note the following: 

 

�s
x (0) = 0

�g
intra (� ) = 0 for all �

 

 

 

Also, integration of the density of states function gives the number of degrees of freedom 

associated with that type of motion. 

 

3. Calculation of the Entropy 

 With the density of states functions known, the entropy of each molecule type can 

be calculated 

 

Sx = kb �s
x (� )SHO (� � )d� + �g

x (� )S
HS

x d���
�

�
�

 

 

SHO (� ) =
�h�

exp(�h� )�1
� ln[1� exp(��h� )]  

 

SHS
trans =

5

2
+ ln

2�mkbT

h2

�
��

�
��

3/2
V

f trans z(y)
	



�

�


� +

y(3y � 4)

(1� y)2  

 

SHS
rot = ln

� 1/2e3/2

�

�

��
	


�
T 3

�A�B�C

�

��
�

��

1/2	




�
�

�



�
�

 

 

S
x

 is the translational, rotational, or intramolecular entropy, and is the sum of that of the 

ideal solid and hard sphere gas entropies. SHO is the entropy of an ideal harmonic 

oscillator as a function of frequency. SHS is the entropy of the hard sphere gas, the exact 

formula of which depends on whether the translational or rotational entropy is being 

calculated. In the translational hard sphere entropy equation, f is the translational 

fluidicity factor, y is a function of the state point of the system as well as the zero 

frequency density of state, and z(y) is the Carnahan-Starling equation of state of a hard 

sphere gas.
40

 In the rotational hard sphere entropy equation, the �s are the three rotational 

temperatures of the molecule type, and � is the symmetry factor.
40,45

 Note that the 

intramolecular entropy only has contributions from the ideal solid term, as its gas density 

of states function is always zero. 

 After the translational, rotational, and intramolecular are calculated for each 

molecule type in the system, they are summed together to give the total system entropy. 

The entropy of dissolution of cellulose in either water or BmimCl is then calculated as 
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the differences in entropy values between the dissociated and microfibril simulations 

(dissociated – microfibril). The values presented here are the results of 15 simulations for 

each solvent/cellulose conformation combination and temperature choice. 

  

4.6.2 Microfibril Degree of Freedom Partition and Entropy 

 

 The translational, rotational, and intramolecular time autocorrelation functions 

must be calculated as part of the 2PT analysis. Embedded in this process is the choice of 

what collection of sites constitutes an independent body. For instance, the translational 

velocities of each body are calculated as the mass-weighted sum of the velocities of each 

atom within that body. The rotational velocities are calculated according to the formulas 

for rigid-body rotation.
40,45

 For a small molecule like water or Bmim
+
, the choice of what 

sites should define each body is obvious, a set of atoms connected by covalent bonds to 

each other, but not connected to any other atoms by such bonds, i.e. all the atoms in a 

single molecule. The oxygen and two hydrogens of each water would constitute one such 

body. This definition is readily extended to the dissociated chain conformation of 

cellulose. However, for the microfibril, the case is not so simple. It can be viewed either 

as a collection of 36 individual chains, each with its own independent translational, 

rotational, and intramolecular DOF, or, as one collective body, wherein movement of one 

chain relative to another is considered internal motion. The decision of how to partition 

the microfibril’s DOF will affect the absolute entropy values calculated for these DOF of 

the microfibril. In Table 4.1A-B, we compare the microfibril entropies calculated using 

both approaches. As expected, considering each chain as its own, independent entity (as 

done in the main text) yields a higher absolute entropy value for the microfibril’s 

translational and rotational entropies compared to treating the microfibril as one 

collective body, as in the former method, cellulose has more DOF associated with these 

types of motion. The same reasoning explains why this first approach gives a lower 

intramolecular entropy compared to the second. Once relative motion between chains is 

considered intramolecular motion, and not translational or rotational motion, more DOF 

become associated with the intramolecular term. However, when considering the net 

entropy, both approaches are equivalent, and give the same total entropy for the 

microfibril. The choice of using the chain-by-chain approach was made for consistency 

with the dissociated state, which used that basis for calculating the glucan entropy. 

 

4.6.3 Comparison of Water Entropy from the Cellulose Simulations with Neat 

Water Entropy 

 

 In Table 4.2A, we show the entropy of water from the dissociated and microfibril 

simulations, while in Table 4.2B, we show the entropy of neat water at 300. In either 

simulation, the effect of cellulose is to decrease the entropy of water relative to the neat 

case. Essentially, the entirety of the change occurs with translational entropy, which 

decreases by 0.4 cal/K/mol, while the rotational entropy is basically unchanged. The 

combination of the glucan chains’ many OH groups along with its extended structure 

serve to bind nearby waters in a collective manner and limit their freedom more severely 

compared to the more localized, short range structure of pure water. 
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4.6.4 Pressure-Volume Contribution to the Free Energy Change of Cellulose 

Dissolution 

 

 In Table 4.3, we show the pV-work term associated with cellulose dissolution in 

water and BmimCl from our MD simulations. The p�V values are negligible, at least 5 

orders of magnitude smaller than the calculated Helmholtz free energy terms shown in 

Figure 4.4. Thus the Helmholtz and Gibbs free energy changes for this process are 

equivalent. 

 

4.6.5 Internal Energy Change as a Predictor of the Sign of Free Energy Change for 

Cellulose Dissolution 

 

 In Table 4.4A-B we show the values of �E, �S, and �A of cellulose dissolution 

in either water or BmimCl calculated from our MD simulations. In all cases except for 

cellulose in water at 300 K and in BmimCl at 500 K, |�E|>T�S|, and energy change 

determines the sign of the free energy change.  For those two simulations where 

|�E|<T�S|, �E still has the same sign as �A. Thus, energy of solution could be a good 

predictor for the sign of the free energy change. This is beneficial, as energy of solution is 

both quicker and simpler to calculate than entropy of solution, and could be used as an in 

silico test to screen potential cellulose solvents. In future work, this will be investigated 

to test whether this result extends to other solvents, IL or otherwise.
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Table 4.3. Pressure-volume contribution to the free energy change of cellulose 

dissolution. 

 

Solvent Temp �V p�V 

  (K) (Å3) (kcal/mol-gluc) 

Water 300 -544.1 -1.38E-05 

Water 325 -79.9 -2.02E-06 

Water 350 215.8 5.46E-06 

BmimCl 425 227.3 5.76E-06 

BmimCl 450 869.0 2.20E-05 

BmimCl 500 1533.8 3.88E-05 

 

Table 4.4A. Energy, entropy and Helmholtz free energy change of dissolution of 

cellulose in water. 

 
Temp (K) 300 325 350 

�E (kcal/mol-glucan) 0.057 ± 0.037 0.769 ± 0.029 1.183 ± 0.031 

T�S (kcal/mol-glucan) -0.383 ± 0.059 0.146 ± 0.057 0.899 ± 0.095 

�A (kcal/mol-glucan) 0.440 ± 0.070 0.623 ± 0.064 0.283 ± 0.100 

 

Table 4.4B. Energy, entropy and Helmholtz free energy change of dissolution of 

cellulose in BmimCl. 

 
Temp (K) 425 450 500 

�E (kcal/mol-glucan) -1.726 ± 0.111 -1.195 ± 0.102 -0.669 ± 0.069 

T�S (kcal/mol-glucan) 0.947 ± 0.252 0.967 ± 0.286 1.390 ± 0.284 

�A (kcal/mol-glucan) -2.673 ± 0.276 -2.163 ± 0.304 -2.059 ± 0.292 
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Figure 4.1. Cross view of the two different conformational states of cellulose used in this 

work to represent cellulose dissolution. Left: the microfibril state. Right: the dissociated 

state. Each state contains 36 glucan chains, with 16 glucans per chain.  
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(A) 

 

(B) 

 

Figure 4.2. (A) The change in entropy of the solvent DOF upon cellulose dissolution in 

water and BmimCl. (B) The change in entropy of the cellulose DOF upon dissolution in 

water and BmimCl.  
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Figure 4.3. The change in total entropy of the simulation systems upon cellulose 

dissolution in water and BmimCl calculated with the 2PT method, . Adding the 

estimated entropy changes for the net translation and rotation of glucan chains (see text 

for details) to  gives the total dissolution entropy, .  

 

 

Figure 4.4. Energy, entropy, and Helmholtz free energy change of dissolution for 

cellulose in either water or BmimCl. 
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Chapter 5 

 

Preferential Interactions between Lithium Chloride and Glucan Chains in N,N-

Dimethylacetamide Drive Cellulose Dissolution  

 

 

Abstract 

 

Cellulose, the most abundant component of lignocellulose, is composed of linear 

glucan chains held together by a strong, robust interaction network that renders the 

material insoluble in most solvents. One of the few cellulose solvents to have been 

discovered is lithium chloride (LiCl) dissolved in N,N-dimethylacetamide (DMA). By the 

integrated application of all-atom molecular dynamics (MD) simulations, reaction path 

optimization, free-energy calculations, and a coarse-graining (CG) force-matching (FM) 

analysis, we establish that the DMA mediated preferential interactions between LiCl and 

the glucan chains of cellulose causes cellulose dissolution in the LiCl/DMA solvent 

system. The key property of DMA that causes this behavior is that it is a poor solvent in 

regards to both dissolving LiCl and cellulose. Because of their small size, Li
+
 cations can 

exploit these solvent-mediated preferential interactions to strongly couple to multiple 

interaction sites simultaneously on glucan chains, including the spatially restricted 

regions around the ether linkages connecting neighboring glucose rings. Cations in the 

LiCl/DMA system were thus identified as the main component responsible for dissolving 

cellulose. The mechanism of cellulose dissolution in LiCl/DMA deduced from the 

atomistic-scale simulations conducted in this work is also consistent with most of the 

empirical observations of cellulose solubility in salt/amide solvent systems.  

 

5.1 Introduction 

 

The abundance of lignocellulosic biomass makes it an attractive feedstock for the 

production of renewable fuels and chemicals.
1,2

 Cellulose, the main component of 

lignocellulosic biomass, consists of linear polymers of glucose arranged into slender 

aggregates called microfibrils.
3,4

 Found in the plant cell wall, microfibrils contain a 

crystalline interaction network consisting of intrachain and interchain OH—O hydrogen 

bonds (HBs), as well as unconventional CH—O HBs and van der Waals (vdW) 

interactions between glucan chains of different sheets (intersheet interactions).
5,6

 This 

network renders cellulose insoluble in most solvents, and subsequently harsh conditions 

are required to deconstruct the material.
7-11

 

 Nevertheless, a handful of solvent systems that are able to dissolve cellulose have 

been reported, such as ionic liquids (ILs), mixtures of N-methyl-N-morpholine-N-oxide 

(NMMO) and water, and aqueous transition metal complexes.
12,13

  Elucidating how 

molecular coupling in these solvent systems disrupts the robust interaction network of 

cellulose can reveal the structure-function relationships of solvent-cellulose interactions 

and contribute to developing pretreatment technologies for converting biomass to fuels. A 

well-known cellulose solvent system is lithium chloride (LiCl) in N,N-dimethylacetamide 

(DMA), or its cyclic form, 1-methyl-2-pyrrolidinone (NMP).
14,15

 This non-derivatizing 

solvent
16

 has been shown to dissolve cellulose up to 10-15 wt %, with solubility 
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proportional to LiCl concentration (1-10 wt%).
14,17

 Substitution of DMA or LiCl to other 

analogs may also result in a cellulose solvent, but the resulting solubility tends to be 

significantly lower.
18-22

  

In the LiCl/DMA solvent system without any solute, cations appear to tightly 

associate with the carbonyl oxygen of DMA according to measurements using 
13

C 

NMR,
16

 infrared spectroscopy,
23

 X-ray crystallography,
24

 and thermochemistry.
23-25

 

Quantum mechanical (QM) calculations of LiCl-DMA clusters also reveal strong DMA-

Li
+
 interactions.

26
 Conversely, Cl

-
 anions do not appear to strongly couple to DMA 

molecules. QM calculations indicate that the anion primarily interacts with the methyl 

hydrogens of DMA.
26

  

In solutions of cellulose dissolved in LiCl/DMA, anions were found to replace the 

OH—O HBs between glucan chains with OH—Cl
-
 HBs.

14,19
 The role of Cl

-
 in disrupting 

chain-chain interactions is similar to that of IL anions in cellulose dissolving ILs.
27-31 7

Li 

NMR showed that the chemical shift of cations is independent of LiCl concentration in 

DMA over a wide range, most likely because the DMA-Li
+
 complex persists in these 

solutions. Conversely, 
7
Li NMR chemical shift was observed to be a strong function of 

cellulose concentration.
32

 Therefore, both the DMA-Li
+
 complex and Cl

-
 anions appear to 

favor coupling to cellulose. The emergent picture of how the LiCl/DMA system dissolves 

cellulose is thus direct interactions between the dissociated salt and the polymer 

solute.
19,20

 The specific roles and relative strengths of Li
+
 and Cl

-
 in coupling to glucose 

residues, though, have yet to be resolved. Since cellulose dissolution does not occur after 

adding LiCl to water or most other solvents, DMA-mediated preferential interactions are 

likely the driving force. That is, the effective LiCl-cellulose coupling is stronger in DMA 

due to the specific balance of DMA-LiCl and DMA-cellulose interactions. The 

preferential interaction theory is widely accepted to rationalize how excipients such as 

urea and polyols destabilize or stabilize protein folding, respectively,
33,34

 but has not yet 

been established for cellulose dissolution in salt-organic solvent mixtures. Solvent-

mediated ion-solute interactions may also explain the observed capability of the 

LiCl/DMA system in dissolving polyamides.
35

 

In this work, we explicitly show the preferential interactions between LiCl and 

cellulose in DMA through the use of molecular simulations. All-atom molecular 

dynamics (MD) and free energy simulations of cellulose-dissolving processes are 

conducted in four solvent systems: pure DMA, LiCl/DMA, pure water, and LiCl/water. 

Besides computing ion densities around cellulose in different states of dissolution, the 

results of atomistic simulations are subject to a coarse-graining (CG) force-matching 

(FM) analysis to quantify the strengths of the preferential interactions. These methods 

also allow other unanswered questions related to cellulose dissolution in the LiCl/DMA 

system, such as how the specific coupling between glucose and solvent moieties leads to 

disruption of the cellulose interaction network, to be addressed.  
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5.2 Methods 

 

5.2.1 Reaction-Path Optimization and Potential of Mean Force of Cellulose 

Deconstruction Calculations  

 

 The potential of mean force (PMF) of peeling a single glucan chain from the 

surface of a 12-chain, 10 glucose residue per chain, partial microfibril (Figure 5.1A-B) 

into solution was calculated in DMA, LiCl/DMA, water, and LiCl/water. The 

arrangement of glucan chains in the model represents the top three layers of a typically 

sized cellulose microfibril.
36

 In the initial state of the deconstruction pathway, the partial 

microfibril is intact in the crystalline I� configuration.
37

 In the final state, six glucoses of 

the top left corner chain are peeled off the microfibril surface from the reducing end 

(Figure 5.1A-B). To replicate the rigidity of an intact, complete, multi-layered 

microfibril, harmonic restraints with 5 kcal/mol/Å
2
 force constants were placed on the 

crystalline positions of all heavy ring atoms of sugar residues in the bottommost layer. To 

effectively represent the long lengths of cellulose microfibrils,
4
 additional restraints of the 

same strength were put on the terminal carbons (C1 or C4 depending on the end) of the 

glucan chains, except the free end of the peeled chain. The energy-minimized 

deconstruction pathway was used as the initial configurations of cellulose in the PMF 

calculations, and was setup and optimized using the same protocols as reported in 

previous works.
38,39

 The final pathway used for the PMF calculations contained 32 

replicas.  

A constant amount of solvent molecules is used in the simulation of all replicas 

along the path in the PMF calculations. The DMA system contains 1750 solvent 

molecules. The LiCl/DMA system contains 1750 DMA molecules and 170 LiCl 

molecules, corresponding to 4.5 wt % of salt, which is within the experimentally 

observed range of ion concentrations sufficient for dissolving cellulose.
17

 The LiCl/water 

system has 8766 water molecules and 170 LiCl molecules, corresponding to the same 

molarity of salt as in the LiCl/DMA system. The pure water system contained 6004 water 

molecules. All simulations were performed with the NAMD
40

 software. Periodic 

boundary conditions were employed, and the system temperature and pressure were held 

constant at 350 K and 1 atm using a Langevin thermostat and Nose-Hoover Langevin 

barostat.
41,42

 Cellulose, water, LiCl, and DMA were modeled using the CHARMM
43

 

carbohydrate force field,
44,45

 TIP3P
46

 force field, CHARMM ion force field,
47,48

 and a 

newly developed force field based on the standardized CHARMM protocols for force 

field generation (see the supporting information), respectively. For simulations of the 

LiCl/DMA solvent system, ion-ion interactions were modified to better reproduce 

experimentally measured thermodynamic behavior of LiCl in DMA (see the SI). The 

PMFs were calculated along the deconstruction pathway via integration of the mean force 

given by harmonic restraint potentials (force constant 5 kcal/mol/Å
2
) placed on 32 

equally spaced values of a collective variable.
38

 The collective variable was the sum of 

two contact numbers. The first, C—O contacts between the peeled chain and the two 

chains below it in the microfibril, was included because intersheet interactions are the 

main cause of cellulose insolubility.
38

 To prevent the off-path event of the peeled glucan 

chain collapsing back onto the far right side of the microfibril surface, a second contact 

number, C—O contacts between the peeled chain and the top right chain furthest from it 
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in the top layer, was added to the collective variable. In conducting the PMF calculations 

in each solvent system, all 32 replicas were energy minimized, gradually heated to 350 K, 

and equilibrated for at least 5 ns before data collection in the production stage. The 

equilibration period is to ensure that the PMF profile has stabilized. Production runs of at 

least 15 ns were then used to calculate the PMFs of cellulose deconstruction. 

 

5.2.2 Simulation Model of Cellulose Dissolution 

 

 As a complement to the partial microfibril deconstruction free energy calculations 

described above, we performed MD simulations of four glucan chains, each 10 glucose 

residues long, solvated in both a fibril state and in a dissociated state (Figure 5.1C). In the 

fibril state, the four chains are closely packed together in the crystalline cellulose I� 

conformation,
37

 while in the dissociated state they are separated by ~20 Å. Taken 

together, they represent the two end states of a dissolution process. To maintain the four 

chain model in the fibril or dissociated state in the MD simulations, harmonic restraint 

potentials with a force constant of 5 kcal/mol/Å
2 
were placed on the positions of the 

terminal carbons (C1 or C4) of each chain.
31

 Both states were solvated by 1574 DMA 

molecules, 1574 DMA molecules and 152 LiCl molecules (4.5 wt % salt), or 8852 water 

molecules and 152 LiCl molecules. The molarity of salt is the same in the LiCl/DMA and 

LiCl/water systems. Other simulation details are the same as described in the 

deconstruction section. During the equilibration stage, system volume, number of ions in 

contact with the cellulose, and average cluster size of the ions were monitored until stable 

values reached. Afterwards, data from production runs of at least 30 ns was collected.  

 To compute the effective interactions between solvent, ion, and glucose moieties 

before and after dissolution, the coarse-graining (CG) scheme shown in Figure 5.2 is 

adopted. The Li
+
 and Cl

-
 ions are explicit CG sites in this analysis. The interaction 

potentials between CG sites were computed from the production-stage trajectories of the 

all-atom MD simulations via the force-matching (FM) method.
49

 We also calculated the 

three-dimensional ion densities around DMA or the dissociated cellulose chains using a 

computational procedure described in previous work.
31

 Other simulation and analysis 

details can be found in the SI. 

 

5.3 Results and Discussion 

 

 The calculated PMF profiles of cellulose deconstruction are shown in Figure 5.3. 

In LiCl/DMA, the free energy reduction of detaching the glucan chain from the 

microfibril surface into the solution phase is -1.3 ± 0.04 kcal/mol-glucose, indicating the 

capability of dissolving cellulose. In pure DMA, pure water, and LiCl/water, monotonic 

increases in the PMF with progress of deconstruction indicate that these solvents cannot 

dissolve cellulose. The calculated free energy cost of microfibril deconstruction in DMA 

is 3.0 ± 0.11 kcal/mol-glucose, significantly higher than that in water, 1.8 ± 0.03 

kcal/mol-glucose. The calculated free energy cost in LiCl/water, 1.6 ± 0.05 kcal/mol-

glucose, is very close to that in pure water, indicating that the addition of LiCl does not 

change the insolubility of cellulose in water. Therefore, addition of LiCl qualitatively 

shifts the behavior of cellulose solubility in DMA but not in water. 
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Cellulose dissolution was also modeled by simulating a four glucan chain system 

in both a fibril and a dissociated state (Figure 5.1C). The smaller system size allows for 

more extensive sampling and reduced statistical noise of the calculated molecular 

structures and interactions. To inspect the emergent behaviors of preferential interactions, 

the average three-dimensional ion densities relative to the bulk value around the glucose 

residues of the dissociated chains were calculated. These results are plotted from two 

orthogonal perspectives in Figure 5.4 for cellulose in the LiCl/water system. In water, 

LiCl localization around glucose residues relative to the bulk is not significant. Cl
-
 anions 

are closer to sugar residues than the Li
+
 cations. Local densities of Cl

-
 are high near the 

equatorial OH groups of the sugar ring, signifying OH-anion interactions. Noticeable Cl
-
 

densities are also observed around the axial CH groups due to CH—Cl
-
 HBs. However, 

cellulose-ion interactions in water are not sufficiently strong to cause cellulose 

dissolution (Figure 5.3) 

The molar solubility of LiCl in DMA is an order of magnitude lower than that in 

water.
50,51

 The distribution of LiCl around DMA observed in all-atom MD simulations of 

the LiCl/DMA solvent system without cellulose also reveals clear molecular signatures of 

DMA being a poor solvent for the salt (details reported in the SI). The CG interaction 

potentials calculated from the results of atomistic simulations indicate that ion-DMA 

interactions are highly frustrated, with the AMD-Li
+
 and ME-Cl

-
 interactions strongly 

attractive and the AMD-Cl
-
 and ME-Li

+
 interactions strongly repulsive. Since the free 

energy cost of cellulose deconstruction in pure DMA is higher than that in pure water 

(Figure 5.3), DMA is also a poorer solvent than water in regards to dissolving cellulose. 

Conversely, water is a good solvent for dissolving LiCl but a poor one for dissolving 

cellulose, and adding LiCl to it does not affect its inability to dissolve cellulose. 

Therefore, solvent properties appear to play an essential role in mediating interactions 

between the added salt and cellulose in achieving dissolution. 

In LiCl/DMA, the three-dimensional ion density profiles normalized by bulk 

values around the dissociated glucan chains are shown in Figure 5.5A-B. The local 

enhancement of ion concentrations relative to the bulk is much higher in DMA than that 

in water. In DMA, both cations and anions bind tightly to sugar moieties from both the 

equatorial and axial directions of the glucose ring. The two ions also strongly couple to 

each other near glucose residues to ensure local charge neutrality. In water, a good LiCl 

solvent, enhancement of ion concentration around cellulose is low and strong anion-

cation coupling is not observed around the polymer solute (Figure 5.4).  

In DMA, ion localization is especially high near the oxygen containing moieties 

of the glucan chains. Both Li
+
 and Cl

-
 densities are high around OH groups, and Li

+
 

density is also high near the O5 oxygen of the glucose ring. In contrast to the ion 

distributions in water (Figure 5.4), in DMA, the high-density regions of Li
+
 are closer to 

the glucose residues than those of the anions. Therefore, cations play a key role in driving 

cellulose dissolution in the LiCl/DMA system. Although OH-anion interactions have 

been identified as a molecular interaction that facilitates cellulose dissolution in 

LiCl/DMA,
19,20

 strong cellulose-Li
+
 interactions have not been recognized. An interesting 

feature is the accessibility of Li
+
 cations to the interaction sites of a glucan chain that 

bridge neighboring glucose residues. An example is shown in Figure 5.5C, wherein a 

single Li
+
 interacts with the O6 and O5 of one glucose, and the O4 and O3 of its 

neighbor. Upon full solvent exposure of the glucan chains in LiCl/DMA, the average 
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numbers of ions within 3 Å of a glucose residue are 8 (cation) and 16 (anion) more in the 

dissociated state than in the fibril state (Figure 5.6). In water, the corresponding increases 

in the number of sugar-contacting ions due to chain dissociation are only 0.25 (cation) 

and 1 (anion). Thus, upon chain separation, the solvation environment created by DMA 

causes many more Li
+
 and Cl

- 
ions to associate with the glucan chains than that created 

by water.
 

The observed preferential interactions in DMA between LiCl and the glucan 

chains that drive cellulose deconstruction can be revealed quantitatively via the 

interaction potentials between CG moieties (Figure 5.2) calculated from the all-atom MD 

trajectories of the solvated fibril and dissociated states of cellulose (Figure 5.1C). The 

interaction potentials of Li
+
 and Cl

-
 with the four CG sites of a glucose residue of 

cellulose are plotted in Figure 5.7A and 5.7B, respectively. The rich features in these 

interaction potentials are due to the complex liquid-state structures that exist around the 

glucan chains. Nevertheless, the occurrence of attractive interactions and well-defined 

first nearest-neighbor minima are clear. 

For the Li
+
 cation, SC-Li

+
 and LO-Li

+
 potentials in DMA are strongly attractive, 

with strength greater than 6 kcal/mol around the minima at a small separation of ~2 Å 

(Figure 5.7A). The profiles of the fibril and dissociated states are very similar. Therefore, 

the greater number of ion-sugar contacts in the dissociated state (Figure 5.6) drives 

cellulose dissolution. The attractive interactions between the glucose OH sites and Li
+
 are 

also significant, but they are slightly weaker than the SC-Li
+
 and LO-Li

+
 interactions. 

Also, the RNG-Li
+
 potential has a deep local minimum at ~2.5 Å that is more attractive 

in the dissociated state than that in the fibril state. Comparatively, in water, cellulose-Li
+
 

interactions are far less attractive (Figure 5.22). 

 For the interactions between the larger Cl
-
 anions and glucose CG sites in DMA 

(Figure 5.7B), the attractive interactions are significantly weaker than those of the 

glucose-Li
+
 interactions. Interactions of the RNG-Cl

-
 and OH-Cl

-
 pairs are attractive at 

short distances in the dissociated state but are repulsive in the fibril state. These results 

indicate that anions do also contribute to driving cellulose dissolution, but these 

contributions are less than those from the glucose-Li
+
 interactions. The potentials 

between Cl
-
 and the other two glucose sites, SC-Cl

-
 and LO-Cl

-
, do not exhibit significant 

attractive interactions at close distances. Furthermore, the strengths of glucose-Cl
-
 

potentials in DMA are in fact similar to those in water (Figure 5.23) despite the additional 

features in the PMF profiles in DMA due to the more complex liquid structures. 

The results presented above indicate that interactions between Li
+
 and glucose 

residues in DMA indeed appear as the main driver of cellulose dissolution. Although Cl
-
 

anions do interact with the hydroxyl groups of glucose, the DMA-mediated preferential 

interactions between Li
+
 and glucan chains are much stronger. The small size of the Li

+
 

cation allows for multiple simultaneous attractive interactions with a glucan chain, 

particular around the linker oxygen and hydroxymethyl side group of the glucose 

residues.  

In regards to solvent-ion coupling, the calculated interaction potentials clearly 

show that the amide group of DMA strongly interacts with Li
+
, but this attractive 

interaction is counteracted by the highly repulsive ME-Li
+
 interactions (Figure 5.16). The 

result of this is that Li
+
 anions are highly frustrated in the bulk and favor interactions with 

glucose residues instead. In DMA, Cl
-
 anions interact attractively with solvent methyl 



�

����

groups but repulsively with the solvent amide group and so also exhibit strong 

preferential interactions with cellulose moieties. However, Cl
-
 anions cannot access as 

many interaction sites on the glucan chains as the Li
+
 cations because of their larger size. 

Our calculations using all-atom models thus identify that Li
+
 cations, via solvent-

mediated preferential interactions, are most responsible for causing cellulose dissolution 

in DMA. This theory is consistent with the empirical observation that NaCl or salts with 

larger cations in DMA are not able to dissolve cellulose,
14

 but LiBr/DMA still can, 

although with a lower solubility.
22

 

 

5.4 Conclusions 

 

 By a combined use of all-atom MD simulations, reaction path optimization, free 

energy calculations, and a coarse-graining force-matching analysis, we found that 

preferential interactions between LiCl and glucan chains cause cellulose dissolution in 

DMA. DMA-mediated LiCl-glucose interactions lead to a free energy reduction upon 

peeling of a glucan chain from a microfibril surface into solution, a molecular process 

that involves disrupting the intrinsic interaction network of cellulose. Since DMA is a 

poor solvent in regards to both dissolving LiCl and dissolving cellulose, the two species 

strongly couple to each other in the solvent system. Such solvent-mediated interactions 

do not occur in water, a good solvent for dissolving LiCl but a poor one for dissolving 

cellulose. The small size of the Li
+
 ions gives it extensive access to many interaction sites 

along glucan chains, including the more restricted regions near the oxygen linkers 

connecting neighboring glucose residues. The calculated strengths of the cellulose-Li
+
 

interactions are much stronger than those between cellulose and the larger Cl
-
 anions.  

A number of experimental observations are consistent with the aforementioned 

mechanism deduced from the atomistic simulations described in this work. First, 

cellulose solubility is an increasing function of LiCl concentration in DMA,
17

 since more 

ions are available to interact with the glucan chains to disrupt the cellulose interaction 

network at higher salt loadings.  Second, substitution of DMA to other more polar amides 

that better solvate LiCl, such as dimethylformamide, results in a weaker ability or total 

inability to dissolve cellulose.
14,18,21

 Based on the mechanism discussed earlier, the key 

property of DMA in mediating the preferential interactions that can dissolve glucan 

chains in solution is that it is a poor solvent for both LiCl and cellulose. That is, although 

DMA only dissolves a limited amount of LiCl since it is a weak solvent for the salt, the 

combined effects of weak ion-solvent and cellulose-solvent coupling create sufficiently 

strong preferential interactions between the salt and glucose residues to achieve 

dissolution. Furthermore, replacing Li
+
 with larger cations, including sodium, potassium, 

calcium, and barium all result in ineffective cellulose solvents.
14

 As discussed earlier in 

our theory, the small size of Li
+
 is important for accessing the spatially restricted 

interaction sites around glucan chains and forming O-Li
+
 interactions. Replacing Cl

-
 with 

Br
-
 in DMA while keeping Li

+
 as the cation gives a weaker, but still effective cellulose 

solvent.
22

 This is consistent with our findings that the cations in the LiCl/DMA system 

are the dominant contributors to cellulose dissolution. However, since replacing Cl
-
 in 

LiCl/DMA with a larger anion does lower cellulose solubility,
14,19,22

 anions do contribute 

to the disruption of the cellulose interaction network. The theory developed in this work 

suggests that LiF/DMA could be a more effect cellulose solvent than LiCl/DMA given 
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equivalent amounts of dissolved salt because F
-
 is a smaller and stronger HB accepter 

than Cl
-
.
52

  

Integration of the simulation results obtained in this work with the previous 

experimental observations indicates that the DMA-mediated preferential interactions 

between salt and sugar require a delicate balance between the interactions of the different 

components of the ion/sugar/solvent system to give rise to the capability of dissolving 

cellulose. DMA being a poor solvent for both the salt and the substrate and a small cation 

size are identified as two key molecular features for this mechanism.  

  

5.5 Acknowledgements 

 

This project was supported by the Energy Biosciences Institute (grant numbers 

OO7G03 and OO0J04). We also thank the computational resources provided by NERSC 

(National Energy Research Scientific Computing Center), which is supported by the 

Office of Science of the U.S. Department of Energy under Contract No. DE-AC02-

05CH11231. 

 

5.6 Supporting Information 

 

5.6.1 Modification of the Li-Cl Interaction Potential in DMA 

 

 The ion-ion interaction potentials in DMA were modified slightly due to 

inaccurate phase behavior in our all-atom molecular dynamics simulations using the 

unmodified ion force field. The CHARMM small ion force field was developed to 

accurately model the behavior of ions in water, and was validated using such metrics as 

free energy of solvation.
47,48

 However, because the properties of DMA differ from those 

of water, particularly that the dielectric constant of DMA is approximately half that of 

water, the ion-ion interactions are too strong for their simulation in DMA. Therefore, we 

modified the ion-ion potentials slightly. In Figure 5.8, we show both the original LiCl 

ion-ion interactions, and the new modified ones we used in our all-atom simulations. The 

potentials were modified so that from the distance of the interaction minimum of the Li
+
-

Cl
-
 interaction inwards, the strength of the interaction was as if the ions had |0.9e| charges 

instead of the original |1.0e| charges (the signs of the charges were not modified). This is 

equivalent to scaling the dielectric constant of the ion-ion Coulombic interactions by 

(1/0.9
2
) for the same distances. From the distance of the Li-Cl interaction minimum out to 

12 Å, this perturbation was continuously switched off, and after 12 Å, the ion-ion 

potentials were unchanged. Practically, this was accomplished through modification of 

the ion-ion van der Waals interactions, while the Coulombic interactions were not 

changed. Also, the ion-sugar and ion-solvent interactions were not adjusted. 

 We determined the 0.9 charge scaling for the ion-ion interactions by examination 

of the ion-ion clustering in DMA. In Figure 5.9 we show the trajectories of the average 

cluster size (in total number of ions) for the unmodified force field and for different 

modifications of the ion-ion interactions. We also show these trajectories for simple 

scaling of the ion charges as well. The difference between the simple scaling and the 

modifications described above is that for the former, all interactions that involve an ion 

are affected, while for the latter, only ion-ion interactions are affected. All simulations 
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were run using the NAMD software
40

 with periodic boundary conditions at 350 K and 1 

atm using a Langevin thermostat and Nose-Hoover Langevin barostat.
41,42

 The system 

composition was 921 DMA molecules and 79 LiCl molecules (4.0 wt % LiCl in DMA). 

 Over the 10 ns trajectory, the amount of clustering for the unmodified force field 

did not deviate from its initial value. The same is true of the modified potential with 

|0.95e| effective charges. For both systems, ion clustering is irreversible. That is, ion 

clusters will never break apart over time, only increase in size, indicating the insolubility 

of the LiCl in DMA with these force fields. Once the modification is increased to |0.9e| 

effective charges, the average cluster size decreases over time. At higher levels of 

modification, |0.85e| and lower, the amount of clustering is much lower, near an average 

cluster size of one (that is, no clustering at all). This amount is low, lower than the 

amount in water at the same temperature and ion molarity (Figure 5.10), even though the 

dielectric constant of water is twice that of DMA. Also, visual inspection of the 

trajectories showed that the low cluster size was in part due to unphysical formation of 

loose aggregates of like ions (data not shown). This did not occur with the |0.9e| and 

|0.95e| modified force fields. Thus, the |0.9e| effective charge force field gave the best 

results, lying in between the irreversible clustering of the lesser perturbations and 

unphysical aggregation of the higher perturbations. For the cluster size trajectories from 

the simulations ran with the simple scaling of ion charges, only the |0.6e| trajectory 

showed reversible clustering. Lesser scalings, |0.9e| and |0.8e|, did not. However, use of 

the |0.6e| simple scaling in a cellulose deconstruction PMF calculation in LiCl/DMA did 

not give an effective cellulose solvent, and so, does not accurately model LiCl/DMA in 

this respect. The cellulose deconstruction PMF with this force field was positive (data not 

shown). 

 For comparison, we performed the same simulations of LiCl in water at the same 

conditions, 350 K and 1 atm, the results of which we show in Figure 5.10. These 

simulations contained 4875 TIP3P
46

 water molecules and 79 LiCl molecules. The 

molarity of ions in the system is the same as that in the LiCl/DMA simulations. For the 

unmodified force field the average cluster size was slightly under 2, while for all the 

modified ones, it was one. Like in the case of DMA, this was because of the formation of 

unphysical loose aggregates of like ions. Thus, in water, the solvent for which the LiCl 

force field was created, no modification of the force field should be used, as expected. 

 As another check, we examined the solid density, melting point, and heat of 

fusion of pure LiCl for the original force field, as well as for the modified ones. 

Simulations containing 4000 LiCl molecules were run at constant temperature and 

pressure (1 atm) in the same manner as those above. At a given temperature, simulations 

were started from both a crystalline, solid state, and an amorphous, liquid state. The 

simulated melting point was taken as when the simulations that began in the liquid state 

underwent a discontinuous density increase with decreasing temperature. Below this 

point, the density from the simulations that began in the solid state were used for the 

equilibrium density, while above it, the densities from the liquid initialized simulations 

were used. The heat of fusion at each temperature was calculated as the difference in 

enthalpy between the liquid and solid initialized simulations. We show these results in 

Figures 5.11-12. All force fields accurately predicted the melting point of LiCl (878 K, 

shown by the vertical line in Figure 5.11), but the modified |0.8e| simulations deviated 

significantly from the experimental liquid state density while the others did not. Also, for 
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those force fields that the enthalpy of fusion was calculated, the |0.9e| effective charge 

one gave results closest to the experimental value of 4.8 kcal/mol. Thus overall, from 

examining the behavior of LiCl in DMA and also in its neat state, the |0.9e| ion-ion 

effective charge modification gave the most accurate results when compared to 

experimentally known behavior. 

 

5.6.2 Construction of the DMA Force Field 

 

 As no DMA CHARMM force field existed, we had to create one. The force field 

was based off the existing force fields for acetamide, N-methylacetamide, and the 

methyl-substituted ammonias, from which essentially all the atom types, bonds, angles, 

and dihedrals in DMA already existed. The force field was validated by calculating the 

liquid phase density and heat of vaporization of DMA between 275 K and 400 K and 1 

atm. Simulations were run at constant pressure and temperature in the same manner as 

described previously. The simulated system contained 1000 DMA molecules. The results 

of our density calculations are shown in Figure 5.13. The force field accurately 

reproduces the experimental DMA density across a wide range of temperatures. The 

deviations of the calculated values from the experimental ones are all less than 1 %. In 

Figure 5.14, we show the calculated heats of vaporization of DMA. Like in the case of 

density, the calculated values are close to the experimental ones, and the deviation 

between the two ranges between 2 and 6.5 %. The parameters for the force field are given 

in Tables 5.1 and 5.2. 

 

5.6.3 Calculation of the Three-Dimensional Density Profiles 

 

 The three-dimensional density profiles were calculated in the same manner as 

those from previous work.
31

 For the central molecule around which the density is to be 

calculated, a standardized local coordinate system and origin is determined. For DMA, 

the origin is the midpoint of the C-N amide bond. The x-axis is along this bond, the y-

axis is perpendicular to the amide plane, and the z-axis is the cross product of the two. 

For glucose, the origin is the center-of-mass of the heavy atoms of the glucose ring. The 

x-axis is in the direction of the C2-O2 and C3-O3 bonds, the z-axis is the direction of 

polymerization of the sugar chain, and the y-axis is the cross product of the two. After 

creating the local coordinate system, the space around the central molecule is divided up 

into three-dimensional bins, and the occupancy of each bin by the selected solvent 

molecules calculated. These occupancies are then averaged over all central molecules and 

time, and then normalized by the bulk density. 

 

5.6.4 DMA is a Poor LiCl Solvent 

 

 The driving force for accumulation of LiCl at the cellulose surface and subsequent 

dissolution of the sugars is the preferential interactions caused by DMA being a poor 

solvent for LiCl and cellulose. In Table 5.3A-B we list the maximum solubility of LiCl in 

water and DMA.
50,51

 The molar solubility of LiCl per volume is an order of magnitude 

lower in DMA than in water. Energetically, this is due to water being more polar than 

DMA. Water is capable of forming electrostatically driven interactions with Li
+
 through 
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O-Li
+
 contacts and with Cl

-
 through OH—Cl

-
 hydrogen bonds. The only polar group that 

DMA posses is the central amide functionality. While this provides the possibility of 

energetically favorable ion-solvent interactions, that this functionality is surrounded by 

apolar methyl groups limits this effect. To understand the predominant LiCl/DMA 

interactions, in Figure 5.15A-B, we show the average density of LiCl normalized by the 

bulk value around DMA in neat LiCl/DMA at 350 K and 1 atm. Li
+
 density is strongly 

localized near the amide oxygen, with values greater than 100, indicating the formation 

of O-Li
+ 

interactions. Cl
-
 is located by the methyl hydrogen groups. The methyl hydrogen 

to Cl
-
 interaction is energetically weak compared to a Li

+
-Cl

-
 interaction, or to a O-Li

+
 

interaction (either in DMA or in water). This is evident in the lower values of the Cl
-
 

localization, as well as its more diffuse volume in space seen in Figure 5.15B. Also, 

although it has been suggested in some mechanisms,
20

 we see no evidence of C-Cl
-
 

interactions with the amide carbon atom, or of N-Li
+
 interactions with the amide nitrogen 

atom.  

Besides the two caused by direct ion-DMA interactions just discussed, other 

regions of ion density localization are evident in Figure 5.15A-B. However, these result 

not from ion-DMA interactions, but from ion-ion interactions in the vicinity of a DMA. 

For instance, the volumes of high Cl
-
 density by the amide oxygen are due to Cl

-
 

coordinating to a Li
+
 that itself has coordinated to an amide oxygen. The second region of 

Li
+ 

density in this area is then due to coordination of Li
+ 

ions to those Cl
-
 ions. Likewise, 

the high density of Li
+
 near the methyl groups is due to coordination of Li

+
 ions to Cl

-
 

ions which themselves are near a methyl group.  

The fact that each ion has a distinct and separate part of DMA to which it 

preferentially interacts with and highly localizes to signals that DMA is a poor solvent of 

LiCl. The Li
+
 prefers the amide group, while the Cl

-
 prefers the methyl group. That there 

is no cross over between the two interaction motifs implies that Li
+
 interacting with a 

methyl group or Cl
-
 interacting with an amide group would be extremely unfavorable 

thermodynamically. This is seen in the LiCl/DMA force matching results, which we 

show in Figure 5.16. While the AMD-Li
+
 and ME-Cl

-
 interactions are very favorable, the 

ME-Li
+
 and AMD-Cl

-
 curves are just as unfavorable. Since the total interaction any one 

ion has with a DMA molecule would be the sum of its interactions with each of the four 

groups, the energetic gains made by the favorable interaction(s) are counterbalanced by 

the repulsion(s) of the unfavorable ones. Also, the distinct partitioning of the favorable 

interactions of the ions with the two DMA functionalities and the high amount of 

localization of each ion type around these functionalities represent a large entropic 

penalty compared to a solvent where the ions would not be so highly localized in space. 

This is in addition to any weaker energies of interaction that LiCl has with DMA 

compared to water. The combination of the two make DMA a poor solvent for LiCl 

compared to water.   
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Table 5.1. CHARMM Topology file for N,N-dimethylacetamide. 

MASS   101 HA       1.00800    H 

MASS   102 CT3     12.01100   C  

MASS   103 C       12.01100     C  

MASS   104 O       15.99940     O 

MASS   105 NH0     14.00700  N 

 

RESI NDMA         0.00 ! N,N-dimethylacetamide 

GROUP 

ATOM CL   CT3    -0.27 

ATOM HL1  HA     0.09  

ATOM HL2  HA     0.09  

ATOM HL3  HA     0.09  

ATOM C    C           0.48  

ATOM O    O         -0.48  

ATOM N    NH0    -0.32  

ATOM CR1  CT3  -0.11  

ATOM H11  HA     0.09  

ATOM H12  HA     0.09  

ATOM H13  HA     0.09 

ATOM CR2  CT3  -0.11 

ATOM H21  HA     0.09 

ATOM H22  HA     0.09 

ATOM H23  HA     0.09 

 

BOND CL  HL1  CL  HL2  CL  HL3  CL  C 

BOND C   O    C   N    N   CR1  N   CR2 

BOND CR1 H11  CR1 H12  CR1 H13  CR2 H21 

BOND CR2 H22  CR2 H23 

IMPR N  C  CR1 CR2 

IMPR C  CL N   O 

PATCH FIRS NONE LAST NONE 
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Table 5.2. CHARMM parameter file for N,N-dimethylacetamide. 

 

Bonds 

CT3  C     250.000     1.4900  

HA   CT3   322.000     1.1110  

O    C     620.000     1.2300  

NH0  CT3   320.000     1.4300  

NH0  C     370.000     1.3450  

NH3  HC    403.000     1.0400  

 

Angles 

HA   CT3  HA    35.500    108.40    5.40   1.80200  

HA   CT3  C     33.000    109.50   30.00   2.16300  

O    C    CT3    80.000   121.0000  

NH0  C    CT3    80.000   116.5000  

O    C    NH0    80.000   122.5000  

CT3  NH0  C      50.000   120.0000  

NH0  CT3  HA     51.500   109.5000  

CT3    NH0  CT3    53.000   120.0000  

 

Dihedrals 

X    CT3  C   X        0.0500  6   180.00 

CT3  C    NH0  CT3      2.5000  2   180.00  

O    C    NH0  CT3      2.5000  2   180.00  

X    CT3  NH0  X        0.1100  6     0.00 

 

Improper Dihedrals 

O    X    X    C     120.0000         0      0.0000  

NH0 X    X    CT3      20.0000         0      0.0000  

 

Nonbonded 

CT3    0.000000  -0.080000     2.060000   0.000000  -0.010000     1.900000  

C      0.000000  -0.110000     2.000000  

O      0.000000  -0.120000     1.700000   0.000000  -0.120000     1.400000    

HA     0.000000  -0.022000     1.320000  

NH0    0.000000  -0.200000     1.850000   0.000000  -0.200000     1.550000  
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Table 5.3A. Maximum solubility of LiCl in water. 

 

Temp (K) 10 20 25 30 40 

Mass Fraction
a 

0.425 0.453 0.458 0.463 0.473 

Molarity (M) 12.790 13.813 13.999 14.161 14.538 
a 
Solubility and density data from Ref 50 

 

Table 5.3B. Maximum solubility of LiCl in DMA. 

 

Temp (K) 25 

Mass Fraction
a 

0.085 

Molarity (M) 2.006 
a 
Solubility and density data from Ref 51 
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(A) 

(B) 

(C) 

Figure 5.1. Molecular models and processes employed for investigating cellulose 

dissolution in this work. (A) Cross-section of the partial microfibril subject to 

deconstruction. The circled chain is peeled off from the microfibril surface in the 

deconstruction process. (B) Side view of the initial and final states of the partial 

microfibril in the deconstruction process. (C) Cross section of the fibril and dissociated 

states of the four chain clusters. The fibril state is in the crystalline I� conformation. In 

the dissociated state, the chains are separated by ~20 Å. 
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Figure 5.2. The coarse-graining scheme employed for glucose, water, and DMA used in 

computing the force-matched interaction potentials.  
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Figure 5.3. The PMFs of cellulose deconstruction (Figure 5.1A-B) in LiCl/DMA, DMA, 

LiCl/water, and water. 
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Figure 5.4. The average densities of Li
+
 and Cl

-
 around the dissociated glucan chains 

(Figure 5.1C) in water normalized by the bulk values. (A) Front view and (B) top view. 

 

Figure 5.5. The average densities of Li
+
 and Cl

-
 around the dissociated glucan chains 

(Figure 5.1C) in DMA normalized by the bulk values. (A) Front view and (B) top view.  

(C) A configuration of Li
+
 binding to the restricted region between neighboring glucose 

resides in a dissociated chain. This configuration is from a snapshot of the all-atom MD 

simulation.   
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Figure 5.6. The average number of Li
+
 and Cl

-
 ions within 3 Å of cellulose atoms 

calculated from the MD simulations of the fibril and dissociated states of cellulose 

(Figure 5.1C) in LiCl/water and LiCl/DMA. 
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(A) 

 

 

 

(B) 

 

 

 

Figure 5.7. Interaction potentials between LiCl and the CG sites of cellulose in 

LiCl/DMA. (A) Li
+
 and (B) Cl

-
. CG sites of cellulose are shown in Figure 5.2.  
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Figure 5.8. Modified ion-ion interaction potentials in DMA used in this work. Original 

unmodified potentials shown for comparison. 
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Figure 5.9. Trajectories of the average cluster size of LiCl in DMA for the original 

unmodified force field, modified ion force fields, and scaled ion force fields. 

 

 

 
Figure 5.10. Trajectories of the average cluster size of LiCl in water for the original 

unmodified force field and modified ion force fields. 
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Figures 5.11. Density of neat LiCl at various temperatures for the original unmodified 

force field, and several modified force fields, and the experimental density for 

comparison. The vertical line shows the experimental melting point of LiCl at 1 atm (878 

K). 

 

 

 
 

Figure 5.12. Enthalpy of fusion of LiCl for the original unmodified force field and 

several modified force fields. The experimental enthalpy of fusion at the melting point is 

also shown. 
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Figure 5.13. Experimental and simulated density of DMA at various temperatures. 

Percent deviation between the two is also shown. 

 

 

 

Figure 5.14. Experimental and simulated heat of vaporization of DMA at various 

temperatures. Percent deviation between the two is also shown. 
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(A) 

(B) 

 

Figure 5.15. Three-dimensional density relative to the bulk of Li
+
 (A) and Cl

-
 (B) around 

DMA in LiCl/DMA at 350 K and 1 atm. 
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Figure 5.16. CG interaction potentials between LiCl and the coarse-grained 

functionalities of DMA (defined in Figure 5.2) in LiCl/DMA. 
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Figure 5.17. CG interaction potentials between the ME coarse-grained group of DMA 

and the coarse-grained cellulose functionalities in LiCl/DMA. Coarse-grained groups are 

defined in Figure 5.2. 
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Figure 5.18. CG interaction potentials between the AMD coarse-grained group of DMA 

and the coarse-grained cellulose functionalities in LiCl/DMA. Coarse-grained groups are 

defined in Figure 5.2. 
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Figure 5.19. CG interaction potentials between the ME coarse-grained group of DMA 

and the coarse-grained cellulose functionalities in pure DMA. Coarse-grained groups are 

defined in Figure 5.2. 
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Figure 5.20. CG interaction potentials between the AMD coarse-grained group of DMA 

and the coarse-grained cellulose functionalities in pure DMA. Coarse-grained groups are 

defined in Figure 5.2. 
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Figure 5.21. CG interaction potentials between the WAT coarse-grained group of water 

and the coarse-grained cellulose functionalities in LiCl/water. Coarse-grained groups are 

defined in Figure 5.2. 
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Figure 5.22. CG interaction potentials between the Li
+
 cation and the coarse-grained 

cellulose functionalities in LiCl/water. Coarse-grained groups are defined in Figure 5.2. 



�

����

 

 

Figure 5.23. CG interaction potentials between the Cl
-
 anion and the coarse-grained 

cellulose functionalities in LiCl/water. Coarse-grained groups are defined in Figure 5.2. 
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