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The collision of a high energy electron beam with a laser pulse may be used to study radiation
reaction and nonlinear Compton scattering among many other processes in strong field quantum
electrodynamics. Predictions from simulation and theory for these interactions rely on a number of
approximations and assumptions that have not been experimentally tested. Here, experimentally
measurable signatures are identified that might be able to distinguish between radiation reaction
models, i.e., classical or quantum, or between the local constant field and local monochromatic
approximations used to calculate the properties of the nonlinear Compton process. These signatures
are considered through Monte Carlo simulations of various experimental conditions that are relevant
to today’s laser facilities. Potential detection schemes for measuring the signatures are proposed.
We find that single photon counting of keV photons to resolve harmonics and scintillator based
detection of MeV photons may allow us to validate nonlinear Compton scattering models and
radiation reaction models respectively. This will require electron beams with divergence angles less

than 2 mrad and less than 20% energy spread.

I. INTRODUCTION

The emergence of multi-petawatt class laser systems [1]
has sparked significant interest in a set of widely recog-
nized theoretical challenges related to the interaction be-
tween strong electromagnetic fields and relativistic elec-
tron beams [2-5], which have yet to be fully validated
through experimentation. In particular, two important
low order quantum processes are the emission of a photon
by a charged particle and the decay of a photon into an
electron positron pair in a strong electromagnetic field.
These processes are known by different names in different
contexts, but in the interaction of leptons with extremely
intense laser pulses these are known as, respectively, non-
linear Compton scattering (NLCS) and nonlinear Breit-
Wheeler (NLBW) pair creation. These processes are of
fundamental interest, being related to photon generation
and pair production mechanisms that are expected to
occur naturally in our universe, but only in the most
energetic environments, such as within strongly magne-
tized regions surrounding magnetars [6] and in pulsar
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magnetospheres. Additionally, they are important for
understanding the physics of matter in the foci of new
multi-petawatt ultra-intense laser facilities [7—11] that
will make the experimental study of strong-field quantum
electrodynamic (SF-QED) effects possible [3, 4]. Valida-
tion of the models for these processes is important as they
are a fundamental component of the simulations in ex-
treme astrophysics [12, 13] and laser-plasma interactions
with multi-petawatt lasers [14].

The linear versions of these processes are theoreti-
cally calculated and experimentally confirmed to high
precision [15]. However, in the nonlinear regime the
usual QED perturbation techniques break down and it
is instead typical to use Volkov states [16] to recast
the problem as a new perturbation theory using these
“dressed” states [17-19], which has less experimental
data in support. In strong fields, the two important
nonlinearity parameters are the classical parameter ag =
ey/—A, A" /mec, which is the amplitude of the dimen-
sionless vector potential of the electromagnetic field[20],
and the quantum parameter xy = |F**p,|/m.Es. Here,
Fr =9,A, — 0,A, is the electromagnetic field tensor,
A, is the electromagnetic field four-potential, p, is the
particle four-momentum, e and m, are electron charge



and mass respectively, and Fy ~ 1.32 x 10'® V/m is the
critical field of QED or Schwinger field. Pioneering mea-
surements were made at the SLAC E-144 experiment in
the very weakly nonlinear regime where standard per-
turbation theory may still be applied [21, 22]. In the
supporting theoretical calculations an adiabatic assump-
tion was made that the local rate was that of the infinite
plane wave with equivalent y, which was later formalized
as the ”locally monochromatic approximation” (LMA)
[23].

In the strongest laser fields corresponding to multi-
petawatt laser facilities for which ag > 1, particles may
be accelerated to very high energies by the field strength
such that the fields in their rest frame are close to crossed
FE and B fields, and the coherence length for the forma-
tion of the photon is extremely short such that they can
be treated as approximately constant; i.e., the “locally
constant crossed-field approximation” (LCFA). Recently,
NLCS experiments were performed using laser wakefield
accelerated electron beams at higher laser field strength
[24, 25] than the SLAC E-144 experiments. While these
experiments showed evidence for quantum radiation re-
action (a manifestation of NLCS), limited data and sig-
nificant noise made this dataset insufficient to constrain
the NLCS model to determine deviations from the LCFA.

In NLCS, a very large number of laser photons are ab-
sorbed by a single lepton and a single high-energy photon
is emitted, i.e., e~ +ny — e~ + 4 [19]. The probability
of this process occurring depends on the parameter ye,
with larger y. making the process more probable. Due to
the fact that the parameter y. depends both on the field
strength and the momentum of an electron, the head-
on collision of this electron and the laser maximizes the
value of x.. In this case x. ~ 2vE/Eg, where v is the
electron Lorentz factor.

Head-on collision experiments have focused on finding
signatures of radiation reaction (the change in momen-
tum a particle experiences as it emits photons) in the
electron and photon energy spectra. Classical electro-
dynamics addresses this problem by describing the elec-
tron propagation in the electromagnetic field by using
the equation of motion with both the Lorentz force and
the classical radiation reaction (CRR) force taken into
account, where the CRR force is determined from the
ensemble averaged amount of momentum radiated by an
electron along its trajectory. In this case a nonphysical
photon spectra where photon energies exceed the energy
of the electrons is predicted. This leads to an overes-
timate of the electron energy loss among other effects.
Quantum radiation reaction (QRR) is usually referred
to as the recoil coming from the sequential, incoherent
emission of many photons (see e.g. [2, 4, 5]), where the
electron motion between these emission is governed by
an equation of motion with just the Lorentz force taken
into account. The differences between CRR and QRR
manifest themselves in different electron and photon en-
ergy spectra. However, if ag is large such that there is
significant photon production and Yy, is small such that

these photons are low energy, then the difference will be
negligible. The over-estimate in the radiated power by
CRR compared to QRR is given by the inverse of the
Gaunt factor [26, 27].

In addition to measuring differences between CRR and
QRR, it is also important to validate the models used to
calculate the probabilities of each of these photon emis-
sions, i.e., NLCS, in the QRR case: the LCFA and the
LMA. The LCFA is the main model used in the popular
particle-in-cell (PIC) codes, allowing for NLCS to be sim-
ulated in plasmas. The LCFA and the LMA predict sim-
ilar photon spectra at high energies. However, below keV
energies the models diverge as the LCFA greatly over pre-
dicts the photon number as the underlying assumption of
incoherent photon emission breaks down [28]. Measuring
these differences in the energy spectra in the QED regime
is non-trivial and so far has not been achieved. Note, that
the LMA is better suited to interactions with ag < 20
because of the increasing complexity of the calculations,
while the LCFA is accurate only for frequencies above
Wine ~ Y2wo/ai, if ag > 1. This is because the LCFA
requires incoherent emission where the photon formation
length is smaller than the oscillation period of the elec-
tron in the laser field [29].

A potential path to finding signatures that may more
easily differentiate between different RR and NLCS mod-
els is to look at the angular spectra of the scattered pho-
tons. Angular spectra have previously been proposed
as a way of observing signatures of radiation reaction
[30]. This is not something that is typically modelled be-
cause PIC codes have generally made the co-linear emis-
sion approximation, where photons are emitted directly
along the path of particle propagation. PIC codes have
an angular spread in emission due the classical dynamics
of the electron oscillating in the laser field, but do not
resolve the stochastic angle of emission. While this ap-
proximation is accurate for high energy photons because
the cone of emission goes as (¢?) = 5/492 for x. < 1
and (¢?) = 1.76y~2x2/* for x. > 1 [31], it is not accu-
rate for the low energy photons. In this manuscript the
signatures of the different models of RR that manifest in
the photon angular spectrum will be identified and ex-
plored under various experimental conditions. This will
be done over a large parameter range, taking into ac-
count the error associated with real measurement tech-
niques, thereby allowing us to define the minimum laser
and electron beam parameters necessary to measure dif-
ferences in the RR models.

The paper is organized as follows. In section II we
discuss the methods employed in this study. The main
results are presented in section III. We conclude in section
IVv.

II. METHODS

Since the main goal of this paper is to study the col-
lision of GeV-class electron beams with high-intensity



0.10 T 10°

| LMA | LMA + Classical LCFA + Classical =~
0084 | 41 =
108 2
5 0.06 - . %i
< 0.04 - 3
100 "3
2
0.02 - 3
S

0.00 - — T T - , 107!

10~* 10! 102 10-* 107! 102 10-! 102 10-* 107! 102
Eph (MeV) Eph (MeV) Eph (MeV) Eph (MeV)

FIG. 1. Characteristic NLCS photon angular spectra generated in Ptarmigan using the LMA, LMA + Classical, LCFA, and
LCFA + Classical radiation models. These spectra were generated in the head-on collision of a collimated 1 GeV monoenergetic
electron beam with a 27 fs FWHM duration laser with a normalized vector potential ap = 15. The spectra are normalized to

the number of electrons in the colliding beam N..

laser pulses in computer simulations, the single-particle
Monte Carlo code Ptarmigan was chosen. This code
was specifically created for modeling such an interaction
and includes multiple models to account for the charged
particle and photon interactions with strong electromag-
netic fields of laser pulses. The details of the Ptarmi-
gan implementation have been outlined by Blackburn et
al. [32]. The code can treat the interaction classically,
i.e., describe the particle propagation using the Landau-
Lifshitz equation of motion. Another possibility is to
use the quantum description. In this case the charged
particles emit photons and the photons convert into elec-
tron positron pairs according to the non-linear Comp-
ton and Breit-Wheeler rates that are calculated by the
Monte Carlo QED module. The motion of charged parti-
cles between emissions is governed by classical equations
of motion with only the Lorentz force taken into account.
The emission of photons is described in either the LMA
or LCFA. The NLCS and NLBW rates include energy
and angular dependencies. Since Ptarmigan is a single-
particle code and the laser pulse is initialized as a pre-
scribed external field, collective effects and self-consistent
field evolution are not taken into account. However, the
parameters of laser pulses and electron beams used in
this paper allow us to neglect these effects and are there-
fore comparable to results that would be obtained from
QED-PIC codes.

For all the simulations presented here, an electron dis-
tribution with a gaussian temporal and spatial profile
was populated using 10° particles unless specified other-
wise. The beam had a variable energy spread defined by
the standard deviation opg, length L, = 2 pm defining
the standard deviation of the longitudinal profile consis-
tent with the short duration of laser wakefield accelerated
electron beams [33], a variable mean Lorentz factor (v.),
radius 7. = 0.5 pum defining the standard deviation of
the transverse profile, and variable RMS divergence o .
The electron beam was set to propagate head-on into
a gaussian laser pulse. This laser pulse had a variable

normalized vector potential ag, wavelength A = 800 nm,
waist wy, = 1.7 pm defining the point where the inten-
sity falls to 1/e? from the peak, full-width half-maximum
(FWHM) duration 7pw g = 27 fs, and was linearly po-
larized. Note that petawatt laser systems have already
been focused to similar spot sizes [10, 34]. The radius
of the electron beam was set to be smaller than the
laser beam waist such that the electrons would interact
with the strongest fields of the pulse. However, laser-
wakefield accelerated electron beams can have very small
radii [35, 36]. Electrons were individually sent through
the fields of the laser pulse. The laser and electrons prop-
agate toward each other and collide at the position where
the laser is focused. The motion of particles is calculated
by the relativistic Lorentz force equation if the LMA or
the LCFA are used and the Landau-Lifshitz equation of
motion if the classical solver is used. During the prop-
agation of the particle through the laser fields on each
timestep the probability of photons being generated is
checked. If a photon is generated, the angle and energy of
the photon are calculated pseudo-randomly based on rate
tables for LCFA, LMA, or classical versions of these two
models. Using classical with LCFA will use the momen-
tum of the electron and the local y. of the background
field to sample from the classical synchrotron spectrum.
Classical combined with LMA takes the normalized vec-
tor potential and y. to sample the nonlinear Thomson
spectrum. If radiation reaction is turned on, the emit-
ting particle will receive a momentum kick due to photon
emission. Additionally, the momentum from the absorp-
tion of photons from the background is taken into ac-
count, however laser depletion is not included. Photons
that are generated will propagate through the laser fields
and randomly generate electron-positron pairs based on
NLBW rates. These generated particles will also prop-
agate through the fields, allowing for the generation of
pair-cascades.



III. IDENTIFYING SIGNATURES

Here, we consider the head-on collision of a monoen-
ergetic 1 GeV collimated electron beam with a high in-
tensity (ag = 15) laser pulse with FWHM duration of
27 fs. The peak value of the parameter y in such inter-
action can reach y = 0.18. Thus, different assumptions
can be used to model this interaction. In what follows
we employ both the LMA and LCFA, and the classical
implementations of these models, i.e. neglecting photon
recoil. Previous studies of this interaction typically used
angularly integrated spectra, which were able to identify
differences in the predictions of these models, but also
missed other signatures. It is well known that classi-
cal models predict higher emitted photon energies than
quantum ones and the LCFA predicts a higher number
of low energy photons emitted than the LMA. However,
classical models also predict a sharp cut-off in emission
angle for a particular energy, whereas quantum ones do
not have such a cut-off. The LMA predicts a broader
energy distribution of photons at low energies than the
LCFA does, although the LMA shows no photons near
the axis, in contrast to the LCFA. One of the more in-
teresting distinctions between LCFA and LMA methods
is the latter prediction of harmonics in the photon spec-
tra, which appear as multiple curves in the angularly
resolved spectrum. Indeed, measuring these harmonics
in the QED regime is one of the primary goals of the
LUXE experiment [37]. Fig. 1 shows the photon angular
spectra for the four different possible radiation models
that demonstrate these signatures. In what follows we
consider these signatures in detail.

A. Harmonics
1. Structure

The harmonics in LMA come from the scattering of
s background photons and can be shown analytically
through energy-momentum conservation which is writ-
ten as follows:

q+sk=q¢ +k. (1)

Here, ¢ = p + kaZm?/(2k - p) and ¢ are the quasi-
momentum of the electron before and after scattering,
with an initial four-momentum p. This electron scatters
s background photons with a four-momentum k into a
photon with four-momentum k’. By squaring Eqn. 1
and removing ¢’ by plugging Eqn. 1 into the squared
equation, we can solve for the angle dependent photon
frequency. Specifically for the case of a head-on collision
with a highly relativistic beam assuming small angle scat-
tering the solution is:

B 8svy?
2+ 20292 — @2 + (4svy +ad)(2 — %)
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where v = hw/mc? is the normalized frequency. At a par-
ticular angle ¢ with respect to the initial electron prop-
agation direction the energy of the scattered photon will
increase with the number of background photons scat-
tered. However, the energy change between harmonics
decreases with increasing harmonic order.

For the collision of a monoenergetic 1 GeV beam with
an ag = 15 pulse, shown in Fig. 1, clear separations are
observed in the 1 — 100 keV range. In this range, photons
can be measured directly onto an x-ray camera, or onto
a scintillator that is imaged by a camera. If a camera
were to image the photons off-axis and resolve the pho-
ton spectrum, a multi-peaked spectrum should be mea-
surable. However, this assumes that the peaks in the
spectrum can be resolved and that the peaks will not
merge together under realistic experimental conditions
[38]. Additionally, the signal of each peak will be lower
than the previous order, because the scattering probabil-
ity decreases with increasing harmonic order.

To study the harmonics under realistic experimental
conditions we performed several parameter scans of ag,
beam divergence, beam energy, and energy spread using
the LMA model. Fig. 2 shows several sample spectra
from these scans to demonstrate the trends. As ag is
increased, the width of the harmonic lines increases and
the number of photons scattered to larger angles and into
higher harmonics increases. This is expected due to the
ap dependence in Eq. (2), showing a decrease in scattered
photon energy with increasing ag. The contribution to
the width of the harmonic lines due to ag can be approx-
imated by taking the difference between Eq. (2) when
a = 0 and when a = ag. Additionally, the change in
energy between two harmonics for a particular ¢, taking
into account ag can be estimated by taking the difference
between Eq. (2) substituting s = s + 1 and a = ag, and
Eq. (2) with a = 0. To estimate the lower limit where
the harmonics become separate and therefore potentially
measurable, we can set this equation equal to 0, to get:

[ 2-sa3(1-B)
¢cross(s7a07ﬂ) = COs ! (&‘%(I—M) (3)

An example of this equation along with the harmonic
lines is shown in Fig. 3. If ag is small, then the s and
s+1 harmonic lines will not cross and ¢;.,ss Will be imag-
inary. This does not account for the complete width of
the lines because multiple scattering causes a reduction
in v and therefore an increase in line width. However,
using this equation we can estimate the minimum an-
gle that a detector can be placed at to observe separate
harmonics.

The scan of v shows a particularly interesting result.
As v decreases more harmonics appear at larger angles,
potentially making the measurement of these harmonics
possible. However, reducing « also reduces the energy at
which the harmonic lines are separated. A balance must
then be met between having a small enough v such that
the photons are not along the beam propagation axis, but
large enough that the harmonics form at energies that are
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interacting with a 27 fs, ap = 15 linear polarized laser using the LMA.
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FIG. 3. LMA simulation presented in Fig. 1 (ap = 15 pulse
colliding with 1 GeV beam) plotted with harmonic lines from
Eq. (2) and crossing point predicted from Eq. (3).

detectable by a chosen detector. Additionally, a large aq
is necessary such that there is a significant probability
of photons being scattered into the harmonic lines. In
plasma physics we generally view ag as a measure of how
relativistic an interaction is, however ag also defines how
many photons a single electron will interact with. This
point was discussed in the work of Seipt et al. [39], where
they derived the equation for the average or expectation

value of s. This equation is:

3
ag

=054—0
1+ 1.49y059

(s)e (4)

where Y. = 27v.a0hw/m.c?. From this equation we see

that the average s increases with ag and decreases with v
consistent with our simulations. The equations defining
the probability of emitting into a particular harmonic are
not simple [23]. Ptarmigan integrates the partial proba-
bilities of the harmonics to determine whether a photon
should be emitted and the energy of the photon [40].
However, for typical parameters of current laser facilities
quantum corrections may be small, therefore estimates
for the rates may be obtained from the classical equa-
tions [41].

For measuring the harmonics we must also consider
how energy spread and divergence will affect the har-
monic lines. As seen in Fig. 2 both of these properties
act to broaden the harmonics, however they appear in
different ways. Divergence broadens the lines, causing
all the harmonics to merge into a single line for diver-
gences exceeding a few mrad. Energy spread appears to
form a background of photons between the lines, how-
ever even at largest energy spread in our scan (40%) the
lines can still be distinguished. From our scans, diver-
gence angles o4 < 2 mrad and energy spreads less than



20% are necessary to form distinct harmonic lines. Note
that o is the standard deviation, for 20% this translates
to a ~ 33% FWHM energy spread. Several experiments
have been run demonstrating high quality beams that
can meet these requirements [42-44].

Finally note that all simulations were performed in a
head-on collision with the electron beam colliding with
the laser pulse at focus. Experimental constraints will
likely not allow for exact head-on collisions and there will
be an angle between the laser pulse and electron beam.
This angle will result in a reduction to the y. that the
electrons experience. Additionally, shot-to-shot variation
in the timing and pointing of the beams will result in a
reduction of the peak field and therefore y. experienced
by the electrons. These effects will all result in fewer
photons being radiated.

2. Detection Strategies

Now that we have established how the harmonics vary
with beam and laser properties we can consider how they
might be detected. The harmonics form in the 1-100 keV
range which is the same range betatron radiation from
laser-wakefield acceleration falls into. This complicates
the measurement in common laser-driven setups because
betatron radiation will form a strong source of noise. If
the beam comes from a conventional linear accelerator
this will not be a problem. The benefit of betatron ex-
isting in this range is that there has already been some
effort to develop diagnostics. Albert et al. used a stack
of image plates to obtain angular spectra of the photons
in the keV range [45]. However, the analysis technique
requires an assumption on the shape of the spectra and
is therefore not applicable to the measurement of har-
monics where we are attempting to directly measure the
spectral shape. Another method is to diffract the scat-
tered photons from a crystal. This measurement allows
for a very narrow range of photon energies to be mea-
sured with high resolution. Although this could be quite
a good technique for measuring single spectral lines, it
is not ideal if we want to fully resolve the harmonics.
The best option may be to use single photon counting
to construct the spectrum. This method was used by
Behm et al. to measure differences in betatron spectra
transmitted through thin Al foils [46].

For the single photon counting method we consider
placing a detector somewhere off the collision axis such
that it collects only part of the scattered photons. From
the simulations we can create synthetic data to assess
the viability of this method. The synthetic detector is
created by placing a plane at some position and mapping
the position of all photons incident on the plane. A 2D
histogram is then created where the size and number of
bins is based on a particular x-ray CCD. We have as-
sumed the same CCD as used by Behm et al. [46], the
Andor iKon-M which which has a 13.3 x 13.3 mm? de-
tector with 1024 x 1024 pixels. A linear response has
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FIG. 4. Synthetic detector measurement of harmonics

through single photon counting. The detector is modeled
based on the Andor Tkon-M with 1024 x 1024 pixels placed 1.5
m and 45 mrad from the collision axis. The simulations were
run using the LMA model (left column) and LCFA (right col-
umn) with ag = 20 pulse colliding with a 400 MeV monoen-
ergetic electron beam consisting of 4 x 10° particles. The
detector captures the angles enclosed by the blue lines.

been assumed for the detector i.e., the CCD counts of
a pixel are linearly proportional to the energy of the in-
cident photon. This is also approximately true for real
detectors, however there will also be diffusion of charge
from pixels into other pixels and quantum noise that will
result in error on the pixel value. The main requirement
of this method is to have few photons incident in a sin-
gle shot such that multiple photons do not hit the same
pixel, however enough photons such that the spectrum
can be resolved. To reduce the photon density the detec-
tor can simply be moved away from the interaction. This
will reduce the signal which can be solved by integrating
multiple shots. For Fig. 4 the detector has been placed
at an angle and at a distance from the interaction where
there is a clear separation between the harmonic lines.
The part of the spectrum that is captured is enclosed by
the blue lines in (a) and (b). Experimentally, the detec-
tor should be placed such that the harmonic lines exist
in the working range of the detector (~ 5 — 15 keV), far
enough away such that fewer than 10% of pixels have non-
zero signal, and at a position where the spectral lines are
still resolved even with the ~ 0.5 keV spectral resolution
of this method. Note that in Fig. 4 the electron beam
energy (400 MeV) and ap = 20 were specifically chosen
such that the harmonics would fall within the keV range
with clear separation between the lines. To simulate the
measurement of the spectra, the 2D synthetic detector
histogram was used to generate a 1D histogram with 0.5



keV bins. This is shown for the LMA and LCFA spectra
in Fig. 4(c) and (d) respectively. From this comparison it
is clear that the important measurement is the absence
of photons because LCFA predicts a smooth spectrum
while LMA has regions between the harmonics with few
photons.

An experiment that implements this single photon
counting technique to differentiate between the LCFA
and the LMA would need to prove with sufficient statis-
tics that the keV part of the scattered spectrum is modu-
lated. Due to shot-to-shot fluctuations, ideally the spec-
trum would be sufficiently resolved on a single shot. Ac-
cumulating over several shots is possible, however it will
result in a blurring of the spectral lines as the angle of
the beam changes. This can be achieved by placing the
detector close enough to the interaction that there is a
large flux of photons, but not too close that there are a
significant number of multiple hits on the pixels. Addi-
tionally, by moving the detector closer, the range of an-
gles captured by the detector increases, and because the
harmonic lines are not vertical (Fig. 4) this will increase
the linewidth in the angularly integrated spectrum. This
set of opposing factors leads to an optimization problem
for the detector position. Experimentally, the position of
the detector can be scanned to obtain sufficient statistics
and separation between harmonics. Note that Fig. 4 ef-
fectively shows the result of a single shot with only 4 x 10°
electrons. LWFA electron beams are routinely produced
with beam charges >pC or > 6.25 x 10° electrons. It
is therefore likely that sufficient signal can be obtained
in a single shot given that a significant fraction of the
electrons interact with the laser pulse.

B. Angular Cutoffs
1. Maximum

The next signature that we can consider is the hard
edge in the radiated photon spectra that forms with
CRR, but does not form with QRR. Classically, pho-
ton emission is deterministic and neglecting the intrinsic
emission cone photons will not be emitted outside an an-
gle ¢edge = aog(gmam)/’Y(fmam)v where {4, is the phase
in the laser field where ¢cq4. is maximized, and g(§) is
the laser envelope. For a laser pulse with a gaussian tem-
poral envelope we can derive the following estimate for
the angle of the edge,

2vohw
Bedge ~ 0.89122 (1 n 0.6280‘”‘”021\[) . (5)
Yo MeC

Here, 7y is the initial Lorentz factor of the beam, ars is the
fine structure constant, and N is related to the FWHM
duration by N = wrpwmam/+/21n(2). See Appendix A
for the derivation of this equation. This hard edge does
not exist in the case of QRR where stochastic effects allow
for photons to appear at larger angles. Green and Harvey
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FIG. 5. Classical and quantum photon angular spectra. A line
was fit to the classical ¢ edge and plotted over the quantum
spectrum to demonstrate the existence of photons above this
edge. In the MeV range ¢ can be approximated by Eq. (5)
as shown in (a). The simulations used v = 7814 and ag = 26.

previously considered the effect of stochastic emission on
the transverse momentum of electrons and showed that
transverse beam spread may be a measurable signature
of QRR [47].

We know that the classical description of photon emis-
sion cannot be correct because it allows for the produc-
tion of photons with energies exceeding the energy of
the incoming electron. This can be seen in Fig. 5 where
LCFA+Classical over-predicts the maximum photon en-
ergy. However, it is not simple to experimentally discrim-
inate between CRR and QRR from the difference in the
predicted photon spectra and the resulting difference in
the electron spectra. Indeed, this was attempted in the
work of Cole et al. [24], while the data clearly showed
evidence of radiation reaction, it was insufficient to deter-
mine the radiation model. Perhaps the photon angular
spectra may allow us to discriminate between the models.

To study this we first fit a line to the classical edge
to generate the line ¢ (Epp). This is shown in Fig. 5(b)
plotted over the quantum spectrum. Note again that
classically photons cannot exist at larger angles than this
line, however QRR predicts many photons outside of this
line, particularly in the 1-100 MeV range. Due to the en-
ergy of these photons we cannot use the same single pho-
ton counting method that we proposed to measure the



harmonics. Instead, this range requires the use of scintil-
lators, perhaps Csl or LYSO. Arrays of Csl crystals have
already been used to measure non-linear Compton spec-
tra [24]. This type of detector was reported by Behm et
al. as a way to resolve spectra in the MeV range [48].
Measuring spectra with this detector is non-trivial and
requires prior knowledge of spectral shape. We can en-
vision placing this detector at a specific scattering angle
such that it captures photons only above the classical
edge. This angle can be estimated by Eq. (5). As an
example, this equation has been used to plot a line in
Fig. 5(a) which shows reasonable agreement in the 1 —
100 MeV range. If photons are detected with a spectral
shape and number that is consistent with QRR, then this
can be used to discriminate between the radiation mod-
els. For this measurement to be possible the number of
photons above the classical edge must be sufficient to
be detectable above the background. The MeV range of
photons exist at very small scattering angles, therefore
electrons which may scintillate should be deflected away.

To understand what beam and laser parameters are
necessary to measure the classical edge we again per-
formed several simulations scanning these properties.
The results of these scans are shown in Fig. 6. The im-
portant quantity that we focused on in the scans is the
number of photons above the classical edge. The number
of photons above the line ¢ (Epn) that was fit to the
classical simulation for energies E,; > 0.1 MeV were in-
tegrated and normalized to the total number of photons
in the quantum simulation with energies Fyp, > 0.1 MeV.
Fig. 6(a) shows this quantity varying with ag and (). At
low ap and (), increasing these parameters results in a
larger number of photons above the classical edge. How-
ever, the percentage of photons peaks when x. ~ 0.6
and falls off for larger yx.. For small ag, the classical
and quantum spectra appear to be very similar, with the
main difference appearing as the shift in the peak energy
of the spectrum. Very few photons are observed outside
the classical ¢ line. Increasing () decreases the angle
of ¢ while increasing ag increases this angle. Near the
peak at x. = 0.6, the angle of the classical edge and the
angular extent of the quantum spectrum are such that a
small fraction of photons in the quantum spectrum have
angles that exceed ¢.. As (v) and ag further increase,
a very low photon number tail forms. At (y) = 7814
the maximum scattering angle of MeV photons in the
LCFA+Classical simulation increases from ~ 5 mrad at
ag = 16 to ¢ =~ 15 mrad at ag = 26. Although QRR
predicts an even longer tail in the angular spectra, the
photon number in this tail is very small, resulting in the
dependence seen in Fig. 6. Fig. 6(a) was generated using
a monoenergetic, collimated beam, however a finite en-
ergy spread and divergence will affect the measurement.
Indeed, in Fig. 6(b) we see that divergence and energy
spread result in fewer photons existing above the classical
edge. This is because the position of the classical edge is
defined by the divergence angle for large divergence an-
gles. For energy spreads g > 20% and divergence angles
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FIG. 6. Percentage of photons above the classical edge ¢ for
Epn > 0.1 MeV using the LMA for ap < 10 and the LCFA
for ag > 10. In (a) ao and (7) are varied for a collimated
monoenergetic beam. In (b) divergence o4 and energy spread
op are scanned for an ao = 18 laser colliding with a (y) =
5860 beam.

o4 > 2 mrad, almost no photons exist above the edge.
Without taking into account how these photons would be
detected, this therefore places a limit experimentally on
the necessary beam properties. However, it has already
been shown that such parameters can be achieved with
very high beam energies [44].

The final signature that we will consider is the lower
edge of the angular emission for the LMA and the LCFA.
In section III A we considered the separation between
the harmonics as a signature to differentiate between the
LMA and the LCFA, however, the angle of emission that
the LCFA predicts also appear over a larger range of scat-
tering angles at a particular energy. In Fig. 1, in the keV
range LCFA predicts photons scattered to angles closer
to the axis of propagation. If we consider only photons
with energies E,;, < 10 keV being detected on a CCD,
the LMA will predict an on-axis hole in the spatial profile
of the photons while the LCFA predicts photons covering
the detector, however the maximum of the spatial profile
does not necessarily occur on-axis. While this signature
then seems very promising from a measurement perspec-



tive, it is actually made very difficult by other sources of
radiation. If a laser-wakefield accelerated electron beam
is used for the collision, betatron radiation will appear
on-axis and fill in the x-ray spatial profile. Therefore,
experimentally the spatial profile will appear to be sim-
ilar to that of LCFA regardless of whether it is actually
correct. Note however, that a carefully controlled exper-
iment may switch the laser on and off to distinguish the
betatron radiation background. Additionally, “beyond
LMA?” theory predicts the generation of a low energy on-
axis population of photons that arises from the temporal
envelope of the pulse [49]. The best signature that may
allow us to validate the LCFA and the LMA is therefore
the harmonics as we previously described. However, in
the case of a conventional accelerator betatron x-ray ra-
diation is not generated and this signature may be more
easily measurable.

IV. CONCLUSIONS

In this paper, the interaction of a high energy electron
beam with a high intensity laser pulse was considered.
The head-on collision of these beams is one of the basic
configurations to study SFQED effects and has therefore
received significant attention recently.

The primary goal of the present study was to identify
experimentally measurable signatures that may help to
distinguish between different theoretical and simulation
models and approximations being used to describe this
interaction (see Table I for a summary). Since the pa-
rameters of the electron beam and the laser pulse were
chosen to be quite moderate, the interaction parameter
space was within the applicable range of several models
and approximations. The interaction can be described
in the framework of classical electrodynamics, using the
Landau-Lifshitz equation of motion for electrons, since
Xe < 1. However it can also be described using the meth-
ods of SFQED to calculate the rates of photon emission
and the modification of the electron four-momenta due
to this process. The motion of electrons between the
emissions is then governed by the classical equations of
motion with only Lorentz force taken into account.

While a few signatures were identified, the measure-
ment of harmonics appears to be the most promising in
differentiating between the LCFA and LMA models that
have yet to be experimentally validated. By creating a
synthetic detector with realistic parameters we showed
that single photon counting can resolve the harmonics
predicted by the LMA. This measurement will require a
small electron beam divergence o4 < 2 mrad and energy
spread o < 20%. The laser intensity should be max-
imized such that there are sufficient photons, while the
energy of the electron beam should be optimized such
that the harmonics fall within the measurable range of
the detector and are well resolved. These parameters
are within the capabilities of current multi-petawatt fa-
cilities and therefore can be immediately tested at these

facilities.

To distinguish between quantum and classical radia-
tion models using the angular spectra, we identified a
hard upper limit to the angular emission in the classical
spectra that does appear in the quantum spectrum. We
also derived an equation to estimate the angular position
of this edge. Experimentally, a scintillator could be used
to measure photons that appear at angles larger than this
estimated angle. However, this measurement will again
be affected by the beam and laser parameters. We found
that an electron beam divergence o4 < 2 mrad and en-
ergy spread o < 20% are required for this edge to be
detectable. The number of photons above this edge is
maximized when y. ~ 0.6. These parameters are similar
to those required to resolve the harmonics except for the
beam energy which should be large to resolve the clas-
sical edge. However, these parameters are again within
the range of what can be achieved at multi-petawatt laser
facilities.
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APPENDIX A: CRR MAXIMUM ANGLE
DERIVATION

In the angular spectrum with classical radiation reac-
tion we observed a hard cutoff in the maximum angle of
emission. To derive the angle of this edge we first start
by noting that the angle of emission for an ultrarelativic
electron beam propagating through a laser pulse using
the small angle approximation is given by,

ag cos(€)g(€)
6

where ¢(&) is the longitudinal profile of the pulse and
¢ = 2wt is the phase for an electron colliding head-on
with a laser pulse. Classical radiation reaction will result
in the Lorentz factor of the beam decreasing from the
original value ~q as,

¢(§) = (6)

_ "o
7€) = WRI(SV (7)
R_ 2afa%hw’ (8)
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Models Signature

Detection Method Requirements

LCFA vs. LMA keV harmonics

X-ray CCD (single photon
counting)

Well positioned detector,
small divergence and energy
spread electron beam

LCFA vs. LMA keV on-axis hole X-ray CCD (spatial Well characterized
measurement) background
CRR vs. QRR MeV edge Csl scintillator array Small divergence and energy

spread electron beam, high
angular resolution detector

TABLE 1. Summary of signatures and proposed measurement techniques for differentiating between NLCS and RR models.

9)

Assuming that photons are generated parallel to the in-
stantaneous angle of the electron, the angle of the emitted
radiation cannot exceed,

a09(§max)
7(£mam) ’

where &4 is the phase that maximizes this equation.
This is found by solving,

¢edge - (10)

2afa8

D9 + 9/ (O)T(€) + g(£)*] =0,

11
Y0 3mc? (11)

where the primes denote differentiation with respect to
&, To solve this we will use a gaussian pulse where
g(&) = exp(—€?/N?). N can be expressed in terms of

the FWHM temporal duration of the pulse Trw g as
N = wrrpwanm/+/2In(2). An exact analytical solution
cannot be found, however an approximate solution can
be found by assuming N is sufficiently large (and radia-
tion reaction sufficiently strong) that expanding in pow-
ers of 1/N and keeping terms up to O(1/N?) is accurate.
Providing that oy # 0 this results in,

_ V2m+8 —\/27TN

mazxr — e XU N
¢ % + 0.339

(12)

Substituting this back into Eq. 10 results in the approx-
imate position of the classical edge,

2yohw
Gedge ~ 0.891°2 (1 + 0.628“fa°%2N) . (13)
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