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Odd-parity superconductivity near an inversion breaking quantum critical point
in one dimension

Jonathan Ruhman, Vladyslav Kozii and Liang Fu

Department of Physics, Massachusetts Institute of Technology, Cambridge, MA 02139 USA

We study how an inversion-breaking quantum critical point affects the ground state of a one-
dimensional electronic liquid with repulsive interaction and spin-orbit coupling. We find that re-
gardless of the interaction strength, the critical fluctuations always lead to a gap in the electronic
spin-sector. The origin of the gap is a two-particle backscattering process, which becomes rel-
evant due to renormalization of the Luttinger parameter near the critical point. The resulting
spin-gapped state is topological and can be considered as a one-dimensional version of spin-triplet
superconductor. Interestingly, in the case of a ferromagnetic critical point the Luttinger parameter
is renormalized in the opposite manner, such that the system remains non-superconducting.

Introduction – Enhancement of superconductivity in the
vicinity of a quantum critical point (QCP) has been
studied extensively in strongly correlated materials [1–
4]. Theoretically, this phenomenon was studied for the
case of a nematic [5–9], charge ordering [10] and antifer-
romagnetic QCP [11–13]. Recently, it was proposed that
the quantum fluctuations associated with an inversion-
breaking QCP will also lead to superconductivity in sys-
tems with strong spin-orbit coupling [14, 15]. The sim-
plest example would be a paraelectric metal undergoing
a quantum transition into an electrically polarized state
(i.e. a ”ferroelectric metal” [16, 17]). This kind of tran-
sition has been observed in metallic compounds such as
SrTiO3 [18] and Cd2Re2O7 [19, 20], and was theoreti-
cally associated with superconductivity [14, 15, 21]. The
question is how the inversion-breaking QCP affects the
electronic states in these materials.

Fluctuations near an inversion-breaking QCP have
been proposed to give rise to odd-parity superconduc-
tivity [14, 15]. An odd-parity superconductor is formed
when the pair wavefunction is odd under inversion, which
typically leads to topological superconductivity [22, 23],
for example the B-phase of He-3 [24].

Evidence for odd-parity superconductivity were found
in doped Bi2Se3 [25–28], via NMR [29] and specific
heat [30] measurements, which agree with theoretical
proposals [22, 31, 32]. The superconducting state was
shown to be correlated with structural transitions in-
duced by external pressure [33], which may also be in-
duced internally by the doping process [34]. Thus, it is in-
teresting to understand the interplay between structural
transitions and superconductivity in topological materi-
als.

In this paper we study the impact of an inversion
breaking structural transition on metallic states in one-
dimension. The advantage of one dimension is that we
have a good description of the interacting electronic state
in terms of a Luttinger liquid (LL). It is important to
note that one-dimensional superconductivity differs from
higher dimensional superconductivity. Fluctuations pre-
vent the establishment of true long-range order; instead,

the order parameter exhibits only power law correla-
tions, while spin excitations become gapped. This state
is known as a Luther-Emery liquid (LEL) [35].

For concreteness we study a specific model. The model
consists of two electronic wires coupled to a soft trans-
verse optical phonon that undergoes a transition into a
polarized state, where it breaks inversion between the
wires. We note, however, that the low-energy theory we
obtain is generic and describes any spin-orbit coupled
system, which is coupled to an inversion breaking tran-
sition in one dimension. We tune the phonon through
an inversion-breaking QCP and find that despite the re-
pulsive electron-electron interactions there is always a re-
gion, close enough to the critical point, where a LEL is
formed. The electron-electron interactions are crucial for
the formation of the gap; they provide a backscatter-
ing term, which becomes relevant near the critical point.
We also show that the most divergent superconducting
order parameter is odd under inversion, and therefore
we identify this state as the one-dimensional version of
an odd-parity superconductor. Interestingly, this type of
LEL was shown to be a gapless topological state protected
by time-reversal symmetry [36], and similar to gapped
states [37–40]. Note that an analogues construction with
a ferromagnetic QCP, where time-reversal symmetry is
broken instead of inversion, does not lead to supercon-
ductivity.

Model – We consider a minimal model for a one-
dimensional metal with inversion symmetry and spin-
orbit coupling. The model consists of two wires,
which are interchanged under inversion and thus have
Rashba spin-orbit coupling of opposite signs, as shown in
Fig. 1(a). The structural inversion-breaking transition is
considered to be due to an ionic distortion between these
wires, represented by the grey sites in Fig. 1(a). The
electrons are coupled to the ions through the local defor-
mation potential generated by the distortion.

We now elaborate on each ingredient of the model
starting with the two fermionic wires, which are described
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FIG. 1. (a) The microscopic model: Two fermionic chains
(blue and red) with strong Rashba spin-orbit coupling result-
ing from the electric field induced by the ions between the
wires (grey). (b) The two helical bands ν = ±. The Fermi
energy µ is taken to be in the gap which is opened by the
inter-wire tunneling t⊥, and therefore there are only two heli-
cal modes at the Fermi level. (c) The two inversion-breaking
distortions of the ions between the wires.

by the Lagrangian

Lf =
∑
j=1,2

ψ†j

[
∂τ −

∂2
x

2m
± α(−i∂x)σy − µ

]
ψj

−t⊥
(
ψ†1ψ2 + ψ†2ψ1

)
+ Vint , (1)

where ψ1 = (ψ1↑, ψ1↓)
T and ψ2 = (ψ2↑, ψ2↓)

T are the
fermionic fields of the two wires, m is the band mass, α
is the strength of Rashba spin-orbit coupling and ± cor-
respond to j = 1, 2, respectively. µ is the chemical po-
tential. The term Vint describes a generic Sz conserving
local repulsive interaction, and σi are the Pauli matrices
in the spin space.

Tunneling between the wires, t⊥, opens a gap at the
Γ-point, as shown in Fig. 1(b). We consider the case
|µ| < t⊥, where only two points cross the Fermi energy.
These two modes are denoted by their helicity ν = ±,
which is interchanged under inversion.

Next, we consider the phonon mode that becomes soft
at the QCP. This mode describes the motion of the ions
located in between the two fermionic wires, as shown
in Fig. 1. These ions are localized, but may fluctuate
around their equilibrium positions. We consider tuning
these ions to a critical point where they become soft and
condense in a different configuration, which breaks the
inversion symmetry between the wires [16].

Among the three (one longitudinal and two transverse)
phonon modes, only the transverse modes become soft at
the transition [41]. The transverse motion is decomposed
into two inversion-breaking polarizations, ŷ and ẑ [see
Fig. 1(c)]. The electronic wires, lying in the xz-plane,
lift the degeneracy between these modes, such that one
can focus on the lower energy one, which becomes soft
near the QCP. This mode can be described by a scalar

field

Lb =
1

2
ϕG−1

b ϕ , (2)

where Gb =
[
−∂2

τ − ∂2
x + r

]−1
, ϕ describes the ionic dis-

placement, r is the mass term and the velocity has been
set to unity for convenience. In what follows we consider
r as a tuning parameter which describes softening of an
optical phonon frequency.

We now turn to the coupling between the phonon mode
and fermions. This coupling originates from the defor-
mation potential induced by the motion of the ions be-
tween the fermionic wires, as shown in Fig. 1(c). For
ẑ-polarization, the electrostatic field generates a chemi-
cal potential difference between the wires, leading to the
coupling

Lfb = −λϕ
(
ψ†1ψ1 − ψ†2ψ2

)
. (3)

In what follows we consider only this polarization. We
note that in the case of the ŷ-polarization, shown
on the right panel of Fig. 1(c), the lattice distortion
generates a Rashba-like effect for tunnelling between
the wires, leading to a coupling of the form L′fb =

−iλϕ
(
ψ†1σ

xψ2 − ψ†2σxψ1

)
. This expression can be re-

duced to Eq. (3) by a unitary transformation, so the case
of ŷ-polarization leads to the same results.

Analysis of the model near the QCP – To analyze
the model given by Eqs. (1)-(3) we bosonize the two
fermionic modes crossing the Fermi energy ψε,ν '
(Fν/

√
2πa) exp(iεkνFx) exp[−i (εθν − φν)]. Here Fν are

Klein factors, a is the short distance cutoff, ε = R,L
and ν = ± denote the chirality and helicity of the
modes, respectively (R,L correspond to ε = +,−, re-
spectively). Bosonic fields θν and φν′ obey commuta-
tion relations [θν(x), φν′(x

′)] = iπδνν′ Θ(x′ − x), where
Θ(x) is the Heaviside step function. In these notations,
ρν = −(1/π)∂xθν and Jν = (1/π)∂xφν are the charge
and current densities of the helical band ν, respectively
(the uniform part of density is omitted). Because of the
helical structure of the bands, spin density ρsν and spin
current density Jsν can be expressed through charge com-
ponents as ρsν = −νJν and Jsν = νρν .

After the bosonization, the fermionic Lagrangian (1)
becomes a sum of two decoupled LLs describing charge
and spin degrees of freedom:

Lf = Lρ + Lσ =
1

2

∑
η=ρ,σ

ΦT
η G−1

η Φη +
g

2 (πa)
2 cos

√
8θσ,

(4)

where G−1
η = 1

π

(
−uηKη∂

2
x i∂τ∂x

i∂τ∂x −uηK−1
η ∂2

x

)
is the bare

Green’s function and Φη = (φη, θη)T . Here we de-
fined ’charge’ and ’spin’ variables θρ ≡ (1/

√
2) (θ+ + θ−),
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φρ ≡ (1/
√

2)(φ+ + φ−), θσ ≡ (1/
√

2) (φ+ − φ−) and
φσ ≡ (1/

√
2)(θ− − θ+) that obey the same commuta-

tion relations as θν and φν′ . Coefficients Kρ and Kσ are
Luttinger parameters for the charge and spin sectors, re-
spectively. We consider repulsive fermionic interaction,
which generically corresponds toKρ < 1 andKσ > 1 [42].
Coefficients uρ and uσ are velocities of charge and spin
excitations. Expressions for uη and Kη in terms of mi-
croscopic parameters of Eq. 1 can be found in Ref. [43].

The cosine in Eq. (4) originates from the BCS scatter-

ing processes, , i.e., from the term ψ†R,+ψ
†
L,+ψL,−ψR,−+

H.c., which describes pair hopping between the fermionic
wires. For small bare g, the behavior of this term in the
renormalization group (RG) sense is determined by the
Luttinger parameter Kσ. In the case of repulsive interac-
tions, Kσ > 1, cosine term is irrelevant and flows to zero.
Attractive interaction (corresponding to Kσ < 1), on the
contrary, guarantees that g flows to the strong coupling
regime, and pins the variable θσ to one of the minima of
the cosine. This state is known as the LEL [35] and is
characterized by a spin gap.

We consider repulsive electron-electron interaction, so
one could naively expect that the cosine term becomes
irrelevant. However, as we show, close enough to the crit-
ical point the cosine always becomes relevant rendering
the spin sector gapped, regardless of the strength of the
repulsive interaction. To demonstrate it explicitly, we
rewrite the coupling term (3) in the bosonized form:

Lfb = −
√

2λ

π
ϕ∂xφσ . (5)

As expected, the phonon field couples to the total spin
current density Jσ = (

√
2/π)∂xφσ. It is important to

note that the coupling to spin current, Eq. (5), vanishes
in the absence of spin-orbit coupling [14]. In this case the
gaplesness of the spin-sector of the fermions is protected
by SU(2) symmetry [42].

Now all ingredients are ready for constructing the ef-
fective theory that elucidates the main results of this
work. First we integrate out the massive phonon mode
Eq. (2). Formally, this procedure is equivalent to the
shifting ϕ̃ = ϕ−(

√
2/π)Gb∂xφσ, which demonstrates that

the phonon field is locked to the spin current which is odd
under inversion. As a result, the Lagrangian of the spin
sector in Eq. (4) becomes

Lσ → Lσ −
λ2

π2
∂xφσ Gb ∂xφσ (6)

Note that because the real ordering transition occurs at
a finite value of the tuning parameter r, the bosonic field
ϕ is massive and therefore can be integrated out without
generating non-analyticities.

At long wavelength and low energy, the resulting ef-
fective theory (6) has the same form as Eq. (4) with a
renormalized spin stiffness, which is suppressed by the

critical phonon fluctuations. Consequently, the Luttinger
parameter Kσ and spin velocity uσ also become signifi-
cantly suppressed:

K̃σ(r) = Kσ

√
1− rc

r
, ũσ(r) = uσ

√
1− rc

r
, (7)

where rc ≡ 2λ2/πuσKσ.
We identify two critical values of mass term r:

(i) First, for values of r smaller than r∗ ≡ rc/(1−K−2
σ )

the renormalized Luttinger parameter K̃σ(r) becomes
smaller than 1. Therefore, r∗ marks the Berezinskii-
Kosterlitz-Thouless (BKT) transition point between the
gapped LEL and the gapless LL. We note that r∗ is the
critical value for a vanishing g. The case of finite g ap-
pears in the SI [44].

We emphasize that, as opposed to the conventional
scenario where the LEL is realized in systems with at-
traction between electrons (implying Kσ < 1, g < 0), in
our theory it naturally appears in the presence of repul-
sive interaction, i.e. g > 0. This type of spin-gapped
liquid was studied in detail in Refs. [45, 46]. More re-
cently, it was pointed out in Ref. [36] that a LEL with
g > 0 is a gapless symmetry protected topological state.
In this case, the most divergent superconducting corre-
lations are of spin triplet type. To see this, one may
compare the correlations of the triplet order parameter,

Ot = ψ†R,+ψ
†
L,+ − ψ†L,−ψ

†
R,− ∝ e−i

√
2φρ sin

√
2θσ, with

those of the singlet, Os = ψ†R,+ψ
†
L,+ + ψ†L,−ψ

†
R,− ∝

e−i
√

2φρ cos
√

2θσ. For g > 0, the field θσ is pinned to
(π/
√

8) + (πn/
√

2) (n is integer), such that the corre-
lations of Os are exponentially suppressed while correla-
tions of Ot exhibit quasi-long-range order (note that here
the operators are written in the helical basis where spin is
locked to momentum). It should be noted, however, that
in this case the most divergent order parameter is the
spin-density wave. This is due to the correlations in the
charge sector which are controlled by Kρ < 1 (repulsive
interactions) [45, 46]. However, in the last part of this
paper we couple an array of wires and show that the two-
dimensional version of our model can realize odd-parity
superconductivity.

(ii) Next, if the tuning parameter r is further de-
creased, the system undergoes the second phase tran-
sition. Indeed, at r ≤ rc, the stiffness of the field φσ
becomes negative, meaning that rc marks the classical
transition point to the inversion-breaking phase where
the system develops a spontaneous spin current. To sta-
bilize the theory, as usual, the higher order term, (∂xφσ)

4
,

that has been neglected in the derivation of Eq. (4) must
be taken into account. This term may have different mi-
croscopic origin[47].

To understand the nature of the transition at r = rc
we assume that in the vicinity of rc the system is already
deep in the spin-gapped state, so that the cosine term in
Eq. (6) can be expanded near one of its minima, leading
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FIG. 2. Fermionic gap ∆ obtained from the variational cal-
culation vs. the tuning parameter r for uσ = 3/2, g = 0.2,
rc = 0.1Λ2, Kσ = 1.2 (repulsive interactions) and Λ is the
ultra-violet cutoff of the theory. The two stars at r = r∗ and
r = r∗∗ denote the BKT transition points between the topo-
logical LEL and the gapless LL state. rc denotes the Ising
critical point.

to an effective gap ∆. We will justify this assumption
later, by explicitly calculating ∆ using the variational
principle. In this case we can integrate out the field θσ
in Eq. (6) and express the resulting Lagrangian in terms
of the spin current, Jσ = (

√
2/π)∂xφσ. In the long wave-

length limit (which implies r � q, ω and ∆ � uσq), it
becomes.

LIsing =
1

2
Jσ

(
−∂

2
τ

ζ
− ρσ∂2

x + α

)
Jσ + V J4

σ , (8)

where ζ = 2∆2r2/πuσKσ(r2 +∆2rc), ρσ = πuσKσrc/2r
2

and α = πuσKσ(1 − rc/r)/2. The Lagrangian (8) de-
scribes the Ising transition in 1+1 dimensions. Here α
plays the role of the tuning parameter. The term V is re-
sponsible for quantum fluctuations, which shift the tran-
sition point. We note that in the absence of particle-hole
symmetry the Ising theory, Eq. (8), is also coupled to

the charge sector by Lρσ =
λρ
π ∂xθ J

2
s , which modifies the

nature of the transition [48, 49]. However, it couples the
gapless-charge to gapped-Ising modes and thus does not
shift the transition point or change the nature of the Ising
phases.

We now contrast the results we have obtained for
inversion-breaking transition with the ferromagnetic case
considered in Ref. [50]. In the latter, the ferromag-
netic fluctuations couple to the spin density as opposed
to spin current, implying that ∂xθσ substitutes ∂xφσ in
Eq. (5). The renormalized Luttinger parameter then
equals K̃σ(r) = Kσ/

√
1− (rcK2

σ/r), which is only en-
hanced in the vicinity of the QCP, making the cosine
term even more irrelevant. Therefore, in the case of a fer-
romagnetic transition, the fermionic spin sector remains
gapless all the way to the QCP, which is characterized by
the dynamical exponent z = 2, as opposed to the Ising

transition in our case. In this case the superconducting
correlations are not divergent.
Calculation of the spin gap – We now turn to explic-

itly calculate the magnitude of the spin gap, ∆, as a
function of the tuning parameter r. For this purpose
we employ the variational principle, which is known to
capture the qualitative behavior of the gapped LEL [42].
We introduce the variational action LVσ = 1

2ΦT
σG−1

σ Φσ −
λ2

π2 ∂xφσ Gb ∂xφσ+∆2θ2
σ/uσKσ, where ∆ is the variational

parameter, which represents the gap of spin excitations
[the same ∆ appears in Eq. (8)]. Therefore, we minimize
the free energy corresponding to Eq. (6) with respect to
the ∆ [42, 44]. On the ordered side of the transition
(r < rc) the spin stiffness is negative. In this case we
expand around the broken symmetry state, taking into
account the higher order term presented in Eq. (8). Con-
sequently, another BKT transition occurs on the ordered

side, at r = r∗∗ ≡ rc/
[
1 +

(
2K2

σ

)−1
]

[44].

We note that the variational approach breaks down at
two points: near r = r∗ and near r = rc. In the former,

the gap vanishes like ∆ ≈ √r∗ exp

(
− π

A
√

1−r/r∗

)
, where

A is defined in the SI [44]. In the latter, the quartic term
V in Eq. (8), which we have neglected in this calculation,
becomes important in the regime |r − rc| ∼ ρσV/ζ [51].

The results of the variational calculation [44] are sum-
marized in Fig. 2, where we plot the gap, ∆, as a function
of the tuning parameter r. Starting from the disordered
side and reducing the tuning parameter r towards the
critical value rc, the fermionic sector first undergoes a
BKT transition into the LEL at r = r∗. Then, at r = rc
the Ising transition occurs and inversion becomes sponta-
neously broken, where the gap reaches its maximal value.
Finally, at r = r∗∗, there is another BKT transition to
the gapless LL state.
2D wire construction – We now extend our results to

two dimensions by discussing the phase diagram of an ar-
ray of wires, which are individually described by Eqs. (6)
and the gapless charge sector. Close to the QCP and in
the weak coupling limit, θσ is pinned on each wire and
there is a finite gap ∆. In this case, for weakly coupled
wires we are left with an array of LL in the charge sector,

Lj = 1
2

(
Φj
ρ

)T G−1
ρ Φj

ρ, interacting by

Lj,j+1 =
1

2π

(
Wφ ∂xφ

j
ρ∂xφ

j+1
ρ +Wθ ∂xθ

j
ρ∂xθ

j+1
ρ

)
+ gφ cos

√
2
(
φjρ − φj+1

ρ

)
+ gθ cos

√
2
(
θjρ − θj+1

ρ

)
.

Wφ and Wθ describe forward scattering (for repulsive in-
teraction Wφ < Wθ). The cosine term gφ is proportional
to the strength of pair hopping between the wires and gθ
results form wire-number conserving processes.

This model was studied in Refs. [52–54]. It was shown
that a superconducting phase, where gφ is the most rele-
vant perturbation, exists over a wide range of parameters
in the case of spin-gapped wires [54]. In Fig. 3 we plot
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the phase diagram based on the scaling equations for gφ
and gθ [54]. However, in our case the spin variable φσ is
locked to ±π/

√
8 rather than 0, π. As a result the two

gapped phases are a spin-density wave and odd-parity
superconductor rather than a charge density wave and
even-parity superconductor. The novel aspect of this re-
sult is that inversion breaking clearly enhances the odd-
parity channel over the even-parity one.

- 0.10

- 0.05

0.00
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0.10

SDW
ga
pl
es
s

uρ
Wϕ

0.00 0.02 0.04 0.06 0.08 0.10

Wθ uρ

odd-parity
SC

FIG. 3. Phase diagram obtained from the RG equations in
Refs. [52, 53]. The blue region denotes odd-parity supercon-
ductivity, white slither denotes gapless sliding LL state and
pink denotes a spin ordered state.

Conclusions – We have shown that a one-dimensional
electronic liquid with strong spin-orbit coupling and re-
pulsive interactions coupled to an inversion breaking
QCP develops a spin gap close enough to the transition
due to the establishment of a paired state. We have ar-
gued that this state indicates the emergence of odd-parity
superconductivity near inversion breaking QCP. We have
also shown that inversion breaking is distinct from the
ferromagnetic transition, where the spin sector remains
gapless.
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This supplementary material consists of two sections. In Section I, we elaborate on the variational method used to
calculate the gap ∆. This method breaks down near the BKT transition where ∆ vanishes. Therefore in Section II
we use the RG flow equations for the BKT transition to calculate ∆ near the transition point r = r∗.

DETAILS OF THE VARIATIONAL CALCULATION OF THE SPIN GAP

In this section we elaborate on the variational method we used to calculate the gap in Fig. 2 of the main text. The
calculation follows Ref. [42]. We start by introducing the variational Lagrangian LVσ = (1/2)ΦT

σG−1
V Φσ, where

G−1
V =

1

π

uσKσ

[
1− rc

ω2+q2+r

]
q2 iωq

iωq K−1
σ

[
uσq

2 + ∆2

uσ

] . (9)

We then minimize the expectation value of the free energy corresponding to the Lagrangian given by Eq. (6) of the
main text. The expectation value is taken with respect to the Gaussian Lagrangian LVσ , and ∆ is the variational
parameter [42]. As a result, the following self-consistent equation for ∆ can be found:

∆2

πuσKσ
=

16g

(2πa)
2 exp

[
− 4

βL

∑
ω,q

GθθV (iω, q)

]
, (10)

where GθθV is the θθ component of the Green’s function (9) given by

GθθV (ω, q) =
πKσuσ

(
ω2 +B

)
AB + (rc +A+B)ω2 + ω4

; A ≡ u2
σq

2 + ∆2 ; B ≡ q2 + r − rc ,

L is the system size and β is the inverse temperature.
To obtain Fig. 2 of the main text we solve Eq. (10) numerically. In the limit of small ∆, it can be resolved

analytically (we consider zero-temperature limit):

∆2

πuσKσ
=

4g

π2a2

(
Λ̃

Λ0

)2Kσ (
∆

uσΛ̃

)2Kσ
√

(r−rc)/r

, (11)
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where Λ̃ ∼
√
r is an effective energy scale below which the renormalized Luttinger parameters are described by Eq. (7)

of the main text, and Λ0 ∼ 1/a is the ultraviolet cutoff. This result coincides with the RG calculation deep in the
massive phase [42], and correctly predicts BKT transition point r∗ = rc/(1−K−2

σ ), defined as a point where non-zero
solution for ∆ appears.

On the ordered side of the transition, r < rc, the q = 0, ω = 0 part of the φφ component of the matrix (9) becomes
negative, signaling the instability to the broken symmetry state. As explained in the main text, in this case we must
stabilize the theory with higher order terms of the form V (∂xφσ)

4
, which are irrelevant near the Luttinger liquid

fixed point, but are clearly important here. We make use of the fact that the mass term of a Ginzburg-Landau theory
on the ordered side of the transition Mo can be related to the mass on the disordered side Md by Mo = −2Md, and
importantly is independent of V . Thus, to describe the system in the ordered phase we shift the prefactor of (∂xφs)

2

by 3uσKσ (1− rc/r). Afterwards, the analysis above can be simply repeated for the regime r < rc. Consequently,

another BKT transition occurs on the ordered side, at r = r∗∗ ≡ rc/
[
1 +

(
2K2

σ

)−1
]
. This second BKT transition

must appear, because deep in the broken symmetry phase the ϕ degrees of freedom freeze. In this limit the only
effect of the bosonic degrees of freedom is to break inversion, thus leading to a helical band structure at the Fermi
energy equivalent to a single wire with Rashba spin-orbit coupling. Such a model does not have a spin gap when the
interactions are strongly repulsive (see for example Ref. [? ]).

TWO STEP RG CALCULATION OF THE SPIN GAP NEAR THE BKT TRANSITION

In this section we analyze the BKT transition near r = r∗. We first obtain the value of r∗ for a finite value of g.
Then we estimate the single particle gap ∆ close to r = r∗. As explained above, the variational method breaks down
at the transition because it does not take into account fluctuations which renormalize Kσ [42]. For this purpose we
consider the RG flow equations

dy(l)

dl
= [2− 2K(l)] y(l) (12)

dK(l)

dl
= −K

2(l)y2(l)

2
. (13)

Here K(l) is the running Luttinger parameter of the spin sector, y(l) = g(l)/πuσ is the dimensional coupling constant
and l = log (Λ0/Λ) is the RG time. The initial values for these parameters are, therefore, y(0) = g/πuσ and
K(0) = Kσ.

The gap can be estimated from the RG equations in the standard way. Basically, we integrate over the RG equations
between the initial point l = 0 and l = l∆, where we define the scale ∆ = Λ0e

−l∆ as the scale at which y(l∆) ∼ 1.
However, in this case we must separate the integration in two regions:
(i) For Λ̃ < Λ < Λ0, where Λ̃ ∼

√
r, we are integrating out high energy states which are not affected by the soft

phonon mode ϕ, which has a gap of size Λ̃. Therefore K(l) is not renormalized by the phonons. If we assume that
Kσ − 1 � y(0)/2 then we are far from the seperatrix and therefore the flow is approximately vertical. Therefore,
K(l) = Kσ and the flow is described solely by Eq. (12). Integrating over Eq. (12) in this region yields

yr = y0

(
Λ0

Λ̃

)2−2Kσ

. (14)

(ii) In the second step we integrate in range ∆ < Λ < Λ̃. Here Kσ and uσ become renormalized by the soft phonon
mode ϕ, according to Eq. (7) of the main text

K(Λ̃) = K̃σ(r) = Kσ

√
1− rc

r
, uσ → ũσ(r) = uσ

√
1− rc

r
and therefore yr →

y0√
1− rc

r

(
Λ0

Λ̃

)2−2Kσ

. (15)

Since we are interested in analyzing the transition point we seek the value of r∗ such that these renormalized parameters
land on the seperatrix. In this case the flow strongly modifies K and we must use both equations. Demanding that
K̃σ(r∗) = 1 + y∗/2 (which defines the sepratrix at the scale Λ̃), where y∗ = yr∗ , we obtain from Eq. (15) the
self-consistent equation for the transition point

r∗ =
rc

1−K−2
σ

[
1 + y∗

2

]2 , (16)
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which reduces to r∗ = rc/
(
1−K−2

σ

)
in the limit of y = 0. In the main text (Fig. 2) we have used g = 0.2, uσ = 3/2,

rc = 0.1Λ2 and Kσ = 1.2. These parameters lead to r∗ ≈ 0.361 . . .
Defining the parameter y‖(l) ≡ 2K(l)− 2 and combining Eqs. (12,13) one obtains

y =
√
y2
‖ + δ2 , (17)

where δ2 = A2 (1− r/r∗) dictates the flow line, where

A =
√

2 (a2 − a1) y∗ ,

a1 = Kσrc/r∗
√

1− rc/r∗ and a2 =
{
Kσ − 1 + 1

2 [rc/ (rc − r∗)]
}
y∗.

Plugging Eq. (17) in the RG equations Eqs. (12,13) we obtain

dy‖(l)

dl
= −δ2 − y2

‖(l) . (18)

Integrating this equation between Λ̃ and ∆ one obtains [42]

∆ ≈ Λ̃ exp

(
− π

A
√

1− r/r∗

)
(19)

Therefore close to the seperatrix the gap vanishes exponentially fast. This result indicates that all derivatives of the
gap ∆(r) vanish at r = r∗, signaling that the free energy is analytic to all orders, a well known property of the BKT
transition [55].
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