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Abstract

Theoretical Studies of Molecular Structure, Dynamics, and Reactivity at Liquid

Interfaces

by

John J. Karnes

Computational studies of liquid interfaces were performed to address a series

of open questions across several distinct systems. Binary solvent mixtures of methanol

and acetonitrile at the hydroxylated silica interface demonstrate that methanol, each

molecule able to form two distinct hydrogen bonds with the silica surface, is energetically

favored at the liquid/silica interface. The mechanism by which methanol displaces

acetonitrile from the interface is a two-step process where the approaching methanol

establishes itself at the surface with one hydrogen bond before “locking” into place

when the second hydrogen is formed.

Subtle di↵erences in the induced ordering and structure of liquid methanol and

ethanol at the silica interface make methanol’s interfacial structure invisible to some

nonlinear spectroscopic techniques while the similar, expected ordering is detected at

the liquid ethanol/silica interface. This di↵erence in spectroscopic response results from

methanol’s shorter alkyl tail being unable to span the interface at realistic silanol site

densities.

The function of �-cyclodextrin (�-CD) as inverse phase transfer catalyst in

the reaction CN– + CH3(CH2)6CH2Br CH3(CH2)6CH2CN + Br– is studied in two

xvi



contexts. Thermodynamic calculations on the formation and stability of the �-CD/1-

bromooctane host/guest complex reveal the �-CD promotes transport of the organic

reagent toward the nucleophile-rich aqueous phase. Using an empirical valence bond

approach, �-CD is also shown to act as a conventional catalyst, reducing the free energy

barrier to reaction when a model SN2 reaction takes place near its hydrophobic cavity

at the liquid/liquid interface.

The transfer of an ion across the immiscible oil/water liquid/liquid interface

is shown to be accompanied by a protrusion of the ion and its hydration shell into

the organic phase, into which the ion and part of its hydration shell di↵use. Both

energetic and geometric-based reaction coordinates are useful in describing the transfer

process. The transfer of a water molecule into an adjacent liquid oil phase proceeds by a

slightly di↵erent mechanism. The transferring water is accompanied by a smaller local

protrusion of the aqueous phase and moves into the organic phase without co-transfer

of any of its hydration shell.
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Introduction

The interface between a liquid and a second phase is an inhomogeneous envi-

ronment that continues to attract significant attention from theoreticians and experi-

mentalists in many fields. [26, 173, 19, 36, 138, 13] The interesting physical and chemical

phenomena that occur at the liquid/solid, liquid/vapor, and immiscible liquid/liquid in-

terfaces that motivate these studies arise from unique properties and behaviors at the

liquid interface, which often di↵er significantly from behaviors seen in a neighboring bulk

phase. Some examples of these interfacial phenomena include chromatographic sepa-

ration and corrosion at the liquid/solid interface, phase-transfer catalysis, liquid-liquid

extraction, and ion transfer at the liquid/liquid interface, and the uptake or release of

pollutants at the liquid/vapor interface.

The complex local environment itself also inspires more fundamental investiga-

tions of the liquid interface but experimental study of liquid interfaces, particularly the

“buried” liquid/solid and liquid/liquid interfaces, has proven to be especially di�cult.

Aside from the challenge of designing an interface-specific probe, the intriguing prop-

erties induced by the interface typically only persist for a few molecular lengths (a few

nm), [18] requiring the analytical technique to report information from a very small re-
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gion of interest. Despite these challenges, several experimental approaches developed in

recent decades have provided interesting insight into the liquid interfaces. Two notable

examples include: (1) Sum-frequency generation spectroscopy, a non-linear optical tech-

nique that exploits the symmetry-breaking inherent at the phase interface [60, 199, 198]

and (2) gas-liquid scattering, which couples a molecular beam source with a mass spec-

trometer to study the liquid/vapor interface. [21, 47, 40, 63]

In part because of the experimental challenges outlined above, computer simu-

lations have been a valuable tool in forming our understanding of liquid interfaces. The

proceeding work continues this tradition and consists primarily of molecular dynamics

simulations that provide insights into the liquid interface not yet accessible by experi-

mental approaches. The theoretical and computational work in this dissertation consists

of studies of the solid/liquid and liquid/liquid interfaces as well as an investigation of

local intermolecular ordering in a bulk liquid and is organized as follows.

Chapters 1 and 2 focus on the silica/liquid interface. In Chapter 1 we con-

sider acetonitrile/methanol binary solvent mixtures and investigate both the ordering

of each liquid at the hydroxylated silica surface and the mechanism of solvent exchange

at the interface. Methanol is more energetically energetically favored to be at the silica

surface since it is able to act as both hydrogen bond donor and acceptor, thus forming

twice as many interfacial hydrogen bonds as a corresponding acetonitrile molecule at

the interface. Chapter 2 is a collaborative e↵ort with Professor Robert Walker’s group

at Montana State University. In this work we used molecular dynamics simulations

of the silica/liquid alcohol interface to investigate the subtleties of induced molecu-
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lar order at the silica/alcohol interface. Interfacial hydrogen bonds between the silica

and alcohols results in a well-ordered oily region that repels the adjacent polar liquid.

However, di↵erences between the interfacial structures of methanol and ethanol result

in methanol producing no spectroscopic signal, suggesting no induced ordering at the

liquid methanol/silica interface.

Chapters 3 and 4 study inverse phase transfer catalysis (IPTC), in particular �-

cyclodextrin’s ability to increase the rate of the SN2 reaction CN–+CH3(CH2)6CH2Br

CH3(CH2)6CH2CN + Br–. Although the precise mechanism is still disputed in regard to

the shuttling of species across the interface, the fundamental aspects of IPTC are agreed

upon: �-cyclodextrin forms a host-guest complex with the organic reagent, enhancing

the conversion rate of the reactants. However, the e↵ect of �-cyclodextrin on mass

transport or whether �-cyclodextrin also acts as a conventional catalyst by lowering the

rate of reaction are open questions. Chapter 3 characterizes the liquid/liquid interface in

this reactive system and considers the formation and stability of reagent/�-cyclodextrin

host/guest complexes. Chapter 4 builds upon this work to study the e↵ect that the liq-

uid/liquid interface and �-cyclodextrin have on a model SN2 reaction, providing new

insight toward understanding IPTC.

Chapter 5 investigates the local intermolecular ordering in liquid chloroform.

Chloroform, a weakly polar organic molecule, is a common organic solvent in liq-

uid/liquid systems. In this chapter, data from recent neutron di↵raction experiments is

replicated using molecular dynamics simulations to investigate the driving forces respon-

sible for the local intermolecular order in liquid chloroform– insight into which suggests
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a more fundamental understanding of how ordering and structure at the chloroform

liquid interface may be induced.

Chapters 6 and 7 investigate the transfer of species across the liquid/liquid

interface. In Chapter 6 equilibrium thermodynamics studies of a chloride ion moving

between two immiscible electrolytes, water and nitrobenzene, reveal the free energy

profile of this transfer event. Several constraints are applied to subsequent simulations

in an attempt to deconstruct the free energy profile and identify critical parts of the

transfer mechanism. Alternative reaction coordinates are proposed and calculated. In

Chapter 7 the water/nitrobenzene interface is examined further, considering the transfer

of water into the adjacent nitrobenzene phase. The transfer of a water molecule from

the bulk aqueous phase to nitrobenzene is compared to transfer of water into liquid

hexane and to evaporation, noting that this comparison is reasonable since evaporation

also involves the transfer of water to an adjacent phase of lower relative permittivity. To

study the mechanism of water’s dissolution into nitrobenzene, MD trajectories capturing

over 400 discrete transfer events were collected and analyzed. The resulting mechanism

is described within the context of ion transfer and evaporation, two similar but more

well-studied transfer events.
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Chapter 1

Mechanism and dynamics of molecular

exchange at the silica/binary solvent

mixtures interface

1.1 Introduction

Molecular structure and dynamics at interfaces dictate behavior in many pro-

cesses of interest. The silica surface is particularly of interest to researchers due to

its abundance in nature and general utility. The need for molecular insight into be-

havior at this surface inspires current work in several disparate fields, including the

frontiers of drug delivery, [71, 207, 206, 218] geology, [38, 117] catalysis, [137] high per-

formance liquid chromatography, [209, 53, 78, 134, 133] and astrophysics. [43, 183, 186]

Silica is also an excellent model hydrophilic surface for work that specifically focuses

on the solid-liquid interface. Experimental di�culty arises due to the buried nature
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of the solid-liquid interface, but advances in nonlinear spectroscopy, particularly vibra-

tional sum frequency generation spectroscopy, [60, 199] have resulted in a continued

increase in understanding the silica-liquid interface, with significant work devoted to

water, [200, 58, 59] alcohol, [60, 119, 185, 204] and alkyl cyanide [52, 75] liquid phases.

Molecular dynamics simulations of these systems [185, 41, 65, 113, 205, 118, 80, 163]

provide molecularly detailed insight into the system and have been used extensively in

conjunction with nonlinear optical experiments to fully elucidate interfacial organization

and orientation. Behavior at the silica-liquid interface varies depending on the nature of

the liquid. For example, the polar aprotic acetonitrile exhibits antiparallel dipole-dipole

pairing in bulk liquid. At a hydroxylated silica surface, acetonitrile molecules are able to

accept hydrogen bonds from the silica surface silanol groups, interactions significantly

stronger than dipole pairing. This hydrogen bonding causes the interfacial acetonitrile

to align approximately perpendicular to the interface. Interstitial acetonitrile molecules

then align themselves into a dipole-paired sublayer nearly antiparallel to the interfacial

acetonitrile. [80] Saturated straight-chain alcohols have di↵erent hydrogen bonding be-

havior: they may act as both hydrogen bond donors and acceptors. At a solid silica

surface, the alcohols’ hydroxyl groups hydrogen bond with the silica surface, and their

alkane tails align to create a surface-induced hydrophobic region that prohibits neigh-

boring alcohol solvent layers from interacting with the surface. [204] Recent work has

investigated binary solvents as silica’s adjacent liquid phase. [134, 146, 68, 145] This next

level of complexity requires the understanding of both solvent-solvent interactions and

allows researchers to observe the interplay between dissimilar solid-liquid interactions
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in a situation where active sites at the solid surface are a limited resource. It is well es-

tablished that interfacial behavior di↵ers from bulk, and, in the case of binary solvents,

interfacial mole fractions often di↵er significantly from the bulk. For example, Melnikov

et. al report that a liquid methanol-acetonitrile mixture with a 2/98 (v/v) bulk ratio

at a silica interface has over 50% of the silica surface OH groups bonded to methanol

molecules. [134] Bulk-interface inhomogeneity in binary solvent systems may be used to

enhance separation processes and are inherent in gradient elution, but the same mecha-

nism may also amplify interface contamination in systems. In the present work, we focus

on gaining molecular insight into the dynamics and mechanism by which a hydrophilic

solid surface segregates a binary solvent mixture. Specifically, we consider the molec-

ularly detailed events associated with the solvent exchange at the interface between

methanol/acetonitrile mixtures and a hydroxylated silica surface. This system behaves

similarly to a standard configuration of hydrophilic interaction liquid chromatography

(HILIC). [78, 74] HILIC is a liquid chromatographic technique that incorporates hy-

drophilic stationary and mobile phases, the most common mobile phase consisting of an

acetonitrile-water mixture. The mobile phase typically has a low (<3%) mole fraction

of water. Since water preferentially organizes at the hydrophilic surface of the station-

ary phase, the resulting inhomogeneous binary solvent performs a pseudo liquid-liquid

extraction and is able to separate polar analytes where more conventional liquid chro-

matography fails. Recent simulation work has investigated the segregation of solvents

in model HILIC systems and supported the theory of a water-rich, mostly immobile

solvent layer at the solid-liquid interface that extends 1.5 nm from the silica surface
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and reduces translational mobility of polar analytes. [133] In this paper, using nonequi-

librium molecular dynamics simulations, we examine the energetic and structural char-

acteristics of the silica-methanol-acetonitrile system as it approaches equilibrium and

quantify the dynamics associated with the single molecular exchange event at the in-

terface. This provides us with a molecularly detailed mechanism by which hydrogen

bonding molecules undergo exchange at a hydrophilic liquid/solid interface. The rest of

the paper is organized as follows. In section II we briefly describe the system structure

and potential energy used. In section III we describe and discuss the results of several

types of molecular dynamics simulations. Conclusions are presented in section IV. In

both systems the initial surface peak is lower due to fewer alcohols hydrogen-bonded

to the silica surface. More interestingly, we observe that the increased population in

the second sublayer acts to further reduce the net orientation. The well-ordered alcohol

molecules hydrogen-bonded to the silica surface induce an average orientation in this

second sublayer.

1.2 Systems and Methods

Molecular dynamics simulations are performed utilizing a “box” with dimen-

sions Lx = 45.0 Å, Ly = 43.3 Å, and Lz = 100 Å. The box contains a silica surface in the

x�y plane in contact with a total of 1023 solvent molecules, with varying compositions

as described below, with periodic boundary conditions extending in the x and y direc-

tions. The geometry of the silica surface is based on the work of Lee and Rossky [113]
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and consists of a fully-hydroxylated �-Cristobalite surface. Our surface di↵ers by incor-

porating terminal silanol groups with fully flexible bonds at the silica surface, using the

CHARMM water contact angle, Lennard-Jones, and bond parameters. [44, 114] Each

silica surface consists of 90 silanol sites: a density of 4.62 /nm2. The acetonitrile and

methanol force field parameters are those used in our earlier work [20, 11] that em-

ploy a united atom, three-site description of each solvent. Intermolecular potentials are

calculated as the sum of Lennard-Jones and Coulomb terms:

Uij(r) =
X

i<j

4✏ij

⇣�ij
r

⌘12
�
⇣�ij

r

⌘6
�
+

qiqj
4⇡r✏0

(1.1)

where i and j denote atoms on di↵erent molecules separated by a distance r. Mixed

Lennard-Jones interactions between all species are calculated using Lorentz-Berthelot

combining rules: �ij = (�i + �j)/2 and ✏ij = (✏i✏j)1/2. All simulations are performed

using our in-house MD code that incorporates the velocity form of the Verlet algo-

rithm and used an integration time step of 0.5 fs. All simulations were performed at

298 K. A key ingredient in characterizing the system is a definition of the solvent-

silica hydrogen bonding. We use geometrical definitions of silica-methanol [185] and

acetonitrile-silica [162] hydrogen bonds where a bond is considered present if the H–O–

acceptor angle is less than 30° and the donor oxygen-acceptor distance is less than 3.4 Å

for silica-methanol bonds and less than 3.5 Å for silica-acetonitrile bonds. We perform

the following simulations:

1. 16.5 ns simulations starting from 20 independent configurations of randomly pre-
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pared mixtures with several di↵erent acetonitrile mole fractions in contact with a

silica surface. These calculations provide an overall global tracking of the adsorp-

tion/desorption process.

2. 1300 trajectories starting from independent configurations where a single methanol

is dissolved in acetonitrile near the surface. These simulations provide the single

molecule equivalent of the trajectories in part 1 above and are used to collect the

initial conditions for extensive “reactive” trajectories by saving system configura-

tions when methanol-silica hydrogen bonds are first detected.

3. These configurations are used to obtain thousands of “reactive” trajectories where

the methanol molecule displaces an adsorbed acetonitrile molecule. This is done

for the mechanistic studies and for the computation of reactive flux correlation

functions (described below). Additional details on the calculations performed are

given below.

1.3 Results and Discussion

As a reference for our mixture calculations, in Figure 1.1 we show the center-

of-mass density profiles of the two neat liquids in contact with the silica surface. These

density profiles illustrate the liquids’ di↵erent behavior at the hydrophilic silica inter-

face. Methanol is able to hydrogen bond with surface silica sites as both donor and

acceptor to form a densely packed, highly ordered monolayer at the solid-liquid inter-

face, seen as the first sharp peak in the density profile, and correspond to approximately
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one methanol molecule per silica site. This surface hydrogen bonding induces order in

the methanol methyl groups, forming a hydrophobic region that excludes other polar

methanol molecules, resulting in the low-density region between the first and second

density peaks. Acetonitrile is also polar but is only able to act as a hydrogen bond

acceptor. The silica surface induces order by hydrogen bonding with acetonitrile but

allows su�cient spacing for a second sublayer of acetonitrile molecules to align them-

selves interstitially and antiparallel to the hydrogen bonded acetonitrile. This is seen in

the much wider first peak (compared with methanol). However, it still corresponds to a

full monolayer coverage (note the kink in the blue line). Dipole-dipole pairing is seen in

bulk acetonitrile, but surface-induced order leads to formation of a bilayer-like structure

at the solid-liquid interface. Beyond the first solvent layer, the density profiles of both

neat liquids oscillate for several periods before reaching bulk behavior at z ⇡ 25 Å. For

future reference, we define the “bulk region” to be the region 25 Å < z < 34 Å. Consider

next the density profiles of the two liquids in a binary mixture at the silica surface, as

shown in Figure 1.2 . These density profiles highlight methanol’s a�nity for the surface.

The first solvent peak, representing methanol molecules hydrogen-bonded to the silica

surface, is only weakly dependent on the equilibrium bulk mole fraction of acetonitrile

as it increases from 0 to 0.94. As the acetonitrile concentration increases, the first ace-

tonitrile density peak, centered at 5.6 Å, appears. This peak consists of acetonitrile

molecules that orient their dipoles antiparallel to the methanol O–CH3 vectors, exhibit-

ing the same behavior as molecules in the second sublayer of the neat acetonitrile-silica

system. Integrated methanol densities, shown in Figure 1.2 as molecules per silica site,
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Figure 1.1: Density profiles of neat methanol (top, red) and neat acetonitrile (bottom,
green) at the liquid-silica interface. The blue line in each panel represents the cumulative
number of liquid molecules per silica site (right axis).

highlight the di↵erence in methanol surface coverage. These values remain quite similar

through the first solvent layer before diverging dramatically due to the large di↵erences

in mole fraction beyond the hydrogen bonded interfacial layer. To study the nonequi-

librium solvent exchange dynamics at the surface, mixtures of methanol-acetonitrile

are prepared by either replacing randomly selected acetonitrile molecules by methanol

molecules starting from neat acetonitrile or conversely by starting from a neat methanol

system and replacing a number of randomly selected methanol molecules by acetonitrile.

Twenty independent initial configurations are used. After a short equilibration process

to remove high-energy configurations, the binary systems are further allowed to relax to

the final equilibrium state. During this process, methanol molecules gradually displace
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Figure 1.2: Density profiles of methanol (red lines) and acetonitrile (green lines) in
several binary acetonitrile-methanol mixtures in contact with a silica surface. The
blue lines represent the cumulative number of methanol molecules per silica site (right
axis). Shown are representative systems of neat methanol (solid curves) and mixtures
in which the acetonitrile bulk mole fractions are xACN,bulk =0.64 (dashed curves), and
xACN,bulk = 0.94 (dotted curves).
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acetonitrile molecules adsorbed at the silica surface. Figure 1.3 summarizes the dynam-

ics as the system approaches equilibrium. System interaction energies are depicted in

Figure 1.3a. As the relaxation proceeds, methanol-silica interaction energy increases

(becomes more negative) as methanol molecules move to the interface. As acetonitrile

molecules are displaced from the surface, their interaction with the silica surface and

with the significant number of methanol molecules migrating to the surface decreases.

Relaxation of the interaction energy to its equilibrium value occurs in approximately

12 ns for a system with a bulk acetonitrile mole fraction of 0.94. Silica-solvent hydro-

gen bonding during these relaxations is shown in Figure 1.3c. As methanol molecules

populate the surface, silica sites are able to participate in hydrogen bonds as donor and

acceptor, a more energetically favorable configuration than an interface dominated by

acetonitrile molecules, which can only accept hydrogen bonds from the silica surface.

This binary mixture demonstrates the a�nity of the silica surface for methanol over

acetonitrile. In this representative binary mixture, with a bulk methanol mole fraction

of 0.06, 92% of the silica sites donate hydrogen bonds to methanol molecules (red line

in Figure 1.3c) and 85% of these sites accept hydrogen bonds from these same methanol

molecules (blue line in Figure 1.3c). A given silanol site has only a 3% likelihood of par-

ticipating in a hydrogen bond with an acetonitrile molecule. Silica-methanol interaction

energy at equilibrium is approximately 6 times greater than silica-acetonitrile. To gain

additional insight into the relaxation progress independent of the property examined,

Figure 1.3b,d shows the corresponding normalized nonequilibrium correlation functions,
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Figure 1.3: Time-dependent relaxation toward equilibrium of a methanol-acetonitrile
mixture (xACN = 0.94) at a silica surface starting from a random molecular compo-
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(c) Silica-solvent hydrogen bonding probability and (d) the corresponding normalized
nonequilibrium correlation function.
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which are defined as

S(t) =
�(t)� �(1)

�(0)� �(1)
(1.2)

for any property of interest �, where �(t) is the average at time t over all initial configu-

rations. The interaction energies and hydrogen bonding probabilities show very similar

time-dependent behavior. It is nearly exponential with a time constant of 2.3 ns. This

behavior suggests that the underlying molecular events governing the relaxation are

independent replacements of an adsorbed acetonitrile molecule by a methanol molecule,

so that the formation of silica-methanol hydrogen bonds is accompanied by the break-

ing of a silica-acetonitrile hydrogen bond. Acetonitrile molecules subsequently migrate

away from the silica surface. It is interesting to compare the nonequilibrium relaxation

described above with the relaxation of the fluctuations at equilibrium. To do this, we

consider the final 4.5 ns of the trajectories of Figure 1.3 as representative of the system at

equilibrium. To avoid confusion between equilibrium and nonequilibrium calculations,

we define �e to be the property of interest during the equilibrium portion of the trajec-

tories that correspond to �. With these definitions, we may compare the fluctuations

of the interaction energies and hydrogen bonding probabilities during this equilibrium

period. As a rough measure for the size of the equilibrium fluctuations, we consider the

ratio of the standard deviation at equilibrium: � = h(��e)i1/2 = h(�e(t) � h�ei)2i1/2

to the total nonequilibrium change �(0) � �(1). (Note that �(1) = h�ei ). This

ratio is equal to 0.04 - 0.05 for the hydrogen bonding probabilities and for the solvent-

silica interaction energies but considerably greater (0.12) for the methanol-acetonitrile
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interaction energy. The methanol-acetonitrile interaction energy is the only parameter

not a strong function of the hydrogen bonding at the silica surface, so these results

suggest much stronger constraint on the size of the fluctuations associated with the sur-

face hydrogen bonding. It is also interesting to contrast the nonequilibrium correlation

functions S(t) of eq 1.2 (shown on the right panels of Figure 1.3) with the equilibrium

correlation functions defined as

C(t) =
h��e(t)��e(0)i
h��e(0)��e(0)i

(1.3)

These correlations functions are shown in Figure 1.4 together with the expo-

nential fit to the nonequilibrium correlation functions (fit to the average of all six S(t)

curves, which essentially fall on top of each other). Figure 1.4 emphasizes the consid-

erably di↵erent time scales for the nonequilibrium versus equilibrium decay. The latter
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is much faster since it is dominated by the fluctuations of an already existing hydro-

gen bond, while thenonequilibrium relaxation is dominated by adsorption/desorption

events. The fastest equilibrium decay is observed in the interaction energy of the two-

solvents; a relaxation essentially independent of the surface dynamics. To gain detailed

molecular level understanding of the mechanism and dynamics underlying the process

by which a methanol molecule displaces an acetonitrile molecule at the silica surface,

we next study a model system of neat acetonitrile at a silica surface where one ran-

dom acetonitrile molecule in the second solvent layer (8.5 Å < z < 10.5 Å) is replaced

by methanol. A harmonic reflecting potential a↵ecting only the methanol is placed at

z = 11 Å to prevent this molecule from di↵using into the bulk acetonitrile. After a

short equilibration process where the methanol reaches an equilibrium with the sur-

rounding acetonitrile molecules, the configuration is saved, and the process is repeated

to generate 10 independent configurations. 130 trajectories are generated from each

configuration by assigning random velocities to all atoms at time zero. The dynamics

for these 1300 trajectories is quantified by detecting methanol-silica hydrogen bonding

using the geometrical considerations described above. Since methanol can participate in

two hydrogen bonds with the silica site, three possible methanol-silica hydrogen-bonding

states are considered: methanol as donor, methanol as acceptor, or methanol partici-

pating in two hydrogen bonds with the surface as both donor and acceptor (denoted by

k = d, a, or b, respectively). Each bonding parameter hk is assigned a value of 0 if the

bond of type k does not exist and 1 if the bond is present. With these definitions, we

may quantify the “reaction” progress as the probability that methanol-silica hydrogen

18



bonding activity is detected:

Pk(t) =
1

N

NX

i

hk(t) (1.4)

where N is the number of trajectories. In computing Pk(t), we use absorbing boundary

conditions (ABC), where, after an initial methanol-silica hydrogen bond is detected (ei-

ther donor or acceptor), the trajectory is terminated if subsequently either no methanol-

silica hydrogen bonds are detected for a duration of 2.0 ps (“reactant” side) or if the

methanol acts as both donor and acceptor in two distinct methanol-silica hydrogen

bonds for 2.0 ps (“product” side). (The 2 ps value is later justified by examining the

recrossing dynamics at the “transition state”.) Figure 1.5 summarizes the early 70 ps of

“reaction” progress, where approximately 17% of the trajectories resulted in methanol

being bonded to the silica surface. The progress of the three discrete bonding states

track closely together and steadily increase. Silica-methanol interaction energy (values

depicted on the right axis), shown as the black curve in Figure 1.5, also tracks well

with the reaction progress. The dynamics described in Figure 1.5 include the “uninter-

esting” e↵ect of the di↵usion of the methanol molecule to the surface and, as a result,

the wide distribution of arrival times at the surface. To disentangle this part from the

actual solvent exchange process, MD trajectories were run starting from configurations

obtained from the “reactive” events shown in Figure 1.5. These starting configura-

tions are simulation snapshots collected at the time step when methanol-silica hydrogen

bonds were first detected. A total of 120 di↵erent configurations, 40 corresponding to

each di↵erent initial hydrogen bonding state k = d, a, or b, were generated for this set
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Figure 1.5: Reaction progress of a single methanol molecule adjacent to an acetonitrile-
silica interface. Curves represent the probability of methanol hydrogen bonding with
the silica surface where methanol acts as donor (blue), acceptor (red), or both donor
and acceptor (green). Methanol-silica interaction energy (black) is shown on the right
axis.

of simulations. 100 trajectories from each starting configuration were performed with

initial random velocities assigned from a Maxwell-Boltzmann distribution and subject

to the absorbing boundary conditions described earlier. The results are shown in Figure

1.6. All the curves start at Pk = 1 at t = 0 and immediately experience a sudden drop

since the assignment of random velocities at the initial configuration typically results

in the breakup of the bond (see below). In the three starting configurations considered,

the probability that the methanol molecule forms stable hydrogen bonds with the silica

surface reaches a plateau at about 25 ps. This behavior can be compared to the reaction

progress in Figure 1.5, where the probability of stable hydrogen bond formation reached

only 0.17 and continues to linearly increase 70 ps into the simulations (due to the wide

20



distribution of the methanol arrival times at the surface). It is important to keep in

mind that the dynamics of hydrogen bond formation described in Figure 1.6 conser-

vatively estimate the bonding progress from first bond detection since the randomized

velocities allow for immediate dissociation of the bonds. For example, at the first time

step of hydrogen bond detection, the O–O distance may be at the upper limit of the

methanol-silica hydrogen bonding definition of 3.4 Å. If these oxygen molecules are as-

signed velocities in opposing directions, the bond will immediately be broken. The fact

that the plateau value in Figure 1.6 is less than 1 is due to the subset of trajectories that

did not maintain their hydrogen bonding state and were terminated by the “reactants”

ABC. Thus, the utility of this plot is in demonstrating the di↵erent relative persistence

of the three hydrogen bonding states.

When methanol first interacts with the silica surface as donor, the system is

less likely to proceed to the product side than if the methanol first interacts as hydrogen

bond acceptor (compare the plateau values of P (t) = 0.7 and P (t) = 0.6 for acceptor

and donor initial states, respectively). This is likely due to the relative immobility and

location of the silica oxygen atom relative to the other hydrogen bonding atoms. The

methanol hydrogen-silica oxygen bond is less likely to survive because the silica oxygen

is bonded to an immobile silicon atom, resulting in a less flexible bond. This same

relationship is seen in studies of the neat silica-methanol interface, where methanol-

silica hydrogen bond lifetimes are reportedly shorter when methanol acts as donor. [See

Appendix A, Figure A.1] However, we also note that methanol is more likely to first

hydrogen bond with the silica surface as a donor (61%) than as an acceptor (39%) (data
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Figure 1.6: Reaction progress when methanol-silica hydrogen bonding is present at t =
0. Associated methanol-silica interaction energies (dashed curves) are shown on the
right axis.

obtained from the trajectories used to generate Figure 1.5).

Figure 1.6 also depicts the average methanol silica interaction energies for the

three types of trajectories. The average energies of the starting configurations are -3.6,

-4.3, and -9.2 kcal/mol for methanol acting as donor, acceptor, and both donor and

acceptor, while the average silica/methanol interaction energy in the “products” side is

hUpi = -14.2 kcal/mol. The average energy scales with Pk(t) near the plateau region

so that the interaction energy at the plateau region hUk(1)i is approximately equal to

the plateau value of Pk(t) times hUpi. Thus, the approach to the plateau region may

be interpreted as the progress from one weakly bound to two stable methanol-silica

hydrogen bonds. We now turn to a detailed examination of the exchange mechanism.

To this end, it is useful to define a “reaction coordinate” that tracks the progress from
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Figure 1.7: Reaction coordinates ⇠d (left) and ⇠a (right) representing methanol’s hydro-
gen bonding relationship with a silica site as either donor or acceptor, respectively.

a methanol molecule far from the surface (“reactants”) to a state where this molecule

is bonded to the silica surface (“products”). When methanol adsorbs to the silica

surface, silica-methanol hydrogen bonds form. Since the silica site is unable to stably

donate hydrogen bonds to both a methanol molecule and an acetonitrile molecule, the

silica-acetonitrile hydrogen bonds typically break. The distances used to geometrically

detect hydrogen bonding may also be used to generate reaction coordinates to monitor

the progress of this reactive event. Since methanol forms two hydrogen bonds at the

surface, we may define two independent reaction coordinates, illustrated in Figure 1.7.

When methanol acts as a hydrogen bond donor, the reaction coordinate ⇠d is defined

by locating the silica site whose oxygen atom is closest to the methanol hydrogen. The

oxygen-oxygen distance between this silica site and the methanol oxygen is labeled rOO.
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The distance between the silica oxygen and the nearest acetonitrile nitrogen atom is

labeled rON. The collective variable ⇠d is then defined as ⇠d = rOO � rON. Similarly, we

define ⇠a to study the reactive event where the methanol molecule accepts a hydrogen

bond from the silica surface. In this case, the relevant silica site is the site whose

hydrogen atom is closest to the methanol oxygen atom (see right panel of Figure 1.7).

The distances rOO and rON are defined in the same manner as before; their di↵erence

is ⇠a. These definitions depend on identifying during the simulations the proper silica

sites and we update these identities every 10 integration steps (5 fs of simulation time).

The values of the reaction coordinates ⇠d and ⇠a are calculated every 25 fs

in simulations that resulted in a reactive event. We define this reactive event to be

complete when the methanol molecule has been bonded to the silica surface by two

hydrogen bonds for an uninterrupted period of 2.0 ps, identical to the product side

ABC described above. Once the system reaches this state, the trajectory is terminated.

These distances are assembled into probability distributions in Figure 1.8. (The data

used to generate these distributions are the subset of all the 1300 trajectories used to

generate Figure 1.5 subject to the condition that the trajectory reached the “products”

state and was terminated by the ABC). The reaction progress can be followed from left

to right on the ⇠-axis, where positive values of ⇠ correspond to methanol far from the

silica surface, and negative values represent a state where the acetonitrile has desorbed.

When methanol is far from the silica surface, the two curves corresponding to methanol

acting as donor or acceptor are nearly identical because the rOO distances (between the

silica and methanol oxygens) dominate the values of both ⇠d and ⇠a. As the methanol-
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Figure 1.8: Probability distribution (normalized to unit area) of the reaction coordinates
⇠d (red curve) and ⇠a (blue curve).

silica distance approaches the silica-acetonitrile distance, ⇠d and ⇠a both approach zero

and the residence time of the system at these distances appears to decrease. We define

these local minima as the transition states along these reaction coordinates at 0.5 Å

and 0.6 Å for ⇠d and ⇠a, respectively.

The obvious di↵erences between ⇠d and ⇠a are seen once the system is past

the transition state and the methanol-silica hydrogen bonds form. When the methanol

molecule acts as an acceptor and the silica site acts as donor (⇠a), a small peak is

present at ⇠a = 0, where the silica site can potentially serve as hydrogen bond donor

to both methanol and the nearby acetonitrile. As the acetonitrile disassociates from

the silica site and begins to di↵use away, ⇠a becomes more negative and peaks at -1

Å (representing the products state). In the histogram of this reaction coordinate, ⇠a,
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the dissociation of the acetonitrile from the silanol donor site is observed. When the

silica site accepts a hydrogen bond from the methanol molecule (⇠d), no competition

for silica’s role as donor to the nearby acetonitrile is introduced. The relevant silica

site remains hydrogen bonded to an acetonitrile. Since the hydrogen bonds described

by rOO and rON may coexist and their equilibrium distances are similar, ⇠d exhibits a

large sharp peak centered at 0 Å. The overlaid histograms in Figure 1.8 also illustrate

the mechanism by which methanol displaces acetonitrile from the silica surface: when a

methanol molecule interacts with a silica site as hydrogen bond acceptor, the acetonitrile

molecule bonded to the same site is displaced. The methanol molecule then hydrogen

bonds to an adjacent silanol site as a hydrogen bond donor without a↵ecting the silica-

acetonitrile hydrogen bond.

The specifics of this displacement are illustrated further in Figure 1.9a,b. In

these plots, the reactive events described above have been time-shifted so that the initial

silica-methanol hydrogen bond occurs at t = 0. In Figure 1.9a (where methanol acts as

an acceptor) the probability of a silica site donating a hydrogen bond to an acetonitrile

molecule drops significantly before the silica-methanol hydrogen bond is initiated. In

Figure 1.9b (where the methanol acts as a donor) the situation is quite di↵erent. The

silica-acetonitrile hydrogen bond exhibits no discernible awareness of the formation of

a silica-methanol hydrogen bond when methanol acts as donor. The locations of the

minima of the reaction coordinates ⇠a and ⇠d, represented as the black dotted lines, add

more mechanistic insight. In Figure 1.9a, when methanol acts as hydrogen bond accep-

tor, the transition state ⇠a is crossed before formation of the silica-methanol hydrogen
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Figure 1.9: Hydrogen bond probabilities for silica-acetonitrile (green curves) and silica-
methanol (red curves) when the methanol molecule engages the silica surface. The
respective reaction coordinate (blue curves, right axes) are also displayed for events
where methanol approaches a given silica site as acceptor (a) or donor (b). The black
dotted lines represent the value of the reaction coordinate minima observed in Figure
1.8.

bond. By contrast, when methanol donates a hydrogen bond to silica, this hydrogen

bond is detected at the same time the ⇠d transition state is crossed. This di↵erence

is further discussed below. The above definitions of transition states based on these

geometrical reaction coordinates ⇠d and ⇠a permit investigation of the methanol-silica

reactive event. In particular, we consider the deviation from transition state theory,

which states that, after reaching the transition state, the trajectory proceeds to the

products side without any recrossing. Recrossings of the transition state may be at-

tributed to solvent e↵ects, here the neighboring acetonitrile molecules. To quantify

the likelihood of these recrossings, we calculated the reactive flux correlation functions

for each of the reaction coordinates. In brief, molecular dynamics simulations are run

starting with an initial configuration where the methanol molecule is at the transition

state ⇠d or ⇠a. The MD trajectory begins with random velocities assigned from a flux-
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Figure 1.10: Reactive flux correlation functions for the reaction coordinates ⇠d (red
curves) and ⇠a (blue curves).

weighted Maxwell-Boltzmann distribution so that the value of d⇠/dt is positive at t = 0.

The normalized reactive flux correlation function for this system was calculated by [230]

(t) =
1

N

NX

i=1

H[⇠i(t)� ⇠(0)] (1.5)

where  is transmission coe�cient, ⇠i is the reaction coordinate value of the ith trajec-

tory at time t, and H is the Heaviside function (H(x) =0 for x < 0; H(x) = 1 for x >

0). These curves are shown in Figure 1.10. The values of (t) reach a plateau at ⇠600

fs. We assign the values of these plateaus as transmission coe�cients of the respective

reaction coordinates, a = 0.22 and d = 0.13. These values, as well as the relatively

long time needed to reach a plateau suggest extensive recrossings at the transition state.
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Closer examination of the initial behavior (Figure 1.10, inset) reveals interesting struc-

tural di↵erences in the correlation functions. ⇠a shows a brief plateau, while ⇠d does

not. This suggests that ⇠a is a more physically relevant reaction coordinate than ⇠d.

This agrees with the above discussion since the two intermolecular distances that de-

fine ⇠a also define two hydrogen bond acceptors, methanol, and acetonitrile, competing

for the same donor. As ⇠a decreases, methanol becomes the dominant acceptor, and

the reactive event moves toward the product side. Conversely, in ⇠d the two hydrogen-

bonding distances are relatively impartial to the other’s existence, as evidenced by the

sharp peak at ⇠d = 0 Å in Figure 1.8 and the flat silica-acetonitrile hydrogen bond-

ing probability curve in Figure 1.9b. We conclude by discussing the orientation of the

methanol molecule at various locations along the two di↵erent reaction coordinate. Far

from the surface, methanol’s approach to the silica surface is driven by di↵usion through

acetonitrile liquid in which no particular orientation is preferred. Methanol ultimately

attains a very precise orientation when bonded to the silica surface. Of obvious interest

is the molecular orientation of the methanol molecule between these two extremes, in

particular at the transition states as defined by the histogram in Figure 1.8. Methanol

O–CH3 and O–H molecular vectors are used to describe the orientation of the molecule

at the ⇠d and ⇠a transition states. Figure 1.11 shows the orientational distributions of

these molecular vectors relative to a vector normal to and pointing away from the silica

surface. In both ⇠d and ⇠a, the O–CH3 vector predominantly points away from the

silica interface. We would anticipate that the nonpolar alkyl tail would “dislike” the

hydrophilic surface and also that the methanol hydroxyl group should be in position
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Figure 1.11: Orientational distributions of methanol molecular vectors relative to the
surface normal at the reaction transition states ⇠d (red curves) and ⇠a (blue curves).
Solid curves represent the methanol O–CH3 vector, and dashed curves represent the
O–H vector.
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Figure 1.12: Orientational distributions of methanol molecular vectors at initial
methanol-silica hydrogen bond formation where methanol participates as donor (red),
acceptor (blue), or in two bonds as both donor and acceptor (green). Solid lines repre-
sent the O–CH3 vector. Dashed lines represent the O–H vector.

to engage the silanol groups for hydrogen bonding to occur. We may further describe

methanol’s orientation during this reactive event by considering the orientation pre-

ferred by methanol when hydrogen bonding with silica initially occurs. Figure 1.12

shows the orientational distributions of methanol molecular vectors, O–CH3 and O–H,

relative to a vector normal to and pointing away from the silica surface. We note that

orientations for all bonding situations di↵er significantly from orientations at the tran-

sition state (Figure 1.11), where the O–CH3 vectors predominantly point away from the

silica surface and the O–H vectors lack a dominant orientation. When methanol’s first

hydrogen bonding interaction with silica is as a hydrogen bond donor, the O–H vector
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points toward the silica surface. When methanol first accepts a hydrogen bond from

a silica site, the O–H vector is parallel to or pointing slightly away from the interface.

When methanol is first bonded to two sites as both donor and acceptor, the molecule

assumes the anticipated orientation, where the O–H vector points slightly toward the

interface so that it may access silica oxygen and hydrogen atoms. The methyl tail,

described by the O–CH3 vector, points away from the polar surface.

1.4 Conclusions

The molecular dynamics simulations described in this work present a detailed

view of a mechanism by which a strongly hydrogen bonding solvent molecule (methanol)

displaces a weakly hydrogen bonding solvent (acetonitrile) adsorbed at a hydrophilic

(silica) surface. At equilibrium, for all the methanol/acetonitrile mixtures investigated

here, methanol is much more strongly bonded to the silica surface, as it is able to act as

both hydrogen bond donor and acceptor to two neighboring silica sites, compared with

acetonitrile, which is able to act only as a hydrogen bond acceptor to one site. When

a methanol molecule approaches the silica-acetonitrile system, it is able to e↵ectively

leverage its a�nity to the silanol oxygen atom, a potential hydrogen bond acceptor

ignored by interfacial acetonitrile molecules. This displacement event may be visualized

as a “bottle-opener” mechanism, where the methanol anchors itself to the silica surface

by donating a hydrogen bond to the silica oxygen and subsequently rotates about its

hydroxyl hydrogen atom, accepting a hydrogen bond from a neighboring silica hydrogen
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while dislodging the respective acetonitrile. The second possible mechanism is the initial

approach of methanol, oriented to accept a hydrogen bond from the silica surface. In

this configuration, methanol initially displaces acetonitrile and accepts a hydrogen bond

from the silica surface and then donates a hydrogen bond to an adjacent silanol oxygen,

ensuring stability at the silica surface.

Acknowledgments

This work has been supported by a grant from the National Science Foundation

(CHE-1363076). We are grateful to Rob Walker and Eric Gobrogge for many useful

conversations.

33



Chapter 2

Unusual structure and dynamics at

silica/methanol and silica/ethanol

interfaces: a molecular dynamics and

nonlinear optical study

2.1 Introduction

Solid surfaces often force molecules in an adjacent phase to adopt anisotropic

structures and organizations leading to di↵erences between bulk and interfacial prop-

erties. Both experimental and computational studies of these surfaces have shown dis-

tinctive changes in interfacial density, dynamics, and solvation relative to bulk behav-

ior. [4, 13, 69, 120, 185, 223] These changes have direct consequences for mechanistic

descriptions of a wide array of surface phenomena including adhesion, corrosion, chro-
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matography, and catalysis. [61, 28, 49, 178, 208] Traditionally these properties have

been studied using linear spectroscopic [169] and wet chemical methods, [229] but more

recently, nonlinear optical methods have aided in characterizing chemical structure, or-

ganization, and reactivity in these asymmetric environments. [4, 138, 56] Acetonitrile is

one example of a solvent with well-studied interfacial behavior. Weeks and co-workers

studied the silica/acetonitrile interface using both vibrational sum frequency (VSF)

spectroscopy and molecular dynamics (MD) simulations. [52] The results of both the ex-

perimental and theoretical studies indicated an interfacial structure varying greatly from

that of the bulk. Simulations predicted that acetonitrile formed a bilayer structure at

the interface, and that this bilayer structure of oppositely oriented acetonitrile molecules

extended several nanometers into the bulk. VSF spectroscopy experiments support this

picture and imply that the first sublayer interacting directly with the silica surface has a

vibrational structure that is slightly di↵erent from acetonitrile oriented in the opposite

direction and not closely associated with the silica. The silica/water interface has also

been well studied. [56, 77, 165, 168] These studies show that interfacial water molecules

can exist in two di↵erent environments. One environment involves tetrahedrally co-

ordinated water molecules while the other involves water in a more weakly associated

hydrogen-bonding environment. Furthermore, these studies showed that the molecules’

environment was highly dependent on solution pH. Unique interfacial organization has

also been found at the silica/1-alcohol interface. Shen and co-workers determined that

for C1-C4 alcohols, the molecules at the silica/vapor interface adsorbed with their

methyl groups oriented away from the surface. The decrease in signal observed at the
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silica/liquid interface was explained by the formation of a bilayer between oppositely ori-

ented molecules. [119] Alcohol adsorption to solid substrates is of particular interest due

to industry’s use of oxide catalysts in the production of alkenes, esters, ethers, aldehydes,

alkylamines, [232] and blending compounds for reformulated gasoline. [195, 154] Numer-

ous experimental and theoretical studies have investigated both the solid/alcohol and

solid/alcohol vapor interfaces. [154, 171, 97, 140] More recently, VSF spectroscopy and

other second order nonlinear optical methods have been employed to study molecular-

level interactions at buried silica/liquid alcohol interfaces. [119, 68, 236, 7, 204, 237, 30]

Using this surface specific technique, vibrational modes of species in asymmetric en-

vironments have been observed and used to discern the structure and organization of

interfacial molecules. Of all the short chain alcohols, methanol exhibits the most pecu-

liar behavior, with data from experiments and simulations leading to conflicting descrip-

tions of solvent structure at this solid/liquid interface. While VSF studies have reported

strong methanol signatures from the silica/methanol vapor interface, virtually no VSF

response is observed from the silica/methanol (solid/liquid) interface. [119, 68, 236]

Shen and co-workers attributed this observation to the proposed formation of a rigid

methanol bilayer at the interface with the first sublayer hydrogen-bonding to the sur-

face silanols, and the second sublayer interacting weakly through the opposing methyl

groups. Because opposing methyl groups have antiparallel vibrational dipoles, the SF

signal was predicted to disappear. [119] This same cancellation, however, is not seen

when the methanol is replaced with ethanol. Ethanol has an observable VSF response

at both the silica/vapor and silica/liquid interfaces. [119] While the silica/vapor signal
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arises from the same hydrogen-bound monolayer, the bilayer observed at the silica/liquid

interface does not result in complete cancelation of the SF signature. This observation

is attributed to two main sources. First, the second layer is expected to have a much

broader orientational distribution than the first layer; and second, while the methyl

symmetric stretches of the two layers are oppositely oriented and result in a severely di-

minished signal, the antisymmetric stretches remain una↵ected. [119] Further attempts

at characterizing these surfaces have been made by examining binary mixtures of the

alcohol with water, carbon tetrachloride, and acetonitrile. [68, 236] Methanol will give

rise to a signal at silica/liquid interfaces under carefully controlled conditions. Zhang et

al. have studied both methanol-water and methanol-carbon tetrachloride binary mix-

tures at the silica interface using VSF spectroscopy. They found that in binary solutions

with CCl4, methanol gave a strong SF signal at methanol mole fractions of 3-30%, but

at higher fractions, the signal disappeared. When carbon tetrachloride was replaced

with water, however, methanol did not give a signal at any mole fraction. [236] These

observations were attributed to the nonpolar nature of carbon tetrachloride allowing

the formation of a methanol monolayer at the surface until a high enough mole frac-

tion is reached and a second antiparallel methanol sublayer forms. In water, however,

methanol molecules are forced through hydrophobic interactions to associate through

the methyl groups at all mole fractions resulting in no SF signal. In a similar experi-

ment, Gobrogge and Walker studied binary mixtures of methanol and acetonitrile and

found that any response from methanol was conspicuously absent at all mole fractions,

further supporting the proposed model of interfacial methanol pairs consisting of oppo-
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sitely oriented monomers. [68] Computational studies have also been used to investigate

the silica/alcohol buried interface. Roy et al. confirmed that at the silica/methanol

interface, the first sublayer of methanol molecules hydrogen-bonds strongly to the sur-

face silanol groups, but found that the second sublayer tends to associate with the

O-H bonds pointing toward the surface. [185] Simulations suggest that the second sub-

layer forms additional hydrogen bonds with the first sublayer as opposed to interacting

through the van der Waals attraction of antiparallel methyl groups. Such organiza-

tion should lead to enhanced SF intensity given that interfacial solvent molecules are

all oriented in approximately the same direction. However, computational support is

also found for the antiparallel bilayer model. Simulations by Tallarek and co-workers

show that methanol forms a monolayer hydrogen bound to the silanols thereby present-

ing a hydrophobic surface to the bulk. The methyl-terminated interface then causes

the next layer of methanol molecules to orient their methyl groups toward the sur-

face. [134] Such organization should lead to significantly diminished (or absent) signals

in VSF spectroscopy experiments consistent with what has been observed experimen-

tally. Di↵erences between these two descriptions of methanol organization are likely to

be sensitive to experimental conditions including surface silanol density. Specifically, if

the surface silanol density is high and the surface layer of methanol is packed tightly,

one might expect the second layer of methanol to adopt an antiparallel arrangement.

However, if the silanol surface coverage is lower, adsorbed methanol monomers will

have enough space in between so that the second layer can hydrogen bond to the first.

In the work presented below, results from molecular dynamics (MD) simulations are
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compared with data from VSF spectroscopy experiments in order to develop a better

understanding of the structure of methanol and ethanol at the silica interface. Exper-

iments show that while both alcohols provide a strong VSF signal when adsorbed to

the silica/vapor interface, only ethanol gives an appreciable signal at the silica/liquid

interface. Our MD simulations support the layered methanol system proposed by Roy

et al. [185] Striking di↵erences between the two solvents are observed in their organi-

zation and dynamics, however. When compared to methanol, ethanol molecules are

shown to have longer-lived alcohol-silica hydrogen bonds, and a large (⇠ 3 Å) region of

near zero density between the first two sublayers. Furthermore, by lowering the number

of active sites on the surface and thereby decreasing the number of hydrogen-bonded

methanol molecules, the density of the second methanol sublayer is shown to increase

as the surface (including the first methanol layer) becomes less hydrophobic. While

this predicted result is di�cult to test systematically by experiment, surface hydroxyl

coverage can be changed by changing the substrate. ↵-Alumina has surface hydroxyl

concentrations 2-3 times higher than silica. VSF data from the methanol/↵-alumina

liquid-solid interface show a weak but pronounced response from the interfacial solvent.

This result suggests that small changes in surface composition have very strong e↵ects

on local solvent organization. This paper is organized as follows. In sections II and III

we detail the relevant experimental and simulation techniques used to study the silica-

methanol and silica-ethanol systems. In section IV we introduce the system through

the viewpoint of MD simulations, describe experimentally obtained VSF spectra, and

qualitatively explain interesting features of these spectra by directly comparing MD
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data from these two systems.

2.2 Experimental methods

Spectroscopic grade methanol and ethanol were obtained from Sigma-Aldrich

and used as received. Silica slides (0.5 mm) from SPI, Inc. were first cleaned using a

50/50 (v/v) mixture of sulfuric and nitric acid. The silica slides were then rinsed with

deionized water (18.2 M⌦ cm) and dried thoroughly to create a fully hydroxylated silica

surface that was then a�xed to our experimental cell and placed in direct contact with

the liquid or saturated vapor phase of interest. The VSF spectroscopy apparatus has

been described elsewhere. [69] In brief, a Libra-HE Ti:sapphire laser (Coherent, 3.3 W

85 fs pulse width, 1 kHz repetition rate) was coupled to a visible optical parametric am-

plifier (Coherent OPerA Solo) to generate the visible and IR beams. The IR wavelength

was tuned from 3.2 to 3.7 µm in 0.05 µm increments and the IR field was focused onto

the sample at an angle of 73° with respect to normal. The visible beam was spectrally

stretched and sliced using an 1800 g/mm grating and variable width slits resulting in

a spectrally narrowed visible beam (20 cm�1). After passing through two di↵erent de-

lay stages, this beam was focused onto the surface at an angle of 67° with respect to

normal. Visible power immediately before the sample was ⇠8 µJ while the IR power

was ⇠5 µJ. IR power was adjusted with neutral density filters to be as high as possible

without boiling the sample. The generated sum frequency signal was directed into a

monochromator (SpectraPro-300i, Acton Research Corporation) and dispersed onto a
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CCD (PIX-IS100B, Princeton Instruments). VSF spectra were combined and corrected

for ambient background contributions using inhouse Igor Pro (v.6) routines.

2.3 Simulation details

Molecular dynamics simulations of the neat silica-methanol and silica-ethanol

solid-liquid interfaces were performed using an in-house MD code. Our silica surface is a

derivative of the fully hydroxylated �-Cristobalite surface used by Lee and Rossky [113]

and has recently been described elsewhere. [98] Briefly, we modified the Lee and Rossky

surface to include fully flexible silicon-oxygen-hydrogen surface sites that incorporate

the CHARMM water contact angle Lennard-Jones and bond parameters. [44, 114] The

methanol and ethanol force field parameters are those used in our earlier work, [11]

using a united atom 3 or 4 site description of the alcohol. Intermolecular potentials are

calculated as the sum of Lennard-Jones and Coulomb terms:

Uij(r) =
X

i<j

4✏ij

⇣�ij
r

⌘12
�
⇣�ij

r

⌘6
�
+

qiqj
4⇡r✏0

(2.1)

where i and j are atoms of di↵erent molecules separated by a distance r. Mixed Lennard-

Jones interactions were calculated using standard Lorentz-Berthelot combining rules:

�ij = (�i + �j)/2 and ✏ij = (✏i✏j)1/2. To prepare the adjacent alcohol phases, alcohol

molecules were placed in a box with periodic boundary conditions in all directions. The

x and y dimensions of this simulation box are set equal to the length and width of the

silica surface. The alcohol box height z was allowed to vary so that the correct bulk
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density of each alcohol is reproduced. The equilibrated box of solvent molecules is then

placed adjacent to the silica surface described above. Each silica-alcohol simulation box

had dimensions of Lx = 45.0Å, Ly = 43.3Å, and Lz = 100Å with the silica surface placed

in the x�y plane at z = 0.0 Å. Silica-alcohol MD simulation boxes contained 90 silanol

sites per silica surface (4.62/nm2) and 1023 molecules of methanol or 709 molecules of

ethanol. Each simulation was equilibrated for a minimum of 1.5 ns prior to initiating

production runs. All simulations utilized a time step of 0.5 fs and were performed at

298 K. Production runs (unless noted otherwise) utilized 10 independently generated

configurations, each was used to run a 750 ps MD trajectory at constant T = 298 K.

Data reported below represent the average over these 7.5 ns of simulation time. Silica-

alcohol hydrogen-bond detection utilized a previously described geometrical definition5

where a silica-alcohol hydrogen bond exists when the donor-acceptor oxygen-oxygen

distance, rOO, is less than 3.4 Å and the H–O–acceptor angle is less than 30°.

2.4 Results and Discussion

2.4.1 Simulation overview

Center-of-mass density profiles of liquid methanol and ethanol at a solid sil-

ica interface share most features. (Figure 2.1) The first major peak represents alcohol

molecules hydrogen-bonded to the silica surface, in most cases each alcohol molecule

at the interface participates in hydrogen bonds with two neighboring silica sites, acting

as a hydrogen-bond donor in one and as acceptor in the other. The cumulative num-
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Figure 2.1: Density profiles of neat methanol (red) and ethanol (blue) at a silica inter-
face. The dotted lines represent the respective cumulative number of solvent molecules
per silica surface site (right axis).

ber of solvent molecules depicted on the right vertical axis shows that the first peak

of the density profile of both liquids corresponds to a complete single-monolayer cov-

erage of the perfect crystal silica surface. This closely packed, highly immobile, and

well-ordered monolayer of adsorbed alcohol molecules is followed by a region of near

zero density between it and the adjacent bulk liquid. The width of this low population

region is approximately equal to the Lennard-Jones methyl-methyl interparticle spac-

ing used in our simulations. We note that this low population region is not observed

in polar-nonpolar (e.g., alkane-water) liquid-liquid interfaces due to the inherent capil-

lary broadening e↵ects at the interface of two immiscible liquids. [13] The fluctuating,

relatively disordered liquid-liquid interface results in a much larger interfacial width.

This low population region induces ordering in the alcohols that oscillates for several

periods until bulk density is reached at z ⇡ 25 Å. The density oscillations in Figure
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2.1 are out of phase due to the alcohol molecules’ di↵erent sizes. The most physically

interesting di↵erence is in the region between the first and second major density peaks.

With methanol as the solvent, this region is populated by a small but certainly nonzero

number of molecules, while ethanol exhibits a region of near zero density. This dif-

ference is due to the larger alkane-like region formed by ethanol’s longer alkyl group.

In the silica-methanol system, the surface-induced alkane-like layer is thin enough to

not totally shield all methanol molecules in its vicinity from the interface. Methanol

molecules are more likely to enter this low population region and interact with the silica

surface or surface-adsorbed methanol molecules, resulting in the low but measurable

density. These interstitial methanol molecules sometimes displace methanol molecules

adsorbed to the silica surface. In contrast, the slightly larger alkane-like region in the

ethanol-silica system prevents ethanol molecules from interacting with the interface.

This condition results in the adjacent region having a near zero density. The relative

mobilities of methanol and ethanol molecules are investigated in detail below. Simula-

tion snapshots in Figure 2.2 show the di↵erence in the low population regions of the two

systems. In this work we shall refer to this low population region between the first two

major density peaks as the “second sublayer” [185] and note that this second sublayer is

distinct from the second solvent layer, which we define as the second major density peak

in the respective systems, centered at z ⇡ 8 Å and z ⇡ 10 Å for the methanol and ethanol

systems, respectively. Interfacial organization at the surface appears qualitatively simi-

lar in both systems but the dynamics of these interfaces, particularly residence time of

alcohol molecules near the silica interface, are di↵erent. Survival probability quantifies
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Figure 2.2: Snapshots of the surface region of methanol (top) and ethanol (bottom) in
contact with a silica surface.
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solvent molecule mobility in the direction normal to the silica surface. We define the

survival probability as the probability that a molecule of methanol or ethanol within

specified lamella parallel to the interface at a given time remains within the same speci-

fied region after an elapsed time t. This quantity is calculated using the time correlation

function (TCF) formalism:

C(t) =
hh(t)h(0)i
hh(0)h(0)i (2.2)

where h represents a random variable of interest. In the case of survival probability,

CS(t), we define h to be 1 if a given molecule is within specified z coordinates and 0 if

the molecule is outside of the range. The ensemble average is calculated for all alcohol

molecules and for all time origins. These survival probability TCFs, shown in Figure 2.3,

illustrate the relative stability of the silica-ethanol surface. Regions where silica-alcohol

hydrogen bonds exist, defined as 0.0 < z < 4.5 Å and 0.0 < z < 7.0 Å for methanol

and ethanol, respectively, show a large di↵erence in solvent mobility. Methanol’s second

sublayer is defined as 4.5 < z < 6.0 Å to include the non-hydrogen-bonded molecules

adjacent to the methanol molecules hydrogen-bonded to the silica surface. As mentioned

above, this second sublayer is distinct from the second solvent layer, which we define as

the second density peak in Figure 2.1, 7.0 < z < 10.0 Å. Methanol molecules move in

and out of this second sublayer, which enables more surface activity and rearrangement

at the interface. The region of near zero density between the first and second ethanol

layers does not allow this exchange. The long residence time of the alcohols at the silica

surface is due to the formation of silica-alcohol hydrogen bonds. Each alcohol molecule
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is able to form two separate hydrogen bonds with adjacent hydroxylated silica surface

sites where the alcohol acts as hydrogen-bond donor in one and acceptor in the other.

The hydrogen-bond lifetime correlation function, CH(t), is calculated using Equation

2.2. For hydrogen-bond lifetimes we define the property h to be 1 if a hydrogen bond

exists between a given alcohol-silica pair and 0 if no bond exists. The ensemble average

is calculated over all possible alcohol-silica pairs and all time origins. Hydrogen-bonding

correlation functions for the four silica-alcohol interfacial hydrogen bonds are shown in

Figure 2.4. Due to the relatively slow dynamics of this interfacial hydrogen-bonding we

ran longer simulations to capture these lifetimes, hence the 0-200 ps x�axis in Figure

2.4. These functions exhibit rapid decay on the femtosecond time scale representing

reorientational motion of the OH bond, followed by a slow decay due to translational

motion of the alcohols. The slow segments highlight di↵erent behavior based upon

the identity of the alcohol and whether the alcohol or silica acts as hydrogen-bond

donor. In both cases, ethanol-silica hydrogen bonds are longer lived than methanol-

silica, suggesting more activity and mobility at the methanol-silica interface, consistent

with the survival probability data presented in Figure 2.3. Specifically, the lack of

ethanol molecules just outside the adsorbed layer lowers the probability for hydrogen-

bond breakup since no “replacement” alcohol molecule is available. Further examination

of the lifetime decays reveals that, in both systems, hydrogen bonds are longer lived

when the alcohol acts as acceptor (note the smaller slope of the long-time tail of the

dashed curve compared with the solid curve for each alcohol). This result can be

explained by noting that the silica-hydrogen to alcohol oxygen bond consists of more
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flexible members than the alcohol hydrogen to silica oxygen bond. Thus, the silica

oxygen is considerably less able to accommodate alcohol motion than the silica hydrogen

while allowing the hydrogen bond to stay intact.

2.4.2 VSF spectra

ssp�Polarized vibrational sum frequency responses at silica-methanol inter-

faces are shown in Figure 2.5. The ssp polarization combination samples those vi-

brations that have their IR transition dipoles aligned along the surface normal. At the

solid-vapor interface (top) two peaks are visible: the methyl symmetric stretch (r+) cen-

tered at 2834 cm�1 and a methyl Fermi resonance (r+-FR) at 2951 cm�1. These data are
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Figure 2.5: VSF spectra of the silica-methanol solid-vapor (top) and solid-liquid (bot-
tom) interfaces.

consistent with what one expects from a methanol monolayer strongly hydrogen-bonded

to the silica surface with the methanol methyl groups directed toward the vapor phase.

The spectrum obtained at the solid-liquid interface (bottom) exhibits no discernible

peaks in the same region. VSF spectra from silica-ethanol interfaces (Figure 2.6) show

di↵erent behavior. At the silica-ethanol, solid-vapor interface (top) the ethanol CH3

symmetric stretch (r+) and its associated Fermi resonance peak (r+-FR) are observed,

centered at 2880 and 2936 cm�1, respectively. In the spectrum from the solid/ liquid

interface, the low frequency r+ band disappears and intensity is observed in a broad

feature centered at ⇠2950 cm�1 (bottom). Given the absence of r+ in the spectrum

(and a corresponding source of intensity for Fermi resonance coupling), we tentatively
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Figure 2.6: VSF spectra of the silica-ethanol solid-vapor (top) and solid-liquid (bottom)
interfaces.

assign this broad feature to one of the asymmetric stretches of ethanol’s –CH3 group

that no longer has C3v symmetry. [227] These data present an interesting comparison

of how molecular structure a↵ects organization at solid/liquid interfaces. Methanol and

ethanol have similar bulk densities, while the static dielectric constants of these solvents

di↵er by less than 25%. Furthermore, methanol and ethanol associate with the silica

surface in similar ways. In terms of elements that will influence interfacial solvent orga-

nization, the only obvious di↵erence between these two systems is ethanol’s additional

methyl group. The e↵ect of this di↵erence is apparent both in the solvent density distri-

butions (Figure 2.1) and in the lifetimes of each solvent’s hydrogen bonds (Figure 2.4)

although the solvent survival probabilities (Figure 2.3) and surface coverages (Figure
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2.1) appear similar. Experimentally, absolute signal intensities drop (in Figure 2.6) by

approximately an order of magnitude when moving from the solid/vapor interface to the

solid/liquid interface. This general attenuation due to the presence of an adjacent liquid

phase can be seen in the case of the ethanol r� mode in Figure 2.6. Despite this dif-

ference in intensities, the absence of any vibrational response from the silica/methanol

liquid interface (Figure 2.5) is striking. Lack of a VSF signal from an interface can arise

from several sources: the absence of surface species, isotropic organization at the inter-

face, or strong surface anisotropy having inversion symmetry. At the silica/methanol

liquid interface, surface species are present and, given the strength of the methanol-

silica hydrogen-bonding, a random organization of surface methanol molecules seems

unlikely. In the next section, we examine MD simulation results of these systems in

an attempt to isolate di↵erences between the silica-methanol and silica-ethanol systems

that may illuminate the reason for the suppressed VSF spectroscopy response in the

silica-methanol system.

2.5 MD Investigtion of VSF Spectroscopy Response

To examine VSF spectroscopy experiments using molecular insight gained from

these MD simulations, we consider that an ssp�polarized VSF signal arises when the

active mode such as the methyl symmetric stretch has a net orientation of its IR tran-

sition moment normal to the silica surface. A cumulative orientational profile for the

methyl symmetric stretch vector of each solvent is used to visualize the contribution to
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a VSF signal based solely upon the number of molecules present and their orientation

with respect to the silica interface. The cumulative orientational profile S(z) is

S(z) =

[[z/⇣]]X

i=0

Nihcos ✓ii (2.3)

where i represents the index of a bin of width ⇣ perpendicular to the simulation Z axis,

z = i⇣, the double brackets indicate the floor function, Ni is the number of alcohol

molecules in bin i, and ✓ is the angle between a vector coincident with each molecule’s

methyl C3 axis (in our simulation these vectors are O–CH3 for methanol and CH2–CH3

for ethanol) and a vector normal to and pointing away from the silica surface. All re-

ported cumulative orientational profiles in this work use a bin width (⇣) of 0.5 Å. The

molecular vector lies along the transition dipole of the methyl symmetric stretch (r+)

and is perpendicular to the doubly degenerate asymmetric stretch (r�). In the limit

that methyl rotation is hindered, r� splits into two distinct asymmetric stretches r�a and

r�b with IR transition moments perpendicular to each other and to the molecular vector

used to calculate S(z). One of these vibrational modes will have a projection of its IR

transition moment along the surface normal and this vibration is the one that appears

in the ssp�polarized spectrum shown in Figure 2.6. Methanol and ethanol orientational

profiles are similarly shaped (Figure 2.7), both dominated by the orientation induced

by alcohol molecules hydrogen-bonded to the silica surface. Closer inspection of the

two orientational profiles, however, shows subtle di↵erences. Methanol’s orientational

distribution at the interface is more sharply peaked at normal angle than ethanol’s,
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Figure 2.7: Cumulative orientational profiles of molecular vectors parallel to the methyl
C3 axis. See Equation 2.3.

resulting in a profile with larger magnitude despite a similar molecular density at the

silica surface. Immediately next to the surface region, (z = 4-8 Å), the curves behave

di↵erently. Methanol molecules present in this region (the second sublayer) have nega-

tive net orientation, causing a decrease in S(z). For ethanol, this region corresponds to

the vacancy between the first and second density peaks that results in a short plateau

in S(z). Both curves decrease dramatically at the second density peak and gradually

decay as the bulk region is approached, suggesting a weakly induced orientation of

the molecules in a direction opposed to the orientation of the surface molecules. We

next consider the molecular reorientation dynamics using orientational time correlation

functions, CO(t), [155] defined by

CO(t) =
hû(t) · û(0)i
hû(0) · û(0)i (2.4)
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Figure 2.8: Orientational time correlation functions of the molecular vectors parallel to
the methyl C3 axis.

where û is a unit vector parallel to the molecular vector of interest. The ensemble

average is calculated over all alcohol molecules and all time origins. Orientational cor-

relation functions of vectors parallel to the methyl C3 axis are shown in Figure 2.8.

Alcohol molecules hydrogen-bonded to the silica surface exhibit the most limited orien-

tational dynamics. The methanol O–CH3 vector’s orientational mobility is limited since

most interfacial methanol act as both hydrogen-bond donor and acceptor with silica,

essentially fixing the O–CH3 vector. The relevant ethanol vector of interest is a�xed to

a geometrically similar structure but also able to rotate about the O–CH2–CH3 angle.

This condition agrees with the shape of the surface ethanol CH2–CH3 orientational time

correlation function and suggests rapid reorientation within a fixed cone. As expected,
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methanol’s second sublayer exhibits a faster reorientation than the hydrogen-bonded

methanol at the silica surface but slower than that observed in bulk methanol. We now

note that the partial cancelation of the interface-induced order (as shown in Figure 2.7)

occurs by molecules in the second sublayer that exhibit rapid reorientation dynamics

relative to alcohol molecules hydrogen-bonded to the silica surface. The molecular dy-

namics results with the methanol next to the perfect silica surface suggest that although

the methanol molecules directly next to the strongly oriented monolayer are oppositely

oriented, the contribution is not dramatic enough to explain the lack of the VSF signal.

One possible explanation for this discrepancy is surface structural imperfections that

might diminish the signal from the adsorbed monolayer immediately in contact with the

silica. To simulate an imperfect silica surface we set the partial charges of every sixth

silica site to zero and compared results with the findings previously described. We refer

to these surfaces as “deactivated” and “active,” respectively. Density profiles of the

active and deactivated systems (Figure 2.9) di↵er in two main ways. As expected, the

number of alcohol molecules hydrogen-bonded to the silica surface decreases, as can be

seen in the first density peaks and the cumulative numbers in dotted curves. The sec-

ond di↵erence is a noticeable density increase in the region between the first and second

density peaks. The cumulative number of alcohol molecules reveals that the reduced

number of surface-bound alcohol molecules is approximately equal to the increased num-

ber of molecules present in the “second sublayer.” Deactivated silica surfaces change

the cumulative orientational profiles of methanol and ethanol systems (see Figure 2.10).

In both systems the initial surface peak is lower due to fewer alcohols hydrogen-bonded
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Figure 2.9: Density profiles of methanol (red) and ethanol (blue) at a silica surface.
The solid lines are density profiles at an “active” surface. The dashed curves represent
density profiles at a “deactivated” surface. Dotted curves (right axis) represent the
integrated densities at “active” (large dots) and “deactivated” (small dots) silica surfaces
(see text for explanation).

to the silica surface. More interestingly, we observe that the increased population in

the second sublayer acts to further reduce the net orientation. The well-ordered alcohol

molecules hydrogen-bonded to the silica surface induce an average orientation in this

second sublayer that is opposite to the surface orientation. The impact of this second

sublayer is more pronounced in methanol. Finally, as we go beyond the second sublayer

region, in the methanol system, the di↵erence between the active and deactivated sys-

tems extends toward the bulk, suggesting that disorder in the silica surface results in

a greater reduction in the ssp�polarized VSF signal from the methyl stretch than in

the ethanol system, whose “active” and “deactivated” cumulative orientational profiles

converge quickly relative to the methanol system. Figure 2.11 supports the above inter-

pretation by showing the orientational distributions of ethanol and methanol molecules
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Figure 2.10: Cumulative orientational profile of methanol (red) and ethanol (blue) at
a silica surface, see Equation 2.3. The solid curves are the corresponding profiles at an
“active” surface; the dashed curves correspond to a “deactivated” surface (see text for
explanation).

at the silica surface as a function of z. Each colored “ribbon” in Figure 2.11 represents

the normalized orientational distribution of the molecules inside a 0.5 Å thick interval

along the z-axis and is essentially an expansion of the hcos ✓i term in Equation 2.3.

We note that the molecular vectors reported in these orientational distributions are the

vectors parallel to the methyl C3 axis: O–CH3 for methanol and CH2–CH3 for ethanol.

Subsequent references to alcohol orientations refer to the orientation of these molecular

vectors. The top left plot in Figure 2.11 shows the orientational distributions of ethanol

at the “activated” surface. The region of near zero density in the “activated” ethanol

system is noted by making the representative ribbons semitransparent. When the “deac-

tivated” surface is introduced (Figure 2.11, top right) this region sees a rise in population
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along with fewer interfacial hydrogen-bonded molecules: the ethanol second sublayer is

now populated. This ethanol second sublayer displays a stronger induced inversion

than in the methanol system (Figure 2.11, bottom panels). However, unlike the silica-

methanol system the orientation of ethanol molecules in the second solvent layer (7.5

< z < 9.0 Å, Figure 2.11, top right) is a↵ected by this population increase. The second

solvent layer reorients itself in response to the orientation of the newly populated second

sublayer and the net e↵ect is a cumulative orientational profile relatively similar to that

of the “activated” system. This induced orientation of the ethanol second solvent layer

explains the convergence of the cumulative orientational profiles of ethanol in Figure

2.10. The impact of surface defects on the second sublayer o↵ers a possible explanation

for the absence of the VSF response from the silica-liquid methanol interface. Surface

imperfections increase the population of methanol molecules in the second sublayer.

These molecules are orientationally opposed to the adsorbed molecules, resulting in a

diminished signal. Surface defects also increase the population of ethanol molecules in

the second sublayer except that in this case–but not for methanol– the ethanol molecules

in the second solvent layer adopt an orientation that only partially cancels contributions

from molecules in the second sublayer. This e↵ect results in a persistent VSF response

generated by the silica-ethanol system. Figure 2.11 describes these induced orientations

that result in the di↵erent responses seen in Figure 2.10. In summary, deactivating the

silica surface only a↵ects the ethanol response in Figure 2.10 while z < 10 Å. Deactivat-

ing the silica surface in the methanol system introduces a greater signal reduction, and

these e↵ects persist further into the bulk region. Deactivating surface silica sites also
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Figure 2.11: Normalized orientational distributions of the molecular vector parallel to
the methyl C3 axis. Ethanol (top) and methanol (bottom) at the “activated” (left) and
“deactivated” (right) silica surface.
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decreases the lifetime of alcohol-silica hydrogen bonds. Silica-alcohol lifetimes obtained

by exponential fits of the slow decay parts of the hydrogen-bond lifetimes are given in

Table 2.1. These lifetimes were obtained from fit to hydrogen-bond lifetime correlation

functions calculated from trajectories of longer duration, as mentioned in the discussion

of Figure 2.3 above. We believe that this reduction in lifetime is due to two factors. The

deactivated silica sites reduce the probability of alcohol molecules hydrogen-bonding to

two adjacent silica sites, making the same alcohol-silica interactions half as strong. This

increases the likelihood of the molecule leaving the surface. The increased population of

the second sublayer in turn increases the likelihood that the surface alcohol molecule will

be replaced by a mobile alcohol molecule from this second sublayer. Tuning the surface

hydroxyl composition of silica is di�cult to accomplish experimentally in a controlled

and quantitative manner. However, surface hydroxyl group density can be changed by

using a di↵erent substrate. ↵-Alumina is another substrate commonly used in chro-

matographic applications and as a substrate for packed reactor beds. [155, 70, 42] The

surface hydroxyl concentration for this metal oxide is estimated to be ⇠2-3 times higher

than for silica. [51, 231, 86] Furthermore, ↵-alumina is considered to have a basic sur-

face compared to silica’s acidic surface, meaning that the ↵-alumina’s surface hydroxyl

groups will accept even stronger hydrogen bonds from adjacent methanol (and other

alcohols) relative to silica. Given the MD simulation predictions that higher -OH sur-

face coverage should lead to a stronger SFG response from the liquid-solid interface,

we measured the VSF response from a liquid alumina-methanol interface. Figure 2.12

shows that unlike the methanol-silica system (Figure 2.5), the methanol-alumina liquid-
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solid interface shows a small but clearly distinguishable methanol VSF response. On

the basis of insight gained from our experimental and computational studies, we believe

this signal is due to the increased surface hydroxyl group density. This increased den-

sity of hydroxyl groups manifests itself by diminishing the population and order of the

methanol second sublayer. Both of these e↵ects are predicted to lead to an increased

SFG signal. This experimental result also raises a host of interesting questions about

solvent structure at hydroxyl-terminated surfaces characterized by di↵erent acid-base

behaviors. Such questions will be the focus of future studies.

Table 2.1: Alcohol-Silica Hydrogen Bond Lifetimes (ns) for “Active” and “Deactivated”
Silica Surfaces. (See Text for Explanation.)

donor–acceptor active deactivated

SiOH–MeOH 3.3 0.71
MeOH–SiOH 3.3 0.57
SiOH–EtOH 23 3.8
EtOH–SiOH 12 2.9

2.6 Conclusions

Liquid methanol and ethanol interact with a silica surface by similar means,

and the silica surface induces a similar molecular order in both liquids. However, VSF

spectroscopy experiments suggest that some nontrivial orientational di↵erences between

the two liquid-solid interfaces must exist. We use molecular dynamics simulations of

the liquid methanol-silica and liquid ethanol-silica interfaces to compare molecular ori-

entational behavior that may account for the di↵erences in recorded VSF spectra. The
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Figure 2.12: VSF spectra of the alumina-methanol solid-vapor (top) and solid-liquid
(bottom) interfaces. Spectra were acquired under ssp polarization conditions.
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single methyl group di↵erence between the alcohols’ alkyl groups results in di↵erent

surface structures. Beyond the hydrogen-bonded interface, the aligned methyl tails do

not create a large enough hydrophobic region to prevent the formation of a low-density

second sublayer that aligns itself to partially cancel the VSF signal. This methanol

interlayer has been previously reported [185] and considered as a possible cause of VSF

signal attenuation at the methanol-silica surface. This second sublayer is not observed

in MD simulations of the ethanol-silica system. In further studies we introduced de-

fects into the simulated silica surface. This resulted in an ethanol-silica surface with

a populated second sublayer region. In these simulations we found that this sublayer

induced orientation of ethanol’s second solvent layer, e↵ectively replacing the average

orientational anisotropy negated by molecules present in the second sublayer. The sec-

ond solvent layer of methanol does not respond in this manner. We believe that the

lack of induced order in methanol’s second solvent layer is largely responsible for the

methanol’s absent VSF signal as compared to ethanol’s weaker but still present VSF

spectrum. The addition of surface defects both increased the population in the second

sublayer region and increased the dynamics of the alcohol molecules at the interface.
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Chapter 3

Structure and dynamics of host/guest

complexation at the liquid/liquid

interface: Implications for inverse phase

transfer catalysis

3.1 Introduction

Many chemical reactions of technological interest consist of reactants A and

B, where A is located in aqueous solution and B is located in an adjacent, immiscible

liquid phase. Since A and B must be in close proximity to react, (1) a reactant must

either enter the adjacent phase to find the other species or (2) A and B may meet at

the interface for the reaction to proceed. In some cases, workers use aggressive solvents

to dissolve both species and avoid this transport-limited reaction. These solvents tend
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to be expensive, toxic, and environmentally undesirable. This class of interfacial reac-

tions includes many of interest in the pharmaceutical, agricultural, and material science

fields and, due to the inherent environmental and economic benefits, solutions to this

transport problem have emerged. [93, 166, 216] Most notably among these solutions,

and of particular interest to this work, is the addition of a phase transfer catalyst, Q.

This species forms a complex with one of the reactants and shuttles it to the interface

or to the adjacent phase where the reaction occurs. Q disassociates from the reactive

species, migrates to the other phase, and the cycle continues. In “normal” phase trans-

fer catalysis (PTC), the catalyst Q carries the water-soluble reactant to an adjacent

organic phase where it reacts. The alternative, reverse approach is commonly referred

to as inverse phase transfer catalysis (IPTC). [129] In IPTC the catalyst complexes

with a reactant in the organic phase, facilitating its transport to the aqueous phase

for reaction. PTC reactions may also occur at the phase interface, with an interface-

active catalyst facilitating contact between a reactant’s active site and species in the

adjacent immiscible phase. Reactions studied under IPTC include the isomerization of

4-allylanisole,1 hydrogenation of aldehydes, [143] and the hydroformylation and Wacker

oxidation of olefins. [141, 142] Trifonov and Nikiforov investigated the SN2 reaction of

1-bromooctane with CN–, I–, and SCN– at the water/1-bromooctane interface. [217]

The experimental results reported by Trifonov and Nikiforov are of particular theoret-

ical interest, since a model SN2 reaction of similar nature has been extensively studied

in solvents of varying polarity and at the liquid/liquid interface by reactive molecular

dynamics (MD) simulations. [14, 158]
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Such SN2 IPTC experiments utilize cyclodextrin (CD) molecules as the phase

transfer catalyst, a class of cyclic oligomers that consists of ↵(1,4)-linked, D-glucopyranose

monomers. The three main CD species include ↵, �, and �-CD, indicating rings that

contain six, seven, or eight glucose units, respectively. The CD molecule has a structure

quite similar to a truncated cone, with primary hydroxyl groups (one from each glu-

cose unit) circling the narrow opening and secondary hydroxyls (two per glucose unit)

around the wider opening. An annotated snapshot of �-CD and a shorthand sketch rep-

resenting its geometry are shown in Figure 3.1. The secondary hydroxyl groups around

the �-CD’s wide opening readily participate in inter-unit hydrogen bonding, adding to

the molecule’s stability. [214] In the experiment mentioned above, the rate of SN2 reac-

tion at the water/1-bromooctane was significantly increased by the addition of �-CD:

faster than the reaction with no catalyst and faster than when ↵-CD was employed as

catalyst. [217] Cyclodextrins have attracted considerable attention across many fields

due to their stability, solubility, and ability to form interesting host-guest complexes

due to CD’s characteristic hydrophilic exterior and hydrophobic pore. [215, 8, 46] Sev-

eral groups have used computer simulations to investigate the formation of host-guest

complexes with CD molecules, including detailed studies that quantify the thermody-

namic favorability of these complexes. [202, 203, 235, 87, 121] The �-CD variety receives

considerable attention since the size of its cavity enables it to host many molecules of in-

dustrial and pharmaceutical interest. [141, 8, 125, 147, 122] The approximate dimensions

of �-CD and its pore are noted in the sketch in Figure 3.1. CD host-guest complexes

may impact reactions in ways other than simply facilitating transport. The CD host ef-
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Figure 3.1: Left: �-CD, indicating the primary and secondary hydroxyl faces surround-
ing each opening. Right: a sketch of the �-CD molecule with approximate dimensions
and the orientation and direction of the �-CD molecular vector, p.

fectively shields part of the guest molecule from reaction, which may be used to enhance

selectivity. [46] In a similar fashion, CD molecules tethered to the inner walls of HPLC

capillaries have demonstrated interesting separation capabilities, including the separa-

tion of pharmaceutical stereoisomers. [2] Open questions regarding the results presented

by Trifonov and Nikiforov remain. How does the inclusion of �-CD increase the rate

of interfacial reaction? Does �-CD only enhance transport of 1-bromooctane to the

interfacial region? Or does the host/guest complex somehow increase the susceptibility

of 1-bromooctane to nucleophilic attack?

Previous studies of a model SN2 reaction in solvents of varying polarity, [14]

at the water/organic interface, [158] and in the case of microhydration (1 - 5 water

molecules near the reactive site) [156] reveal that the SN2 reaction center is very sen-

sitive to the presence of water. If the �-CD/1-bromooctane complex e↵ectively “dehy-

drates” the reaction site, the reaction rate should increase. The purpose of the present

work is to investigate the �-CD/1-bromooctane/water system using molecular dynam-
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ics simulations and obtain molecular insight toward the IPTC mechanism. We recently

reported molecular dynamics simulation results that surveyed a system similar to the

Trifonov-Nikiforov experiment: �-CD at the water/1-bromobutane interface. [39] In our

simulations, the �-CD molecule was quite surface active, its center of mass rarely more

than 10 Å from the Gibbs dividing surface (GDS). The circular openings of the �-CD

cavity were typically oriented parallel to the interface with approximately equal prob-

ability when �-CD was at the interface. The �-CD molecule was rotationally mobile,

with a reorientational time constant of about 600 ps, considerably slower than when in

bulk water, where ⌧rot ⇡ 200 ps. In the present work, we replace 1-bromobutane with

1-bromooctane to more precisely model the experimental system and consider several

additional factors important for host/guest complexation at the liquid/liquid interface.

The first aim of this work is to understand the molecular structure of the neat water/1-

bromooctane liquid/liquid interface. To further understand this IPTC system, it is also

imperative to understand the geometry and dynamics of the host/guest inclusion com-

plexes. The move to a longer organic molecule complicates this analysis since, as guest,

1-bromooctane is longer than the �-CD pore: in this host/guest complex, presumably

some of the guest molecules will protrude from the �-CD cavity. This suggests the third

goal, understanding the impact of the �-CD host on the SN2 reaction. In this SN2 re-

action, an aqueous nucleophile attacks the 1-bromooctane carbon atom that is bonded

to the electron-withdrawing bromine atom. This alpha-carbon (↵C) is the molecule’s

reactive site and is therefore of particular importance to the study of this system. The

↵C’s geometry and dynamics while entering, leaving, and residing in the �-CD cavity
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may provide evidence toward the exact utility and function of �-CD in the IPTC reac-

tion. The rest of this manuscript is organized as follows: In section II we describe the

details of our simulations and calculations used in the analysis. Section III presents the

results and discusses this work in the context of understanding the SN2 IPTC system.

We begin by characterizing the liquid-liquid interface, then present equilibrium studies

of �-CD in solution, and conclude by investigating dynamics and free energy involved

in the host/guest complexes. In section IV we present summary and conclusions.

3.2 Systems and Methods

3.2.1 Force field and simulation details

Molecular dynamics simulations are performed using our in-house code. All

intermolecular potentials are represented as the pairwise sum of Lennard-Jones and

Coulomb terms,

Uij(r) =
X

i<j

4✏ij

⇣�ij
r

⌘12
�
⇣�ij

r

⌘6
�
+

qiqj
4⇡r✏0

(3.1)

where r is the distance between atom centers i and j. Mixed interaction parameters

are generated using standard Lorentz-Berthelot combining rules, �ij = (�i + �j)/2 and

✏ij = (✏i✏j)1/2. Water is modeled using a version of the flexible SPC force field [22]

with intramolecular potentials as described by Kuchitsu and Morino. [109] The 1-

bromooctane ‘oil’ phase consists of an OPLS united-atom alkane chain, terminated by
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a bromine atom bearing a charge of -0.22e, which is balanced by an opposite change on

the adjacent united-atom CH2. [91, 149] We shall refer to this bromine-adjacent united-

atom center as the alpha carbon (↵C), as it represents the site of nucleophilic attack

when 1-bromooctane participates in the SN2 reaction mentioned in the introduction.

The �-CD molecule is a fully-flexible, all-atom model with bonded and non-bonded

parameters taken from the AMBER99SB-ILDN force field. [116] Several simulation ge-

ometries and systems are considered in this work. Liquid/liquid water/1-bromooctane

interfacial systems are created by placing slabs of water and 1-bromooctane adjacent to

each other in a rectangular box with the interface perpendicular to the z-axis. Periodic

boundary conditions are applied in the x and y directions. Neat solvent environments

use truncated octahedral symmetry. To study �-cyclodextrin in these systems, a �-CD

molecule is inserted into the center of the simulation box and solvent molecules over-

lapping the �-CD are deleted. System compositions and sizes are summarized in Table

3.1. Assembled systems are briefly equilibrated to remove any high-energy, nonphysi-

cal configurations with short time steps (�t < 0.5 fs). All starting configurations are

equilibrated for a minimum of 1 ns of simulation time with a time step of 1 fs. Unless

specified otherwise, data reported in this work is the ensemble average value over 20 ns

of MD simulation time. These 20 ns consist of 20 independent starting configurations,

each run for a 1 ns trajectory. Data was recorded every 20 steps, representing an average

over 106 configurations. The equations of motion are integrated using the velocity Ver-

let algorithm [213] and all simulations are performed at 298K. All simulation snapshots

shown in this work were generated using VMD. [81]
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Table 3.1: Composition and size of simulated systems.

system nBrOct nH2O n��CD x(Å) y(Å) z(Å)

A 1000 3944 0 62.58 62.58 300.0

B 380 0 1 60.0
†

60.0
†

60.0
†

C 0 2111 1 50.0
†

50.0
†

50.0
†

D 610 2400 1 50.0 50.0 300.0
†
Dimensions refer to the cube that encloses systems with

truncated octahedral symmetry.

3.2.2 Additional calculations

3.2.2.1 Solvents Spatial Distribution Functions

The radial distribution function g(r) is useful for characterizing the spatial

configuration of �-CD solvent systems where r is the distance between the �-CD center

of mass and the solvent moiety of interest. This work will explore the �-CD host

molecule at a level of detail where we must consider �-CD’s non-spherical symmetry.

As mentioned above, we approximate �-CD as a truncated cone (see Figure 3.1) and

will use the cylindrical symmetry of this simplified description to help clarify our spatial

analyses. In addition to g(r), we also consider the two-dimensional pair correlation

function g(r, ✓) [201]

g(r, ✓) =
1

⌘c

*
NX

i=1

�(r � ri) · �(✓ � ✓i)

+
(3.2)

where � is the Dirac delta function, ✓i is the angle defined by the �-CD molecular vector

p and the vector that begins at the �-CD center of mass and passes through the ith

solvent particle of interest and ri is the distance between this particle and the �-CD
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center of mass. The normalization constant ⌘c is chosen so that the equivalent volume

at bulk density has a value g(r, ✓) = 1. The �-CD molecular vector p̂ is a unit vector

pointing in the direction from the center of mass of the 14 secondary hydroxyl oxygens

(bottom base of the cone, see Figure 3.1) to the center of the primary hydroxyl face.

The “center” of the primary face is the center of mass of the hexopyranose ethers and

the adjacent carbons (14 atoms, 2 on each glucose ring) on the primary hydroxyl side of

the �-CD molecule. g(r, ✓) provides information about the orientational preference of

solvent molecules around the perimeter of the �-CD molecule as well as a cross sectional

view of the pore and volume occupied by the �-CD itself. To obtain complementary

information we also consider the spatial distribution function g(m,n). We define m̂ and

n̂ as the unit vectors orthogonal to p̂ with m̂ passing through the center of mass of

one of the �-CD glucose units. g(m,n) represents the distribution of solvent particles

relative to the �-CD center of mass, where m and n are values along the cartesian axes

m̂ and n̂. This distribution g(m,n) includes all particles located at ± 8 Å from the

m̂-n̂ plane that passes through the �-CD center of mass and may be formally defined

as

g(m,n) =
1

⌘c

*
NX

i=1

H
⇣
8Å� |ri · p̂|

⌘
· �
⇣
m� (ri · m̂)

⌘
· �
⇣
n� (ri · n̂)

⌘+
(3.3)

where H is the Heaviside step function. Cartoon sketches that illustrate the volume

described by g(m,n) for �-CD are included as Figures B.1 and B.2 in Appendix B.
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3.2.2.2 Host/Guest Potential of Mean Force

The energetic favorability of a host/guest complex may be described quanti-

tatively by considering the reversible work required to remove the guest from the host.

We define a “reaction coordinate”, �, as the distance between the center of masses of

the 1-bromooctane guest and �-CD host, projected onto the p̂ axis

� =
�
rBrOct � r��CD

�
· p̂ (3.4)

where the positions r refer to the respective centers of mass. With this definition the

�-CD center of mass is defined to be the origin of the �-axis, i.e. when � = 0 Å the host

and tagged molecule’s centers of mass overlap exactly on the p-axis. Because p̂ points

toward the primary hydroxyl opening of the �-CD, � > 0 indicates that the tagged

center of mass is on the primary hydroxyl side of the �-CD center of mass and � < 0

indicates that the tagged center of mass is on the secondary side. The local free energy

of the guest molecule along the p̂ axis is given by

A(�) = �kBT lnP (�), P (�) = h�(� � �0)i (3.5)

where kB is the Boltzmann constant and �0 is the instantaneous value of �. P (�) is

the probability of the host/guest complex to exist with center of mass separation �.

The reversible work required to change the host/guest center of mass distance from �1

to �2 would be A(�1)� A(�2). To improve statistical sampling, the umbrella sampling
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method is employed. [1, 34, 174] We construct a potential of mean force (PMF) curve

describing the host/guest complex over the entire interval of interest by dividing the

interval into K overlapping lamellae perpendicular to p̂. The PMF in each lamella is

given by

Ak(�) = �kBT lnPk(�) (3.6)

where Pk(�) is the � probability distribution within lamella k. In this work the lamella

are 2.0 Å wide and overlap by 0.5 Å unless mentioned otherwise. � is constrained to

the lamella’s desired range by a window potential (equal to 0 when � within range and

rises rapidly for � values beyond the limits of the window) applied to the host and guest

centers of mass through the course of all umbrella sampling trajectories. A similar

study by Zheng et. al. constrained the host and guest centers of mass and also fixed

the cyclodextrin position in simulation space by applying additional constraints to a

subset of its atoms. [238] In this work, the only constraining force during the umbrella

sampling is the window potential applied to the centers of mass; a brief derivation of

these forces is included in Appendix B. The series of Ak(�) segments were combined by

minimizing the distance between their overlapping regions to assemble a complete free

energy profile over the region of interest. [110, 105] To accelerate the exploration of �-

space within a given lamella and improve sampling statistics, a biasing potential could

be applied, if needed, to the centers of mass that define �, modifying the host-guest

interaction energy as

U b
host/guest = Uhost/guest � Ubias(�) (3.7)
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where Ubias(�) was a quadratic function of � so that the biasing potential approximated

Ak(�). The free energy profile within a lamella with applied bias was then calculated

as [1]

Ab
k(�) = �kBT lnPk(�) + Ubias(�) (3.8)

3.3 Results and Discussion

3.3.1 The Neat Liquid/Liquid Interface

Figure 3.2a is a representative snapshot of the 1-bromooctane/water interface,

highlighting that, in all biphasic simulations presented in this work, the simulation z-

axis is the vector normal to the liquid/liquid interface. Although the two liquids are

mostly immiscible, protrusions of water into the organic phase (and the organic into

water, to a lesser extent) can be seen upon close inspection. These fluctuations and

protrusions are typical of the liquid/liquid interface and the study of these fluctuations

continues to attract significant attention. Theoretical studies of transport across the

liquid/liquid interface suggest that these protrusions play a significant role. [107, 99] A

density profile of the liquid/liquid interface is shown in Figure 3.2b. In all simulations

with a liquid/liquid interface present, the Gibbs dividing surface (GDS, the position

where the density of water is approximately half its bulk value) is located at z = 0.

The positive direction is defined to be toward the organic phase and the water phase

water is mostly located at z < 0 Å. The density profile of 1-bromooctane oscillates as

it moves away from the liquid/liquid interface, potentially indicating surface layering.
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Data presented for the neat liquid/liquid interface is the average of 800,000 configura-

tions obtained during 8 ns of simulation time. The solid red and dashed purple curves in

Figure 3.2b, representing the 1-bromooctane center of mass and ↵-carbon respectively,

noticeably di↵er at the liquid/liquid interface. These features suggest that the interface

is inducing order in the organic phase: the ↵C is generally closer to the aqueous phase

than the 1-bromooctane’s center of mass, resulting in a slight but well-defined reduction

in ↵C density just beyond the GDS. This induced orientation may be compared with

behavior at the 1-bromooctane liquid/vapor interface (z ⇡ 75 Å), where the center of

mass density increases toward the interface, suggesting that the alkane tails preferen-

tially aggregate near the liquid/vapor surface, immediately following an ↵C peak. In

contrast, water monotonically approaches its bulk value from both the vapor/liquid

water interface and the liquid/liquid interface when the density profile is examined at

the scale presented by Figure 3.2b. To gain additional molecular insight into the liq-

uid/liquid interface, we consider the orientation of the solvent molecules as a function

of their position along the z-axis. The orientational distribution profile P (✓) for the

water dipole vector is presented in Figure 3.3. ✓ is the angle between the dipole vector

and a vector parallel to the z-axis and pointing toward the 1-bromooctane phase. In

a bulk liquid, random orientation of molecules is expected when viewing a sample vol-

ume larger than a few molecular lengths. At the 1-bromooctane/water interface, water

exhibits a definite orientational preference, with its dipole being mostly parallel to the

interface. In Figure 3.3, the broad peak centered at cos ✓ ⇡ 0 flattens when considering

distributions further from the interface and this interfacial orientational distribution is
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Figure 3.2: (a) Simulation snapshot of the 1-bromooctane/water interface. (b) Density
profiles of water (blue), 1-bromooctane center of mass (red) and 1-bromooctane ↵-
carbon (purple) in the neat solvent system. The location of �-CD’s center of mass when
at the liquid/liquid interface is shown as a probability distribution (green) on the right
axis.
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Figure 3.3: Orientational profile of the water dipole vector. ✓ is the angle between the
water dipole vector and the vector normal to the interface (inset).

then seen to invert when approaching z = -10 Å. This inverted distribution suggests

that the preferential orientation of water molecules at the interface induces further

orientation in subsequent solvent layers. Figure 3.4 presents a similar analysis of the

1-bromooctane phase but uses four separate vectors to describe the orientation of these

larger organic molecules. Figure 3.4a shows the orientational distribution profile of the

molecular vector which points from the ↵-carbon to the bromine atom, describing the

orientation of the charge-bearing head group and SN2 reactive site. At the interface,

the ↵C!Br vector is preferentially oriented toward the water phase. This preferred

orientation persists for only a few angstroms into the organic phase. The distribution of

the ↵C!Br vector is flat at a distance of 10 Å from the interface, indicating a random

distribution. Figure 3.4b considers the vector defined by the fifth and fourth carbons in
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the alkyl chain, C5!C4, which describes the center of the chain. The C5!C4 orienta-

tional distribution at the interface contains a broad peak centered at cos ✓ = 0.2, the

vector points slightly away from the interface toward the organic phase. Next, Figure

3.4c focuses on the end of the alkyl tail, the vector defined by C8!C7. At the interface

the alkyl tail mostly lies parallel to the interface or points toward the organic phase and

also displays a random orientation when ⇡ 10 Å into the organic phase. Figure 3.4d

shows the orientational preferences demonstrated by the entire alkane chain, defined by

the C8! ↵C vector. Orientational distributions of 1-bromooctane carbon chain orien-

tations show a sharp peak centered at cos ✓ ⇡ 0 when at the interface, suggesting that

the 1-bromooctane molecules lie parallel to the liquid/liquid interface when in the inter-

facial region. Like the other molecular vectors studied by Figure 3.4, this orientational

preference disappears when about 10 Å from the interface where random, bulk orienta-

tional behavior is reported. The orientation of 1-bromooctane molecules as a function

of position on the z-axis is a useful parameter to consider when investigating the role

of �-CD in IPTC. It has been reported by several groups that the �-CD molecule ori-

ents its cavity openings parallel to the interface when at the liquid/liquid interface and

exhibits random orientation in the bulk. [203, 39] The combination of these results sug-

gests a few mechanistic possibilities toward the IPTC utility of �-CD. The orientation

of a �-CD/1-bromooctane host/guest complex at the interface may orient the reactive

group toward the aqueous nucleophilic reactants. Solvent molecule orientation does not

appear to favor insertion and exchange of interfacial 1-bromooctane guest molecules at

the interface, since the 1-bromooctane molecules are predominantly perpendicular to
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carbon (d) versus the z-axis, normal to the interface. Inset cartoons illustrate the
respective vectors.
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and located outside of the �-CD truncated cone. However, �-CD at the interface may

be positioned to accept or exchange 1-bromooctane guest molecules from the more dis-

ordered region toward the bulk organic. The actual energetics of host/guest exchange

at the interface will be quantified later in this work. The characteristic interfacial orien-

tation and cylindrical symmetry of the �-CD host suggest that the geometric parameter

of interest when describing the interfacial solvent molecules in this system is the orien-

tation of the 1-bromooctane alkyl chain, parallel or perpendicular to the liquid/liquid

interface. We note that through these simulations no significant changes to the average

1-bromooctane radius of gyration [R2
g = 1

N

PN
k=1(rk � hri)2] along the z-axis were ob-

served, suggesting that the organic solvent molecules remain in similar intramolecular

conformations whether near the interface or in bulk conditions.

3.3.2 �-Cyclodextrin in bulk solvents and at the liquid/liquid interface

To understand the behavior of �-CD at the interface, we first consider as a

reference the solvation of �-CD in bulk water and in bulk 1-bromooctane. The solid

blue curve in Figure 3.5a is g(r), the radial distribution function (RDF) where r is the

distance between the �-CD center of mass and the surrounding waters (oxygen). This

curve agrees with previously published work, finding that water molecules are present

in the pore but exhibit an a�nity for the inner wall of the �-CD and are not likely to

be located at the �-CD center of mass. The valley between r ⇡ 4 Å and r ⇡ 8 Å is the

approximate region of space occupied by �-CD. The dashed blue line in Figure 3.5a is
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the integral of the distribution function:

n(r) =

Z r

0
4⇡r2⇢g(r)dr (3.9)

where n(r) is the number of water molecules contained within a sphere of radius r cen-

tered at the �-CD center of mass and ⇢ is the bulk water density. From this integral

we determine that between 7 and 8 water molecules reside within the �-CD pore, de-

pending on the choice of r, in good agreement with previously reported experimental

and simulation results. [115, 211, 112, 73, 33] To further understand the orientation of

water molecules in and around the solvated �-CD, we present the water center of mass

density in two dimensions, shown in Figures 3.5b and 3.5c. (Details of these spatial

distribution functions are discussed in section II B.) In Figure 3.5b, which presents

g(m,n), the �-CD C7 symmetry axis is clearly visible. Water molecules present in the

pore are grouped into seven major clusters that correspond to the approximate location

of the inward-pointing glycosidic ethers, characteristic of cyclodextrin molecules. The

ability of these bridging ethers to accept hydrogen bonds from pore water molecules

was detailed previously by Heine et. al. [73] We also note the 7-fold symmetry of water

density on the outer surface of the �-CD molecule. The regions of high density lie ap-

proximately along the same radial axes as the high water density nodes within the �-CD

pore. Figure 3.5c presents g(r, ✓), where the angle ✓ is defined by the �-CD molecular

vector p̂ (see Figure 3.1) and the vector that begins at the �-CD center of mass and ends

at the water molecule’s center of mass (see Section II A.) In these plots of g(r, ✓) we take
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r < 12 Å and �⇡ < ✓ < ⇡. Because this view is perpendicular to the axis of cylindrical

symmetry p̂, the region of water vacancy in the spatial distribution (SDF) reveals the

torus-like volume occupied by the �-CD molecule. Along the outside of this region,

the highest water density is clearly located along the inner wall of the �-CD pore, in

agreement with the RDF in Figure 3.5a. A higher water-molecule density outlines the

perimeter of the �-CD cross section, also in agreement with Figure 3.5a, and a region of

higher density exists at ✓ ⇡ 15° on the outside of the �-CD molecule, the approximate

location of the bridging and hexopyranose (glucose ring) ethers. The hexopyrose ethers

are assigned a smaller negative charge than the bridging ethers in most �-CD force

fields, but the hexopyranose ether group is more sterically accessible to water molecules

outside the �-CD molecule. These SDFs are particularly useful when considering a

proper geometrical definition of the �-CD pore. For �-CD in the bulk organic solvent,

we first present in Figure 3.6 several pair distribution functions, g(r). In these plots,

r represents the distance between the �-CD center of mass and several atomic sites on

the 1-bromoctane molecule, since 1-bromooctane, is much larger in size than water. We

present these distributions as a stacked plot where each pair distribution function is

o↵set by adding 2 to the dimensionless value of g(r). The red curve represents the atom

center at the end of the alkane tail (C8) and thus r = |r�-CD,CoM � rC8|. This C8 RDF

shows a very large peak, with a maximum value of more than 5, at r ⇡ 2 Å, indicating

that the alkane tails of the 1-bromooctane have a very high density in the �-CD pore.

The location of C8 within the 1-bromooctane molecule is shown in the cartoon on the

right of Figure 3.6 as the red circle. The green curve (and green circle) represents the
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Figure 3.5: �-CD center of mass–water center of mass pair distribution functions: (a)
g(r), (b) g(m,n), and (c) g(r, ✓).
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Figure 3.6: �-CD in 1-bromooctane, �-CD center of mass–1-bromooctane moiety pair
distribution functions for C8 (red), ↵C (green), and bromine (purple). For clarity, the
green abd purple curves were o↵set by adding 2 and 4, respectively, to the valuse of
g(r).

↵-carbon (↵C). This atom center is bonded to the bromine atom and is of particular

importance since it is the site for the SN2 reaction, the location of nucleophilic attack.

The ↵C has little presence within the �-CD pore, with its first density peak at r ⇡ 6

Å and highest density at r ⇡ 10 Å. The bromine atom center, purple in Figure 3.6, is

even less likely to be present in the pore than the ↵C. The RDFs in Figure 3.6 provide

an initial insight into the behavior of the �-CD/1-bromooctane host/guest complex:

the alkane tail appears to dock within the �-CD molecule leaving the reactive site,

the ↵C, outside of the pore. With this general understanding of �-CD/1-bromooctane

solvation, we further consider C8, the IPTC reactant’s docking moiety, and the ↵C,

the reactive site. Figure 3.7 displays spatial distribution functions that provide more

detailed information. Figure 3.7a shows the g(m,n), SDF of �-CD and the C8 atom

center. C8’s function as guest moiety in the �-CD pore is the most notable feature of
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the SDF. We note here the symmetry of this density ring. The C8 guest does not appear

to preferentially reside at any angular positions, quite unlike the behavior of water seen

in Figure 3.5b. Density “nodes” as seen in the �-CD pore region in Figure 3.5b might

indicate the presence of polar guest moieties and the absence of these nodes in Figure

3.7a suggests the entropic favorability of the 1-bromooctane guests versus water. In the

C8 g(r, ✓) SDF, Figure 3.7b, the C8 guest density peak is intense and localized, reaching

a maximum value of 14 (well beyond the maximum value of 4.0 in the Figure 3.7 SDFs.)

This peak is also considerably larger than that of C8 in �-CD’s pore in Figure 3.6 be-

cause g(r) averages over all ✓ values. This strong peak suggests that the 1-bromooctane

C8 certainly has a preferred location within the �-CD pore. When we examined the

SDFs representing the ↵C positions (Figures 3.7c,d), the ↵C was generally found to be

less present in the pore, as expected. The g(r, ✓) SDF (Figure 3.7d) suggests that the

1-bromooctane shows little preference as to which side of the �-CD molecule it enters

when forming the host/guest complex because regions of high ↵C density are present

at both the primary and secondary openings of the �-CD molecule. Understanding

the behavior of �-CD in neat solvents establishes a baseline from which the behavior of

�-CD at the liquid/liquid interface can be examined. The green curve in Figure 3.2b

of section 3.1 is a probability distribution of the �-CD center-of-mass z location. The

peak at 4.5 Å relative to the GDS indicates that the �-CD is surface active, with a ten-

dency to be on the organic side of the interface. The surface activity of �-CD is due, in

part, to the hydrogen bonding between the hydroxyl groups of one of the two pore faces

and the aqueous phase, as discussed by Wip↵ and coworkers for di↵erent liquid/liquid
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Figure 3.7: Spatial distribution functions for (a,b) �-CD center of mass–C8 [(a) g(m,n)
and (b) g(r, ✓)] and (c,d) �-CD center of mass–↵-C [(c) g(m,n) and (d) g(r, ✓)].
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Figure 3.8: �-CD center of mass–solvent radial distribution functions for �-CD at the
liquid/liquid interface. Shown are water (blue) and the 1-bromooctane bromine atom
(purple), ↵C (green), and C8 (red). For clarity, the green, purple, and blue curves are
o↵set by values of 2, 4, and 6, respectively, on the g(r) axis.

systems. [202] Figure 3.8 shows pair distribution functions relative to the �-CD center

of mass at the liquid/liquid interface [the g(r) curves are again o↵set by intervals of 2

for clarity]. The 1-bromooctane curves look similar in shape to those calculated in bulk

1-bromooctane (Figure 3.6) while their amplitudes (most notably as r approaches the

bulk) are reduced by approximately a factor of 2 from the neat solvent values because

of the geometry of the interfacial system. However, the likelihood of the �-CD molecule

hosting a 1-bromooctane molecule remains similar to that in bulk 1-bromooctane. The

integral of the RDF of the C8 atom center (red curve, Figure 3.8) through 4 Å only

decreases from 1.1 (in Figure 3.6) to 0.9 at the liquid/liquid interface. We also note

that the first peaks of the 1-bromooctane atom centers have shifted closer to r = 0 Å,

indicating that the guest molecule is located further within the pore. During the course

of these simulations, the 1-bromooctane guest molecule positions itself deeper within
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the pore as the surrounding solvent polarity increases, a phenomenon that is discussed

further in the next section. We conclude this section by providing additional detail on

the pore guest populations. As mentioned earlier, our definition of the �-CD pore is

cylindrical, as is clear from the SDF plots in Figures 3.5 and 3.7. Figure 3.9a contains a

population histogram of water molecules (blue bars in Figure 3.9) within the �-CD pore

when �-CD is in bulk water. The population distribution is approximately Gaussian

in shape, with a maximum at nine water molecules in the pore. This peak is slightly

higher than our previously reported value [39] and may be attributed to the less re-

strictive definition of the �-CD pore as a cylinder versus the spherical definition used in

earlier work. Figure 3.9b shows the pore populations of selected 1-bromooctane moieties

in bulk 1-bromooctane. This data complements the previous discussion in Figures 3.6

and 3.7 where the C8 tail (red bars in Figure 3.9) resides in the �-CD pore. Whereas one

or two C8 moieties are likely to occupy the pore, the ↵C reactive site (green bars, Figure

3.9) is much less likely to do so, also in agreement with Figures 3.6 and 3.7. Figure 3.9c

contains the pore population distributions at the liquid/liquid interface. One organic

guest is likely to occupy the pore (if we simplify the definition by observing the C8

moiety), and the water population is greatly diminished, with rarely more than 1 water

molecule in the pore region. The data described above and our previous MD studies of

a model SN2 reaction at interfaces, [14, 156] suggest that the presence (or absence) of

water and �-CD hydroxyl groups in the vicinity of the ↵C should have a large impact on

the reaction barrier. The precise locations of the reactive site relative to the �-CD and

surrounding water molecules in the IPTC system is helpful for quantifying the �-CD
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Figure 3.9: Pore guest probabilities when �-CD is in (a) neat water, (b) neat 1-
bromooctane, and (c) at the liquid/liquid interface.

catalyst’s potential enhancement of the SN2 reaction rate.

3.3.3 Host/Guest Energetics and Dynamics

We now consider the 1-bromooctane/�-CD host/guest complex. In the pre-

ceding section the preferred orientation of 1-bromooctane molecules within the �-CD

cavity was made clear: The alkane tail resides within the �-CD pore and the ↵C reactive

site is near one of the pore openings. To act as a catalyst in the IPTC system, the host

molecule must have an a�nity for the guest reagent but not such an a�nity that the

guest molecule remains permanently in the cavity after reaction, “poisoning” the cata-

lyst. The umbrella sampling technique described in Section II is used to determine the

potential of mean force for moving a tagged 1-bromooctane molecule through the �-CD
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pore for several solvent systems to quantify both the host-guest a�nity and preferred

docking position. We refer to the tracked 1-bromooctane molecule as “tagged” as op-

posed to “guest” since the molecule’s position as �-CD’s guest is likely to be occupied by

another 1-bromooctane once the tagged molecule leaves the pore. PMF calculations and

the window constraints as described in Section 2.2 reference the tagged 1-bromooctane’s

center of mass. This site is selected since constraint forces applied to a molecule’s center

of mass minimize disturbance to the molecular orientation. However, the atom center of

physical interest in this work is the site of nucleophilic attack, the ↵C, not the center of

mass, a virtual site. The curves in Figure 3.10 report the PMF along the ↵C projection

onto the p-axis, �↵C, a reaction coordinate that is much more relevant to the IPTC

system than the center of mass. This coordinate is defined similarly to the definition

given in equation 3.4 by

�↵C = h(r↵C � r�-CD) · p̂ibin (3.10)

Note that, because the windows are defined with respect to the center of mass of 1-

bromooctane, values of �↵C in this equation are determined by averaging the observed

values in each bin. The tagged 1-bromooctane molecule may occupy the guest position

in two distinct states, with the C8! ↵C vector pointing either in the direction of the

smaller, primary hydroxyl opening or in the direction of the larger, secondary hydroxyl

opening. Nomenclature introduced by Zheng et. al. [238] demarks the �-CD molecule

as �, with the base of the triangle representing the larger pore opening, and the guest

orientation defined as either " or #, with the arrow’s head indicating end of the tagged
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molecule that contains the bromine atom and the ↵C reactive site. In neat solvent

systems two such states are possible and we implement the shorthand � :" for “primary”

and � :# for “secondary.” These two guest states are illustrated by the cartoons in

Figure 3.10a. The color convention of blue = � :"= primary and red = � :#= secondary

is maintained for all PMF curves presented in this work. The range spanned by each

PMF curve in Figure 3.10 represents the region of �↵C where the tagged 1-bromooctane

molecule remains in the specified state. Outside of the range of the presented curve, the

tagged molecule either adopts a random orientation, h(r↵C�rC8) · p̂i ⇡ 0, or the tagged

molecule switches to the other state (e.g., � :" ! � :#) In the former case, the tagged

molecule is outside the influence of the �-CD molecule. In the former case, the “flipped”

tagged molecule follows the PMF of its newly adopted state. We note that the � :" and

� :# systems represent di↵erent systems because the reactive site of the 1-bromooctane

guest interacts with a di↵erent pore opening in each case, thus illustrating the di↵erences

between the two faces. Figure 3.10b shows the host/guest PMF in vacuum. Both the

primary and secondary orientations look energetically and spatially similar, with the

1-bromooctane reaching minima at �↵C ⇡ ± 4 Å, depending on whether the tagged

molecule approaches from the primary or secondary side. In these PMF calculations, it

is clear that the 1-bromooctane molecule preferentially enters the �-CD pore alkane-tail

first with the charged ↵C–Br head group residing near the hydroxyl groups located at

each pore opening. The tagged molecule will invert to achieve this desired orientation

when it moves to the other side of the �-CD molecule but this reorientation dynamic is

limited while inside the cavity. When �-CD is in water (Figure 3.10c), the PMFs look
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similar to the one in vacuum, with the longer-ranged electrostatic interactions somewhat

dampened by the presence of the polar solvent. The similarity of these two sets of curves

suggests that the likelihood of host/guest complex separation in water is very similar to

that in the gas phase. Representative snapshots of the 1-bromooctane/�-CD host/guest

complex along the PMF curves in Figure 3.10c are provided in Figure B.3 in Appendix B.

Figure 3.10d presents a very di↵erent set of curves. Host and guest are easily separated

in the bulk 1-bromooctane. The energy required to extract the tagged molecules is

approximately kBT , suggesting easy, almost di↵usion-limited guest molecule exchange.

The organic solvent is a much more compatible solvent for the exiting tagged molecule

than water or vacuum and more 1-bromooctane molecules are available to become the

new guest. The PMF curves in Figure 3.10d end earlier when moving away from � =

0 because the tagged molecules reorient themselves soon after the ↵C exits the pore.

The ring of hydroxyl groups present at each �-CD pore opening easily dominates the

weak electrostatic interactions within the organic phase and the bulk organic phase

readily solvates the bromooctane’s alkane tail. The total energetic cost of extracting the

tagged molecule is less than 20% compared to when in bulk water. Although di↵erences

in hydrophobicity mostly explain the favorability of 1-bromooctane as guest, we also

remind the reader of the SDFs shown in Figures 3.5b and 3.7a. These figures highlight

the entropic favorability of the 1-bromooctane guest by illustrating the well-ordered

7 nodes of pore water density versus the smooth, circular density occupied by the

bromooctane alkane tail. To discuss host/guest PMF at the liquid/liquid interface we

introduce new nomenclature similar to that of Zheng et. al. [238] In systems where �-CD
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is at the interface, we shall represent �-CD by either � or r, indicating its orientation

relative to the interface. The symbol � refers to the narrow, primary hydroxyl rim

pointing “up” toward positive z (the organic phase) and r represents the reverse. The

guest orientation again is either " or #, which results in the four configurations considered

by Figures 3.10e and 3.10f: � :", � :#, r :", and r :#. Figure B.4 in Appendix B

contains representative simulation snapshots of these four system configurations. For

consistency in these interfacial studies, the orientation of the �-CD is constrained so

that p̂ · ẑ > 0.95 if the �-CD is in the � position or p̂ · ẑ < -0.95 if �-CD is in the

r position. The derivation of this orientational constraint is analogous to the window

potential derivation provided in Appendix B. Of course the host/guest system may

freely rotate at the interface in practice, but this study is intended to describe behavior

at the extreme case where location at the interface presumably has the most impact,

where the inclusion complex is normal to the interface. The preceding studies of bulk

solvent systems investigate the other extreme cases where the liquid/liquid interface has

negligible impact. When �-CD is located at the liquid/liquid interface with one pore

opening facing each phase, one might (wrongly) anticipate that when a 1-bromooctane

guest exits to the organic side, it behaves like in neat 1-bromooctane and, when it

exits to the water phase it behaves like in neat water. The PMF curves in Figures

3.10e and 3.10f demonstrate that this is not the case. To correctly interpret these

curves, one needs to keep in mind that with p̂ normal to the interface, the pore opening

near the interface is strongly tethered to the aqueous phase by the hydrogen bonds

between the hydroxyl groups that surround the pore opening. Figure 3.10e shows the
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cases where the tagged 1-bromooctane guest exits the pore toward the organic phase

(� :" and r :"). The energetic penalty initially increases, similar to removing the

guest in vacuo or in water since another organic molecule is not readily available to

take its place in the �-CD pore. This lack of available replacement (which typically

enters through the opposite pore in neat 1-bromooctane) explains the reluctance of

the guest to exit in the direction of the organic phase, compared to extraction of the

tagged molecule in bulk bromooctane. Extraction of the guest in either the � :" or

r :" configuration requires an energetic investment of about 3 kcal/mol. The curves

truncate at di↵erent distances due to the two dissimilar faces. The PMF corresponding

to exit from the more flexible primary hydroxyl end (� :", blue, Figure 3.10e) has

a more gradual increase than the one corresponding to exit from the rigid secondary

hydroxyl opening (r :", red, Figure 3.10e). Both curves end when the tagged molecule’s

alkane tail is free of the pore and the guest molecule adopts a random orientation

relative to the �-CD molecule [h(r↵C � rC8) · p̂i ⇡ 0]. Perhaps surprisingly, we find

that less energy is required to extract the tagged molecule toward the interface. In

Figure 3.10f the energy to remove the tagged molecule is smaller than in 10e in all

cases. When the tagged molecule is moved toward the interface, the pore facing the

organic phase is able to receive a new guest organic molecule, similar to when the

tagged molecule is removed in bulk 1-bromooctane. The energetic barrier to removal

is small and the tagged molecule exits to the interface and reorients itself much earlier

than when exiting toward the organic phase, presumably an orientation induced by

the liquid/liquid interface. This result demonstrates the energetic importance of the
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guest exchange itself. The availability of a new guest has a larger energetic impact than

local solvent compatibility. We also note that, at the interface, exchange of the guest

from the larger, more rigid secondary pore opening (red curves) requires less energy

than the corresponding exchange through the narrower, more mobile primary hydroxyl

opening (blue curves). Distinction between pore openings in not obvious in the bulk

solvent PMF curves and is likely due to the geometric constraints on the �-CD while at

the interface. The water–�-CD hydrogen bonds limit the overall mobility of the �-CD

molecule, amplifying the di↵erences between the pore openings. To summarize, the

above PMFs suggest that insertion of the 1-bromooctane guest molecule into the �-CD

cavity is quite facile in the bulk organic liquid but less so at the liquid/liquid interface.

Once the complex drifts into the aqueous phase, the guest is more firmly locked in place.

After a reaction in bulk water is complete, di↵usion back to the liquid/liquid interface or

into bulk organic is necessary to “unload” the product. With this survey of guest/host

energetics in mind, we address the dynamics of the host/guest complex as it pertains

to the IPTC system. The lifetime of a host/guest complex can be examined using the

time correlation function (TCF) formalism

C(t) =
hh(t)h(0)i
hh(0)h(0)i (3.11)

where h represents a variable of interest. In the case of pore residence time, Cr(t), we

define h to be 1 if a given solvent moiety is within the pore and 0 if outside the pore. The

ensemble average is calculated for all atom centers of interest and for all time origins.
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Figure 3.10: Potentials of mean force for a 1-bromooctane guest to approach and move
through the �-CD pore when the host/guest complex is in (b) vacuum, (c) bulk water,
(d) bulk 1-bromooctane, and (e, f) at the liquid/liquid interface. The red curve repre-
sents that the guest ↵C end faces the 2° hydroxyl side of the �-CD. In the blue curves,
the ↵C side of the guest is toward the 1° hydroxyl opening, orientations are depicted by
the cartoons in (a).
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As a reminder, we define the �-CD pore as a cylinder of height 7.8 Å and radius 3.0 Å,

centered about the �-CD center of mass and its axis of symmetry parallel to the p̂ vector.

Figure 3.11 shows the lifetimes of several host/guest combinations in di↵erent solvent

environments. Solid curves represent bulk solvent systems (water or 1-bromooctane)

and dashed curves represent �-CD at the liquid/liquid interface. Water (blue curves)

shows the greatest di↵erence in lifetime between the bulk and interfacial systems. This

result agrees with the description of �-CD’s pore as a hydrophobic environment. Water

may form a small, reasonably stable, hydrogen-bonded network in the �-CD pore in bulk

aqueous solution, but water is a more transient guest when the more favorable species

1-bromooctane is present. The green curves represent the ↵C. At the liquid/liquid

interface, 1-bromoocane molecules reside “deeper” in the �-CD pore, resulting in more

instances where the ↵C atom center is considered a proper guest by the Cr(t) algorithm’s

pore definition, and therefore a slightly longer residence time than the ↵C in neat 1-

bromooctane. The alkane tail, C8, is represented by the red curves in Figure 3.11.

The interface a↵ects the lifetime of C8 negligibly, suggesting the stability of this guest

moiety.

3.4 Conclusions

Molecular dynamics simulations of the �-CD/water/1-bromooctane system

have provided molecular insights into the mechanism of inverse phase transfer catal-

ysis in a unique system in which every interfacial liquid organic molecule is a potential
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Figure 3.11: �-CD pore residence time correlation functions for water (blue) and the
1-bromooctane ↵C (green) and C8 (red) atom centers. Solid lines correspond to �-CD
in bulk solvents and dashed lines correspond to �-CD at the liquid/liquid interface.

guest reactant. �-CD is a surface-active molecule that is capable of forming stable host-

guest complexes with the organic reagent 1-bromooctane. Spatial distribution functions

reveal preferred orientations of the 1-bromooctane guest, with the alkane tail inside the

pore and with the C8 atom center near the inner wall of the pore. The guest’s charged

Br–↵C head group resides near the hydroxyl groups located at one of the �-CD pore

openings. The organic 1-bomomoctane is the preferred pore guest, but in bulk water

the pore is occupied by a spatially well-defined group of pore waters. This spatial orga-

nization is seen as 7-fold symmetry in water-solvated �-CD SDFs. Potentials of mean

force for the transfer of 1-bromooctane through the pore show that the 1-bromooctane

guest is much more loosely bound to the �-CD when the complex is in the organic phase

than when it is in water. The strongly bound host/guest complex in bulk water allows

for the nucleophilic reaction to take place. The �-CD may then return to the organic
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phase to exchange the organic product for a new guest reactant. This study reveals the

mass transport utility of �-CD in the IPTC experiments of Trifonov and Nikiforov8 and

also suggests future related studies. The calculated host/guest PMF curves also show

the minimum energy locations of the 1-bromooctane guest’s reaction center. Because

the host molecule alters the local solvent environment, the reaction barrier can also be

altered. Subsequent studies will probe the low-energy configurations of this host/guest

complex with reactive molecular dynamics simulations to determine whether the �-CD

molecule enhances the rate of SN2 reaction.
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Chapter 4

SN2 reaction rate enhancement by

�-cyclodextrin at the liquid/liquid

interface

4.1 Introduction

Many chemical reactions of interest take place between reactants that are sol-

uble in dissimilar phases, for example when a water-soluble polar molecule reacts with a

nonpolar, oil-soluble molecule. [126] Since the reaction requires close contact between the

reactants, this reaction can take place only at the water/oil interface, which, due to mass

transport and geometrical constraints, significantly limits its rate. Phase transfer cata-

lysts can enhance the rate by shuttling the polar reactant into the organic (“oil”) phase

(normal phase transfer catalysis, PTC) [126, 210, 72, 166] or by transferring the nonpolar

reactant to the aqueous phase (inverse phase transfer catalysis, IPTC). [129, 29, 143] A
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Figure 4.1: Representative structures of �-CD shown using “licorice” models, viewed
perpendicular to (a) and looking into the pore (b). The general morphology of �-CD
resembles a truncated cone (c).

well-known example of an inverse phase transfer catalyst is �-cyclodextrin (�-CD). The

�-CD molecule is a cyclic sugar consisting of 7 glucose units, whose general geometry re-

sembles a truncated cone. [215] Figure 4.1 provides a simulation snapshot and a cartoon

representation for reference. The glucose hydroxyl groups surround both the large and

small openings, resulting in an interesting electrostatic profile where the outside of the

molecule has considerable polar character and its inner cavity is nonpolar. Because of

this, �-CD readily forms host/guest complexes with nonpolar molecules. An important

class of reactions subject to PTC or IPTC are nucleophilic substitution reactions (SN2).

The rate of SN2 reactions is incredibly sensitive to the local environment surrounding

the reacting species, reported in cases to decrease by 20 orders of magnitude when

moving from the gas phase to bulk water. [82, 35, 84] These reactions are also faster

by many orders of magnitude when carried out in nonpolar solvent instead of water.

The surrounding polar solvent molecules provide greater stabilization to the charge-
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localized reactant and product states than to the more di↵used charge of the transition

state (TS), significantly increasing the energy gap between reactant/product and TS,

thus increasing the barrier to reaction. An interesting example of an SN2 reaction cat-

alyzed by �-CD that provides the motivation for our work is CN– + CH3(CH2)7Br

CH3(CH2)7CN + Br– carried out at the interface between 1-bromooctane and water by

Trifonov and Nikiforov, [217] who found that addition of �-CD increases the rate of the

reaction by (only) a factor of 8. This result is puzzling given the significant enhancement

in the rate expected when the reactants are located in nonpolar environments like the

interior cavity of �-CD. This reaction is also unusual because each interfacial molecule

of the nonpolar phase is a potential reactant, thus reducing the need for mass transport

to the interface. We recently reported molecular dynamics simulation results on the

stability of �-CD/1-bromooctane host/guest complexes in bulk 1-bromooctane, in bulk

water, and at the interface of these two immiscible solvents. [102] We found little to

no energetic barrier to host/guest complexation/dissociation in the organic phase or at

the liquid/liquid interface but a substantial barrier to dissociation when in the aqueous

phase. This host/guest interaction supports the idea of a phase transfer mechanism: the

surface-active �-CD can easily form an inclusion complex with 1-bromooctane when at

the interface. The complex di↵uses to bulk water where the guest is e↵ectively “locked”

in place and where it is most likely to be exposed to the nucleophilic attack by CN–.

The product/�-CD complex di↵uses to the interface where it dissociates and the cycle

continues. However, the precise catalytic function and phase transfer mechanism of

�-CD in this and other systems remain unclear. An alternative mechanism that has
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been suggested is that the surface-active �-CD brings the organic guest molecule to

the interface, exposing the reactive moiety to the aqueous phase at the interface, and

allows the product species to di↵use away (as opposed to shuttling the guest into the

aqueous phase). [203, 202] Our energy/stability studies are consistent with both mech-

anisms, since exchange of the 1-bromooctane guest at the interface toward the aqueous

phase was seen to be quite facile, suggesting that �-CD may remain at the interface

and serve primarily to orient the 1-bromooctane reactive site in a manner that facili-

tates reaction with species in the adjacent phase as suggested. The IPTC mechanism

describes catalysis in the context of assisted mass transfer, where the role of the phase

transfer catalyst is to reduce the physical distance between reactants and allow chemical

reaction. However, it is possible that the IPTC catalyst also functions as a more tra-

ditional catalyst, and alters the electronic configuration of the chemical reaction along

the reaction coordinate and lowers the energetic barrier to reaction. Indeed, �-CD’s

impact on chemical reactions has been well-studied. [143, 215, 6, 196, 148, 8, 57, 214]

One interesting application of �-CD host/guest complexation involves reactive species

with multiple reactive sites. In some cases, the geometry and polarity of �-CD allow

it to form a host/guest complex that sterically hinders reaction at one of these sites,

e↵ectively shielding the “guest” site and directing the chemical reaction toward the site

with which �-CD does not complex. [8] The IPTC mechanism in a �-CD catalyzed

system like those studied by Trifonov and Nikiforov [217] may also benefit from the

local volume excluded by the �-CD host in addition to enhanced mass transfer between

the phases. If the �-CD host serves to exclude water from the reactive site, it may
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result in decreased stabilization of the reactant/product states, e↵ectively reducing the

reaction barrier. The purpose of the present work is to more closely investigate these

factors and focus on the chemical reaction in this IPTC system. To investigate this

idea, we revisit the 1-bromooctane/water/�-CD system and include a chemical reac-

tion in our simulation model. The experimental work on which we base our studies

involves the SN2 reaction between 1-bromooctane and an aqueous nucleophile, but in

these initial studies we focus our attention on a simpler system, the symmetric SN2

reaction Cl– + CH3Cl ClCH3 + Cl–. This reaction has served as a benchmark sys-

tem for the theoretical and computational study of solvent e↵ects on chemical reaction

thermodynamics and dynamics. [82, 130, 14, 67, 212] Implementation and use of this

model reaction to probe the complex solvation environments in the �-CD IPTC system

allows us to compare the results to the large body of theoretical and computational

studies performed on this reaction. The free energy profile of this benchmark system

has been studied in a wide range of molecular-level simulations in a variety of solvents

of varying polarity, quantifying the impact of solvent polarity on the reaction barrier.

We have previously reported studies of this reaction at the water-air interface, in small

clusters of water within bulk organic solvent, and at the interface of two immiscible liq-

uids. [14, 160, 158, 157] Here we briefly summarize two main points from our previous

work that capture some of the insights relevant to this IPTC system. First, the presence

of only a few molecules of water in an otherwise nonpolar environment has a dramatic

e↵ect on the free energy profile of this reaction. Molecules in the first solvation shell

dominate the interaction potential between solute and solvent and are therefore mostly
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responsible for the stabilization of the product/reactant states. Since this solvation

shell typically consists of only a few solvent molecules, the significant impact of a single,

polar solvent molecule within an otherwise nonpolar system may retard the rate of re-

action by several orders of magnitude. Second, surprisingly, the rate of the benchmark

reaction at the immiscible water/oil interface is slower than in bulk water. This is due

to the fact that at the liquid/liquid interface the aqueous phase provides a stability of

the highly charge-localized reactant and product states similar to that provided in bulk

water. However, the interaction between the delocalized charges of the transition state

and the surrounding solvents is quite weak and similar to that provided by the organic

phase. The reduced stability of the transition state and the enhanced stability of the

reactants (and products) result in a larger net barrier to reaction. [158] The proximity of

the �-CD host molecule to the SN2 reactive center makes the system considerably more

complex since the �-CD may significantly alter the local solvation environment in ways

besides simply limiting solvent molecule access to the reactive center. The structural

fluctuations and localized protrusions of one phase into the adjacent phase inherent to

the liquid/liquid interface significantly influence (and accompany) mass transfer at and

between the phases. At the water/oil interface �-CD preferentially orients so that one

of its circular openings is parallel to the interface, with the hydroxyl groups at that

opening participating in hydrogen bonds with interfacial water molecules. This ring

of hydrogen bonds should serve to isolate the �-CD pore from interfacial fluctuations,

e↵ectively causing the interfacial �-CD pore region to resemble a nonpolar membrane

cavity. To quantify the influence of the �-CD host molecule on the benchmark SN2
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reaction, this work examines the free energy profile when the reactive system is lo-

cated within the �-CD cavity. We consider both energetic and structural factors, the

interaction potential and arrangement of molecules that surround the reaction site, to

understand the influence of the �-CD host molecule. The results are discussed in the

context of existing studies of the benchmark SN2 reaction and their implications toward

understanding inverse phase transfer catalysis. The rest of this work is organized a

follows: Section II describes the details of our reactive molecular dynamics simulations

and free energy calculations. Section III presents the results of these simulations and

relevant analyses. Section IV summarizes and outlines future work.

4.2 Systems and Methods

4.2.1 Non-reactive force fields and simulation details

This work considers a model SN2 reaction in several di↵erent solvent envi-

ronments, including in bulk liquids, at the interface between two immiscible liquids,

and within the pore of �-CD. The composition and geometries of these systems are

listed in Table 1. The nonreactive force fields used to represent water, 1-bromooctane,

and �-CD have been described recently [102] and are summarized here for convenience.

Intermolecular potentials are the pairwise sum of Lennard-Jones and Coulomb terms

Uij(r) =
X

i<j

4✏ij

⇣�ij
r

⌘12
�
⇣�ij

r

⌘6
�
+

qiqj
4⇡r✏0

(4.1)
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where r is the distance between atom centers i and j. Standard Lorentz-Berthelot

combining rules are used to generate mixed interaction parameters. Our water model

is a version of the flexible SPC force field [22] with intramolecular potentials as de-

scribed by Kuchitsu and Morino. [109] The oil phase (1-bromooctane) consists of a

charged headgroup (qBr = -0.22) [149] and an OPLS-UA alkane tail. [91] The united-

atom 1-bromooctane model is employed to reduce computational complexity. Adding

parameters beyond the charged headgroup and electrically neutral alkane tail would not

provide any interesting additional physical insight into this work. The �-CD molecule is

a fully flexible, all-atom representation with parameters taken from the AMBER ↵99SB-

ILDN force field. [116] Since this work is focused on the detailed e↵ect of the �-CD on

a model SN2 reaction, its impact when functioning as a “molecular-reactor,” [8, 57]

we use the all-atom representation. All molecular dynamics simulations are performed

using our in-house code that uses the velocity Verlet algorithm and a time-step of 0.5 fs

to integrate the laws of motion. [222] All simulations are performed at 298 K. System

snapshots are obtained using visual molecular dynamics (VMD.) [81]

Table 4.1: Composition and size of simulated systems.

system nBrOct nH2O n��CD x(Å) y(Å) z(Å)

A 384 0 0 60.0
†

60.0
†

60.0
†

B 0 999 0 39.11
†

39.11
†

39.11
†

C 509 2030 0 45.0 45.0 300.0

D 0 2104 1 50.0
†

50.0
†

50.0
†

E 610 2400 1 50.0 50.0 300.0
†
Dimensions refer to the cube that encloses systems with

truncated octahedral symmetry.
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4.2.2 The empirical valence bond (EVB) model

To model the SN2 reaction we use an EVB approach similar to the model first

introduced by Warshel and co-workers. [82, 225] The EVB model describes a chemical

reaction as a mixture of diabatic states, whose condensed-phase interaction potentials

are equal to the gas-phase potentials plus the interaction between each state and its

surrounding solvent (and the �-CD when present). The EVB method can describe the

changing electronic configuration along the reaction coordinate while being computa-

tionally inexpensive enough to allow the simulation of a reactive system within large,

condensed-phase molecular systems. We refer the reader to a previously published,

detailed discussion of our implementation [14] and other works that present the EVB

approach with greater depth. [224, 96] Here we briefly summarize the EVB model, fo-

cusing on the components relevant to the analysis presented later in this work. We

use the simplest approach to consider the symmetric SN2 reaction Cl– + CH3Cl

CH3Cl + Cl– and assume that only two orthonormal valence states contribute to the

total wave function:  1 = Cl– + CH3Cl and  2 = CH3Cl + Cl–. [130, 14]

 = c1 1 + c2 2, h 1| 2i = �ij (4.2)

The total Hamiltonian is

Ĥ =

0

BB@
H11(ri, rd, rs) H12(r1, r2, ✓)

H21(r1, r2, ✓) H11(ri, rd, rs)

1

CCA (4.3)
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where H11 and H22 are the Hamiltonians for the diabatic states  1 and  2

H11 = Ek +H0
11(r1, r2, ✓) + Uss(rs) + Usi(rs, ri) + Usd(rs, rd) (4.4)

which include Ek, the kinetic energy of all atoms, and H0
11, the gas-phase Cl– ion-

CH3Cl molecule interaction potential. Uss, Usi, and Usd represent the solvent–solvent,

solvent–Cl– (ion), and solvent–CH3Cl (dipole) interaction potentials. Due to the sym-

metric nature of the reaction, H22 is of identical form and involves only changing the

indices of the Cl atom centers. The o↵-diagonal terms in equation 4.3, H12 and H21,

are the electronic coupling terms used by Hynes and co-workers [130, 92]

H12 = �QS(r1)S(r2) (4.5)

where S(r) is the overlap integral for the � orbital formed by the carbon 2p and chlorine

3p orbitals, determined using the approximations of Mulliken et al. [150] Q is a parame-

ter fitted so that the correct gas-phase potential energy surface is obtained, set to 678.0

kcal/mol. Diagonalization of the Hamiltonian in equation 4.3 gives rise to the ground

state adiabatic Hamiltonian Had used to propagate the reactive classical trajectories.

We define a simple, geometric reaction coordinate to be the distance between the Cl

and CH3 atom centers, ⇠ = r1 � r2, where the reaction coordinate ⇠ is precisely zero

at the transition state (TS) because of the symmetric nature of the reaction studied in
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this work. To quantify the degree with which the solvent stabilizes the reactants versus

the products, we define a “solvent coordinate” s(⇠) at each value of ⇠ by considering

the solute-solvent interaction potential’s contribution to the energy gap H11 �H22:

H11 �H22 = �H� + s (4.6)

where �H� is the energy gap between the gas-phase diabatic states. Note that at the

transition state hsi = 0.

4.2.3 Reaction free energy profile calculations

We calculate the free energy profile of the model SN2 reaction along the reaction

coordinate ⇠ using umbrella sampling with overlapping windows and an applied biasing

potential. Our implementation may be formally described by starting with the definition

W (⇠) = �kBT lnh�(r1 � r2 � ⇠)i

= �kBT ln

R
�(r1 � r2 � ⇠)e�Had/kBTd�R

e�Had/kBTd�
= �kBT lnP (⇠)

(4.7)

where kB is the Boltzmann constant and � is the Dirac delta function. The free energy

profile W (⇠) over the interval [⇠0, ⇠N ] may be calculated by dividing the interval into N

overlapping subintervals, where the value of ⇠ in a window j is constrained to [⇠j�1, ⇠j ] by

window potentials applied as a function of r1 and r2. The resulting set of overlapping
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Wj(⇠) are stitched together by adding a constant Cj that minimizes the di↵erence

between the overlapping regions of Wj�1(⇠) and Wj(⇠). For improvement of sampling

statistics and acceleration of the exploration of phase space, a biasing potential is added

to the adiabatic Hamiltonian

Hb
ad = Had + Ub(⇠) (4.8)

where Ub is a function of ⇠ and is of the form

U b(⇠) = Ae�↵⇠2 �Be��|⇠| (4.9)

The parameters A, ↵, B, and � are chosen so that Ub(⇠) approximates W (⇠). The

reported free energy profile is given by

W (⇠) = �kBT lnh�(r1 � r2 � ⇠)ib � Ub(⇠) (4.10)

noting that the ensemble average h. . .ib is obtained using the Hamiltonian modified by

the applied biasing potential, Hb
ad. In this work all data is presented as a function of

the reaction coordinate ⇠ and is obtained by sampling overlapping windows along ⇠ as

mentioned above. Each window is 0.5 Å wide and overlaps the neighboring window by

0.2 Å. 1 ns of trajectory data is collected within each window.
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4.3 Results and Discussion

4.3.1 Reactions in bulk liquids

As a useful reference we first consider our benchmark reaction in the bulk of the

two liquids. Figure 4.2a shows the potential of mean force W along the reaction coordi-

nate ⇠ for the Cl– + CH3Cl ClCH3 + Cl– reaction in bulk water, in 1-bromooctane,

and in vacuum. The large di↵erences in the free energy profiles and the activation free

energies �A‡ in these three systems are due to the changing solvation environment of

the reactive system along ⇠. The polar solvents stabilize the reactant and product states

much more than the reaction’s transition state due to the greater charge separation and

magnitude in the reactant/product states than in the transition state. As a result, the

barrier to the reaction increases by 10 kcal/mol in 1-bromooctane relative to vacuum

and by an additional 15 kcal/mol in water relative to 1-bromooctane. We refer the

reader to our earlier, more extensive survey and discussion of this reactive system in

solvents of increasing polarity. [14] We also draw attention to the ion-dipole minima at ⇠

= ±1.5 Å. These minima are due to the electrostatic attraction between the Cl– and the

electrophilic end of the CH3Cl dipole and are most prominent in vacuum and in nonpo-

lar solvent environments. With increasing solvent polarity and thus stabilization of the

product/reactant states, the ion-dipole minima diminish, e↵ectively vanishing when in

an aqueous environment. [14] The free energy barrier is defined as the di↵erence between

the free energy at ⇠ =-1 (free energy of reactants) and the maximum height of the free

energy profile at the transition state (⇠ = 0). The equilibrium value of the solvent coor-
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dinate seq in each solvent is shown in Figure 4.2b. As described in equation 4.6, seq is

the contribution of solvent-solute interaction energy to the energy gap between the two

diabatic states, H11 � H22, and serves as a useful quantitative probe of the reaction’s

local environment. The dependence of seq on ⇠ illustrates the solvent-solute coupling.

The magnitude of seq when ⇠ is far from the transition state describes the solvation

energy contribution to the barrier height. The slope of seq(⇠) near the transition state

describes the rate of preferential solvation of the reactant/product states as the charge

separation increases with increasing |⇠|. [14, 66] The structure of local solvent molecules

surrounding the reaction may be described as a function of ⇠ by considering the radial

distribution function

gvl(r) =
1

⌘c
h

NX

i=1

�(r � ri)i (4.11)

where v is the Cl–, CH3, or Cl atom center; l is the representative atom center in the

solvent molecule; and ri is the distance between the atomic centers v and l. � is the Dirac

delta function, and N is the total number of pair distances. The normalization constant

⌘c is chosen so that gvl(r ! 1) = 1. For water, the oxygen molecule is the representative

atom center, and for 1-bromooctane the united-atom CH2 adjacent to the Br atom (↵C)

is selected as the representative atom center. Since this ↵C united atom bears a partial

positive charge, its arrangement around the Cl– will contribute most significantly toward

the solvent-solute interaction potential and thus to seq. The local solvent structure

around the ion, gvl(r), may be expressed as a function of ⇠ by extracting the maximum

value of gvl(r) (gmax) from trajectories obtained during the umbrella sampling of the
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reaction, with one data point obtained for each overlapping 0.5 Å wide window along

⇠. The results of these calculations for the reaction Cl– + CH3Cl ClCH3 + Cl– in

bulk water and bulk 1-bromooctane are shown in Figure 4.3. Three curves are obtained

for each solvent for v = Cl–, CH3, and Cl. The two panels in Figure 4.3 correspond

to solvents of very di↵erent size and polarity yet show a similar behavior. We may

describe these curves by moving-along the reaction coordinate ⇠ from left to right. As

the Cl nucleophile (green curve) approaches CH3Cl, the ordering of its solvation shell

rapidly decreases near the transition state at ⇠ = 0 Å. In a similar fashion, the solvation

shell around the Cl leaving group (red curve) tightens and becomes more ordered as the

charge on the leaving group increases immediately after crossing the TS and moving

toward +⇠. The two panels are similar in overall shape but have significantly di↵erent

gmax magnitudes. This di↵erence largely reflects the normalization of gvl(r) to unit

bulk density and the size di↵erence between the two solvent molecules. If we define the

population of the first solvation shell by integrating the first peak of gvl(r), the number

of the solvent molecules surrounding the Cl ions is more similar, 7.7 water molecules and

6.2 1-bromooctane ↵C atom centers. In the case of both solvents, the CH3 atom center

(blue curve) shows little enhanced solvation, even in the regions near ⇠ = 0, where the

values of gmax change dramatically for both the nucleophile and leaving group.

4.3.2 Reaction in aqueous host/guest complex

We next consider the benchmark reaction carried out within the interior of the

�-CD cavity in bulk water. To help decide on the precise location for the reactants, we
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Figure 4.2: Solvation of the atom centers in the EVB reactive system. Curves rep-
resent the maximum value of gvl(r) for the respective atom center surrounding sol-
vent molecules: the Cl– nucleophile (green), the leaving Cl– (red), and the CH3 united
atom (blue). The central solvent atoms are the water oxygen (left panel) and the 1-
bromooctane ↵-carbon (right).

invoke our previous work where we examined the host/guest stability of the �-CD/1-

bromooctane complex in bulk water, in bulk 1-bromooctane, and at the liquid/liquid

interface. [102] Stability studies of the host/guest complex in bulk water showed that the

minimum free energy (most-favored) location of the 1-bromooctane guest corresponds

to having the reactive site (the carbon adjacent to the bromine atom, ↵C) near the hy-

droxyl groups at either opening and the alkane tail within the �-CD pore. Guided by this

observation, we insert the benchmark system at these two energetically favored positions

and obtain the potential of mean force curves along the reaction coordinate ⇠ in bulk

water, while the reactants’ center of mass is constrained to the given location. A third

curve is also obtained by constraining the benchmark SN2 reaction to the “center” of the

�-CD pore. While this location is not physically relevant to the 1-bromooctane/�-CD

host/guest complex, we include this in our e↵ort to fully probe the impact of �-CD on

this benchmark SN2 reaction. All �-CD-reactive system constraints involve restricting

the center of mass of the benchmark system with a windowing potential perpendicular
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to the �-CD molecular vector p shown in Figure 4.1c (and therefore parallel to the �-CD

pore openings). The cartoon in the upper right of Figure 4.4 illustrates the positions

of the benchmark reaction for each corresponding free energy profile. The planar con-

straints, as distances from the �-CD center of mass along p, are 4.20 ± 0.25 Å at the

small opening, -3.90 ± 0.25 Å at the large opening, and -1.0 ± 0.5 Å for the “center”

of the pore. Figure 4.4a shows free energy profiles for the aqueous Cl– + CH3Cl

CH3Cl + Cl– reaction/�-CD host/guest complex at various guest locations compared to

the reaction in bulk water (blue curve). Surprisingly, all three host/guest configurations

show a similar reaction barrier as the one in bulk water with no �-CD present. This is

also reflected in the nearly identical variation of the solvent coordinate as a function of

the reaction coordinate in the di↵erent locations shown in Figure 4.4b. Evidently the

hydrophobicity of the �-CD interior must be counterbalanced by the water molecules

remaining in the cavity and near the mouth of the pore as well as by the existence

of many OH groups around each pore opening. All these species are able to provide

enhanced stabilization of the reactants and product states that is only slightly reduced

from that in bulk water while at the same time providing significantly less stabilization

of the transition state than that in bulk water. This is similar to what has been observed

in studies of this benchmark SN2 system at water interfaces [160] and in water clusters

within nonpolar solvents. [158] Figure 4.5 is a qualitative sketch of free energy diagrams,

showing the relative stability of the transition state and products/reactants in di↵erent

environments. In the �-CD pore, like at the neat liquid/liquid interface, the increase in

barrier height is mostly due to reduced stabilization of the transition state. Support for
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Figure 4.3: Free energy profiles (a) and equilibrium solvent coordinate values (b) for
the reaction Cl– + CH3Cl CH3Cl + Cl– in bulk water (blue) and as guest in �-CD
pore in water at three positions: at the small, primary hydroxyl opening (orange), at the
larger, secondary hydroxyl opening (red), and near the �-CD’s center of mass (green,
dotted). The cartoon in the upper right shows the approximate location of the reactive
system as guest in the �-CD molecule.

Figure 4.4: A cartoon depicting (not to scale) the free energy of the transition state
(dashed lines) and the reactants (solid lines) in di↵erent environments.
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the above explanation is provided by examination of the local structure around the SN2

reaction. This can again be described by considering gmax(⇠), the maximum value of

gvl(r) in each umbrella-sampling window along ⇠. However, to appropriately account for

the presence of �-CD, the ability of its hydroxyl groups to solvate the SN2 system must

also be considered. As a first approximation we again apply equation 4.11 to construct

pair distribution functions but count both water and �-CD hydroxyl group oxygens as

the relevant solvent moiety (l) when calculating gvl(r). This assumption is reasonable

since the �-CD hydroxyl hydrogens are assigned partial charges within +0.01e of our

water model’s hydrogen charge of +0.41e, therefore providing similar stability to the

negatively charged species in the benchmark system. Comparing the host/guest gmax

plots in Figure 4.6 to the corresponding analysis performed in bulk water (Figure 4.3),

it is seen that the reactant/product hydration shell populations are only slightly larger

in the aqueous system without �-CD. The peak values of g at the transition states are

smaller when the SN2 system is within the �-CD molecule. The net e↵ect of the cavity

is to stabilize the reactants (and products) to a degree that is almost the same as that

in bulk water while stabilizing the transition state to a degree that is much less than

in bulk water. We conclude this section by noting the small asymmetry in the PMF

when the reaction takes place in the middle of the �-CD pore. In this location the

Cl-CH3-Cl system is approximately locked in an orientation that gives rise to di↵erent

local hydrations for the two Cl atoms, which results in breaking the symmetry of the

reaction. This is evident from a comparison of the peak values of g for the two Cl atoms

in Figure 4.6. While the two curves describing the hydration of the nucleophile and the
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leaving groups at the two openings of the cavity are symmetrical, the corresponding

curves are clearly nonsymmetrical when the reaction takes place in the center of the

pore. Interestingly, each curve is similar to one of the curves at each of the two openings

(compare the “in pore” green curve with the green curve at the 1° opening and the “in

pore” red curve with the red curve at the 2° opening).

4.3.3 Reactions at the liquid/liquid interface

We next consider the more complicated situation when the host/guest complex

is located at the liquid/liquid interface. We first define a simple nomenclature adapted

from one introduced by Zheng et al. [238] In our simulations, the z-axis is normal to

the interface, with the Gibbs dividing surface (GDS) located at approximately z = 0

Å, the 1-bromooctane phase located in the region of z > 0 Å, and the aqueous phase

located at z < 0 Å. The surface-active �-CD molecule is located near the GDS, with

its center of mass in the organic phase and one of the circular pore openings parallel to

the interface (the vector p defined in Figure 4.1 is perpendicular to the interface). To

simplify and clarify the discussion of the host/guest system at the liquid interface, we

define the system where the �-CD is at the interface with the large opening near the

GDS and the small opening pointing toward +z (toward the bulk organic phase) as �

or “up”. Similarly, when the �-CD small opening is at the GDS and the large opening

toward +z, we shall refer to this system as r or “down”. A cartoon schematic of this

nomenclature is included in the upper right part of Figure 4.7. In each host/guest

configuration the reactive system is confined to the minimum energy position of the
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reactive site in a corresponding �-CD/1-bromooctane host/guest complex as determined

in our preceding work. [102] The constraint on the position of the SN2 system uses

the same form as the constraints applied in the �-CD/SN2/water system described in

Section III.C, with the SN2 system’s center of mass confined to a plane parallel to the

pore openings and separated from the �-CD center of mass by 4.20 ± 0.25 Å at the

small opening and -3.90 ± 0.25 Å at the large opening. The arrows in the cartoon in

Figure 4.7 indicate the approximate location of the SN2 system center of mass at the

liquid/liquid interface, and the colors of the arrows correspond to the respective free

energy profiles. Figure 4.7a shows the free energy profile for the Cl– + CH3Cl

ClCH3 + Cl- reaction at the neat interface (red curve) and when the reactive system

is a guest within the �-CD molecule in the � (blue) and r (green) positions. At the

neat interface, the reaction barrier is approximately 32.2 kcal/mol, noticeably greater

than in bulk water. This increase in barrier height at the interface due to diminished

stabilization of the transition state has been described in earlier sections and discussed

in detail in our previous work. [158] The two interfacial host/guest systems (blue and

green) have nearly indistinguishable profiles, which again suggests that the di↵erence

between the two openings has little impact on the host reactive system. However,

unlike in the aqueous systems in Section III.C , the interfacial host/guest systems have

a lower barrier to reaction than the corresponding reactive system without the �-CD

host molecule. The magnitudes of the host/guest reaction barriers at the interface

are 29.8 kcal/mol for the � configuration and 28.8 kcal/mol for the r configuration,

both substantially lower than the value obtained at the neat interface. This result
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has an important consequence with regard to the IPTC reaction: When �-CD hosts

the reaction at the interface, it acts as a conventional catalyst by lowering the barrier

to reaction relative to the corresponding system without �-CD present. This catalytic

function of �-CD is provided by its shielding of the reactive system from some interfacial

water molecules, resulting in less stabilization of the reactant and product states. If the

reduction in barrier height were due to �-CD weakly binding to or locally distorting the

reactive system itself to lower the reaction barrier, we should see a similar e↵ect in the

host/guest system in bulk water, an e↵ect not seen in Figure 4.4a. The values of seq(⇠)

for the interfacial systems in Figure 4.7b agree with the free energy profile calculations.

Moving away from the transition state (⇠ = 0 Å), all curves rapidly increase in magnitude

as charge separation increases. Away from the transition state the host/guest systems

both have smaller magnitude values of seq than the neat interfacial system. In Figure

4.8 we again utilize gmax(⇠) to describe the stabilization of the benchmark reactive

system by the surrounding solvent. The top two panels describe solvation of the bare

solute system at the liquid/liquid interface; the top left panel of Figure 4.8 refers to

solvation by water, and the top right panel refers to solvation by 1-bromooctane, where

the ↵C is again used as the atom center of reference due to its partial positive charge.

These two panels describe a phenomenon reported earlier when this benchmark reactive

system is observed at the immiscible water/organic interface. When away from the

transition state, the charge-bearing Cl atom center is solvated by water, and the CH3Cl

“dipole” resides in the organic phase, solvated predominantly by the 1-bromooctane.

The bottom two panels of Figure 4.8 show gmax(⇠) for the interfacial host/guest � and
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Figure 4.6: Free energy profile (a) and equilibrium value of the solvent coordinate (b)
for the SN2 system at the liquid/liquid interface. The blue and green curves represent
the reactive system as guest within �-CD in the � (“up”) and r (“down”) orientations,
the red curve is the neat interface. The cartoon on the upper right shows the location of
the reactive system and �-CD in each system. The light brown background represents
the 1-bromooctane phase and the aqueous phase is light blue.

r configurations. Like in the case of the host/guest system in bulk water, the solute-

solvent pair distribution functions contain the sum of both water and �-CD hydroxyl

oxygen atoms as the solvent.

4.4 Conclusions

We have studied the e↵ect of complexation with �-CD in various solvent en-

vironments on the benchmark symmetric SN2 reaction Cl– + CH3Cl ClCH3 + Cl–

by molecular dynamics simulations to gain insight into the mechanism of inverse phase

transfer catalysis. In bulk water the reaction is almost una↵ected by the complexation

of the reactants with �-CD. Despite the hydrophobic nature of the �-CD cavity, wa-
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ter molecules remaining in the cavity and near the opening, along with the �-CD OH

groups, provide a hydration environment close to that of bulk water. At the immiscible

liquid/liquid interface the formation of an inclusion complex with �-CD reduces the

barrier height relative to the reaction at the neat interface. This is due to the fact that

at the interface the �-CD molecule resides mostly in the organic phase, with nonpolar

species preferentially populating the pore. The �-CD host molecule partially restricts

access of interfacial water molecules to the guest SN2 system, resulting in a slightly re-

duced stabilization of the reactant/product states. This work suggests that �-CD may

act as both a conventional catalyst (reducing the energetic barrier to reaction along

the reaction coordinate) and phase transfer catalyst (facilitating mass transfer of one

reactant to an adjacent, immiscible phase). It provides a qualitative explanation for the

rate enhancement observed experimentally for the reaction CN– + CH3(CH2)7Br

CH3(CH2)7CN + Br– at the water/1-bromooctane interface. [217] Work is in progress

to develop a new EVB model that considers this specific reaction. The presence of

an alkane tail directly adjacent to the reactive center (inside the cavity) may, upon

first consideration, suggest additional local dehydration of the reactive site, further re-

ducing the energetic barrier to reaction. However, as determined by earlier studies,13

the 1-bromooctane reactive site typically resides at the outer edge of the �-CD pore.

Therefore, the alkane tail may have a negligible impact on the magnitude of stabiliza-

tion provided by nearby solvent molecules. Insight gained from the present work will

be useful for isolating the di↵erent factors that may (or may not) influence the rate in

this more complex system.
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Chapter 5

On the local intermolecular ordering

and dynamics of liquid chloroform

5.1 Introduction

The intermolecular structure and ordering of neat liquids have been investi-

gated with di↵raction experiments and computer simulations for several decades [25, 79,

27, 50, 24, 37, 83, 111, 176, 234, 32]. Molecules with simple symmetry, like the nearly

tetrahedral chloroform (CHCl3), receive particular attention, as knowledge of their struc-

ture serves as a stepping-stone toward systems of greater complexity. Understanding

intermolecular structure may also lead to insights toward chloroform’s outstanding sol-

vation properties that result in its widespread use in both research and manufacturing

capacities despite chloroform’s well-documented detrimental health e↵ects and safety

concerns [88, 239, 48, 228]. Understanding the precise nature of CHCl3’s solvation abil-

129



ity could lead toward alternate solvents with similar properties. We shall not summarize

decades of CHCl3 structural research here, but instead direct readers toward the review

recently published by Pusztai and co-workers [177]. The present work focuses on a long-

standing orientational question related to the existence of the ‘Apollo configuration.’ In

this Apollo configuration nearest-neighbor chloroform molecules have parallel, collinear

dipoles with the hydrogen atom being located in the “hollow formed by three chlorine

atoms” [23] of the neighboring CHCl3, as illustrated by the cartoon in Figure 5.1a.

The Apollo configuration has been dismissed by most researchers in the field [177, 123],

but its possible existence as an important structural feature in CHCl3 was suggested

recently in the neutron di↵raction (ND) experiments by Shephard et al. [201] In this

work, the authors introduce ‘polar stacking:’ a quantitative definition of local dipole-

dipole ordering in bulk liquid chloroform. The criteria for ‘polar stacking’ were defined

as follows: A vector that begins at the C atom of the reference CHCl3 molecule and

points toward its H atom is defined. The neighboring CHCl3 is in a polar stack with the

reference CHCl3 molecule if (1) its H atom is between 2.0 and 4.2 Å from the reference C

atom and (2) and the H–C· · ·H angle is between 150° and 210°. Figure 5.1b is a cartoon

schematic of this definition, where the green CHCl3 molecule is in a polar stack with the

reference molecule and the red CHCl3 molecules are not. Analysis of ND data suggests

that 29.3% of CHCl3 molecules participate in these structures and that these head-to-

tail dipole orientations may extend well beyond two neighboring CHCl3 molecules to

include ‘polar stacks’ that consist of up to 5 CHCl3 molecules [201]. These stacks are

further postulated to form ‘super dipole’ aggregates, which may enhance solvation and
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Figure 5.1: Cartoon schematics of (a) CHCl3 molecules in the ‘Apollo configuration’
and (b) CHCl3 molecules in a ‘polar stack.’ The molecule arranged in a ‘stack’ with the
reference molecule is green, those not participating in the stack are red.

extraction properties. We note the distinction between ‘polar stacking’ and the Apollo

configuration: The ‘polar stacking’ definition is based on three atomic centers (H, C,

and the neighboring H) and is a measure of head-to-tail dipole vector configurations.

Quantification of the ‘Apollo configuration’ requires an additional constraint regarding

dipole-dipole collinearity or parallelism and is necessary for the existence of the “super

dipole” aggregates. The present work uses computer simulations to search for and study

the dynamics of these stacked structures as described by Shephard et al. In addition,

by removing the electrostatic contribution from intermolecular potential energy func-

tions we can gain insight into the role of electrostatic vs. packing e↵ects in determining

the existence of these structures. Disabling the electrostatics in MD simulations has

been shown to have little e↵ect on the local intermolecular ordering of liquid CBrCl3, a

molecule that shares CHCl3’s C3v symmetry and is also of similar size [175], although the

magnitude of the CBrCl3 dipole moment vector is much smaller than in liquid CHCl3.
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However, disabling some of the electrostatics in a system with much stronger coulombic

interactions, a hydroxylated silica surface, results in a relatively dramatic change in the

local ordering of an adjacent liquid alcohol phase [104]. This change in interfacial order-

ing is due to disruption of the local hydrogen-bonding network between the silica surface

and the adjacent liquid phase. We also extend the analysis of CHCl3 local structure

to quantify a relationship between polar stacking and the Apollo configuration. Since

CHCl3 molecules participating in a ‘polar stack’ have their dipole moment vectors in a

head-to-tail orientation, adding a dipole moment colinearity constraint will reveal the

subset of ‘polar stacked’ CHCl3 molecules that are also in the ‘Apollo configuration.’

5.2 Simulation Details

We use a chloroform force field that gives rise to site-site radial distribution

functions that are in good agreement with those calculated by other force fields and

are in agreement with results of previous experiments. Classical molecular dynamics

simulations of neat liquid chloroform are performed using our in-house code. We use

an all-atom, 5-site, fully flexible, fixed-charge CHCl3 model where the intermolecular

interaction potential is the pairwise sum of Lennard-Jones and Coulombic terms

Uij(r) =
X

i<j

4✏ij

⇣�ij
r

⌘12
�
⇣�ij

r

⌘6
�
+

qiqj
4⇡r✏0

(5.1)

where r is the distance between atom centers i and j. Standard Lorentz-Berthelot

combining rules, �ij = (�i + �j)/2, ✏ij = (✏i✏j)1/2, are used to generate mixed interac-
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tion parameters. Details of this model have been described elsewhere [12, 90] but for

convenience we include a full listing of the inter and intramolecular potential energy

parameters in Tables 5.1 and 5.2. The simulation box consists of 794 CHCl3 molecules

in a truncated octahedron whose enclosing cube has an edge length of 59.69 Å. The

simulations in this work consist of only fixed-charge (non-polarizable) force fields and

sample two extreme cases: the aforementioned fixed partial charges used in our previous

studies (hµi = 1.4 D) and the nonphysical case of a zero-charge CHCl3. All molecular

dynamics simulation data presented in this work represents the ensemble average of 106

configurations obtained during 10 ns of simulation time. Simulations were performed

at 298 K with an integration time step of 0.5 fs.

Table 5.1: Intermolecular potential parameters used in the CHCl3 model.

Atom �(Å) ✏(kcal/mol) q(e)

C 3.20 0.101 0.32
Cl 3.50 0.348 -0.14
H 2.75 0.0266 0.10

Table 5.2: Stretch and bend equilibrium values and force constants.

Equilib. value Force const. (⇥ kcal/mol)

reqCCl = 1.77 Å kCCl = 630 Å�2

reqCH = 1.07 Å kCH = 725 Å�2

✓eqClCCl = 112.0° kClCCl = 149 rad�2

✓eqClCCl = 106.8° kClCCl = 95.6 rad�2
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5.3 Results and Discussion

5.3.1 Survey of local structure: spatial distribution functions

When considering the molecular structure of a liquid composed of a nearly-

spherical or pseudo-spherical species like chloroform, it is reasonable to expect the overall

molecular arrangement to resemble a model of close-packed spheres, like the common

textbook examples of liquid argon [34] or “Lennard-Jonesium” [144]. Following a stan-

dard approach, we may first quantitatively describe the structure of a bulk liquid using

the radial distribution function, gA-B(r)

gA-B(r) =
1

⌘c

*
NX

i=1

�(r � ri)

+
(5.2)

where A is the reference atom center (CHCl3’s central C atom in this work), B is the

atom center of interest in the neighboring molecules, ⌘c is a normalization constant

selected so that gA-B(r ! 1) = 1, and the ensemble average is collected over all N

molecules and N possible reference atoms. Figure 5.2 shows the g(r) curves for bulk

liquid CHCl3 at 298 K. The first peak of gC–C(r) (blue curve) is located at 5.4 Å and

the first minima at 7.5 Å, in good agreement with previous reports [27, 50, 37, 62]. The

overall ‘pseudo-spherical’ shape of CHCl3 does result in a gC–C(r) curve that resembles

the radial distribution of close-packed spheres. The first two gC–C(r) peaks integrate

to 8.9, indicating that the pseudo-spherical CHCl3 is less tightly packed than actual

close-packed spheres (like liquid argon or “Lennard-Jonesium”), whose first two peaks
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integrate to about 12[34]. We also draw attention to the visible asymmetry of this

first gC–C(r) peak, a feature that will be discussed at length later in this work. The

green and red curves in Figure 5.2 are gC–Cl(r) and gC–H(r). These curves represent the

distribution of the atoms bonded to the central carbon atom in a (nearly) tetrahedral

arrangement. The symmetry of the radial distribution function is far less spherical when

considering the arrangement of tetrahedral pendant atoms (like Cl in CCl4) and even

less so for the ‘nearly tetrahedral’ surrounding atoms in CHCl3. In both cases, gC–Cl(r)

and gC–H(r), the region of r spanned by the first peak of gC–C(r) is separated into

multiple peaks due to the more complicated symmetry. Again, these radial distribution

functions agree well with previously reported values from di↵raction and simulation

studies referenced above. To further the discussion of CHCl3’s local structure, we expand

the distribution function in Eq. (2) to include a 2-dimensional spatial distribution
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function of the form

gA-B(r) =
1

⌘c

*
NX

i=1

�(r � ri) · �(✓ � ✓i)

+
(5.3)

where ✓ is defined to be the angle between two vectors that originate from the carbon

atom of the reference CHCl3 and point toward the reference H atom and the atom center

of interest in surrounding CHCl3 molecules. Figure 5.3a is schematic cartoon that illus-

trates this definition of the angle ✓ and distance r as used in gC–C(r, ✓) the calculation of

gC–C(r, ✓). Figure 5.3b shows gC–C(r, ✓) for CHCl3 juxtaposed with gC–C(r) to illustrate

the additional structural insight provided by including the second dimension ✓. Most

notably, the first gC–C(r) peak transforms into a band in the gC–C(r, ✓) contour plot.

The origin of the gC–C(r) peak’s asymmetry is revealed by the non-circular shape and

location of high g regions within this band, revealing significant ordering in ✓-space. In

the case of gC–C(r, ✓) the largest value of g in the first band is clearly centered around ✓

= 180° with a second, smaller region of high g centered around ✓ = 50°. This suggests

that the carbon atoms of CHCl3 molecules in the first solvation shell are primarily lo-

cated near the center of the triangular face formed by the nearly tetrahedral reference

molecule– with regions of high g located near the center of the face formed by the three

chlorine atoms and at the center or edges of the Cl–Cl–H faces. The circular, dashed

amber line in Figure 5.3b is centered at r = 0 and is included to serve as reference to

and emphasize the non-spherical shape of the first solvation shell. Figure 5.4 shows the

more complex case of gC–H(r, ✓), shown in juxtaposition with gC–H(r). As mentioned
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Figure 5.3: (a) Cartoon schematic of the variables r and ✓, as used in gC–C(r, ✓). (b)
The spatial distribution function gC–C(r, ✓) is presented in comparison with its one-
dimensional projection onto gC–C(r).
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above, the region of r-space that corresponds with the first peak of gC–C(r), r < 8 Å,

is separated into two visible peaks in gC–H(r) due to the near-tetrahedral symmetry of

CHCl3, depending on whether the neighboring CHCl3’s H atom points toward or away

from the reference CHCl3. These two peaks correspond to the two bands in gC–H(r, ✓).

The di↵erence between the 1- and 2-dimensional distribution functions is much more

obvious in this case, where the innermost sub-layer (corresponding to the peak at r ⇠

4.6 Å) does not span all values of ✓, with no visible H population between 0° < ✓ <

40°. A circular, dashed amber line in gC–C(r, ✓), representing r = 5 Å and centered

at r = 0 Å, is again included to emphasize the non-circular nature of the SDF bands.

We also draw attention to the fact that,in Figure 5.4, the gC–H(r) peaks near r = 4.6

Å and r = 6.0 Å do not align with the corresponding gC–H(r, ✓) bands when vertical

dashed lines are extended from the gC–H(r) peaks in Figure 5.4 to beyond ✓ = 90° in

the SDF due to the non-circular shape of the bands. This characteristic non-circular

structure will be discussed further when introducing the quantitative definition of polar

stacking in liquid CHCl3. After considering the local order of the central atoms with

gC–C(r, ✓) and briefly introducing some of the more nuanced aspects present in SDFs

of the tetrahedrally arranged outer atoms, we now compare MD simulation data with

recently published experimental work. Figure 5.5 shows a side-by-side comparison of

SDFs obtained by neutron di↵raction experiment [201] and by our molecular dynamics

simulations. In each circular SDF plot in Figure 5.5 the ND data is on the left half

and MD data is on the right half. Separate scale bars are included for each hemi-

sphere of SDF data for accuracy although e↵orts were made to replicate the color scale
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used in Reference [201] to facilitate comparison between ND and MD data in Figure

5.5.1 The leftmost SDF in Figure 5.5 shows the position of chlorine atoms in nearby

CHCl3 molecules, gC–Cl(r, ✓). The experimental and simulation data agree quite well,

with the areas of high spatial density in the MD simulation located at similar r and

✓. The general agreement is clear: neighboring Cl atoms are located in a well-defined

first solvation shell with strong peaks centered at ✓ ⇡ 35° and ✓ ⇡ 180°. We again

note the non-circular nature of this band which corresponds to the broad, blunt peak

in gC–Cl(r, ✓) centered near r = 4.5 Å. Examination of gC–Cl(r, ✓) reveals that this peak

mostly consists of a merged doublet, with the gC–Cl(r, ✓) peak at ✓ = 180° corresponding

to the smaller peak centered at r = 4 Å and the ✓ = 35° peak corresponding to the

larger member of the doublet, centered at r = 5 Å. Upon further inspection, both ND

and MD SDFs reveal that the first solvation shell consists of two subshells. The first

subshell consists of the band at r = 4-5 Å. The second contains weak but certainly

visible density peaks again centered at ✓ ⇡ 35° and ✓ ⇡ 180° located a few Å beyond

the first subshell, at approximately r = 6.8 Å. This second shell is also visible in the

gC–Cl(r) curve in Figure 5.3. The SDF plot in the right panel of Figure 5.5 considers

the hydrogen atom, gC–H(r, ✓). Here the experimental and simulation data sets show a

more noticeable di↵erence. A well-defined first solvation shell consisting of two subshells

is again present, but the spatial distribution of hydrogen di↵ers. In the first subshell,

closest to the central reference atom, the ND experiment reports a considerably more

localized density of hydrogen located beneath the chlorine face, centered at ✓ = 180°.
1
Raw data corresponding to the ND contour plots in Figure 5.2 were not available at the time of

publication (C. Salzmann, private conversation).
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Figure 5.4: Spatial and radial distribution functions gC–H(r, ✓) (top) and gC–H(r) (bot-
tom) for bulk liquid CHCl3.
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Figure 5.5: Side-by-side comparisons of spatial distribution functions obtained by neu-
tron di↵raction experiment and molecular dynamics simulations. These images consider
the functions gC–Cl(r, ✓) (left) and gC–H(r, ✓) (right). Experimental data is adapted from
Reference [201] with permission from The Royal Society of Chemistry.

The MD results found a similar but much more di↵use distribution of hydrogen atoms

in this subshell. The second subshell is also di↵erent, with stronger peaks (more defined

ordering) in the MD simulations, centered at ✓ ⇡ 45° and ✓ ⇡ 180°. Both peaks in the

second subshell band are centered at r ⇡ 6 Å.

5.3.2 Analysis, origin, and dynamics of ‘polar stacking’

Overall, the 5-site fixed charge model reproduces the experimentally deter-

mined intermolecular ordering well enough to further investigate the ‘polar stack’ struc-

tures. We apply the definition of polar stacking as presented by Shephard et al. [201],

where two chloroform molecules are considered to be members of a “stack” if their inter-

molecular C-H distance is between 2.0 Å and 4.2 Å and their H–C· · ·H angle is within

the range 150° < ✓ < 210°. The dashed black circles in the experimental data shown
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in Figure 5.5 describe this 4.2 Å radial cut-o↵. Our only modification to this definition

was to increase this cut-o↵ distance to 5.0 Å, which corresponds to the first minima

of the first subshell in our calculated gC–H(r, ✓). These radial cut-o↵s are indicated by

the dashed circular lines in the right hemisphere of each panel in Figure 5.5. Figure

5.6a compares polar stacking populations obtained by the ND experiment and our MD

simulation. In the MD simulations 37.1% of the chloroform molecules take part in polar

stacks of n � 2 as compared to 29.3% in the recent ND experiments. Additionally,

the MD values for the binned stack lengths reported in Figure 5.6a are comparable but

higher for all values of n � 2, some of the di↵erence between MD and ND stacking

populations is certainly due to our more liberal r cut-o↵ value. This general agreement

is interesting but leads us to the following, more general questions related to the local

ordering in liquid chloroform: How much of this configuration is due to the presence

of permanent dipoles? Do these structures result from the electrostatic interactions

between neighbors? To answer these questions, we performed MD simulations again,

leaving the Lennard-Jones parameters unchanged and setting the partial charges of all

atom centers to zero. This simple change eliminates the permanent dipoles while main-

taining the same intramolecular geometry2 The resulting polar stacking populations for

these zero-charge simulations are included as grey bars in Figure 5.6a. We find that

eliminating the partial charges has a very small e↵ect on the population of these polar

stacks, reducing the molecules participating in polar stacks from 37.1% to 34.3%. Dele-

tion of electrostatic contributions has a small e↵ect, suggesting that these structures, as

2
Setting partial charges on all atom centers to zero eliminates the electrostatic contribution but we

also note that the Lennard-Jones term itself contains empirically determined cohesive factors (e.g. ✏).
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defined and detected, appear to be a function of geometrical packing, not dipole-dipole

interaction. MD simulations also allow investigation into the dynamics of these struc-

tures, in particular the lifetime of the polar stacks. To calculate this lifetime, we track

all detected groups of polar stacked CHCl3 molecules and assign the variable h a value

of 1 if the molecules are in a polar stack and a value of 0 if the stack has disassociated.

We may then calculate the lifetime correlation function [31] as

C(t) =
hh(t) · h(0)i
hh(0) · h(0)i (5.4)

where C(t) is calculated over all detected stacks and all time origins. Figure 5.6b

contains a summary of the stack lifetimes from both the normal and zero-charge MD

simulations. Lifetimes are presented for the case of all stacks (n � 2) and longer stacks

(n � 3). As expected, longer stacks have a shorter lifetime and an ensemble of all

detected stacks is longer lived. These lifetime correlation functions behave as double

exponential decays, reflecting the contribution of both relatively fast reorientations and

slower di↵usion to the breakup of these structures. In longer stacks (n � 3) the short

and long decay time constants are 0.085 ps and 0.75 ps. Averaging over all detected

stacks (n � 2) the short and long time constants are 0.24 ps and 2.6 ps. Most impor-

tantly, these calculations show no significant decrease in lifetime when the electrostatic

contribution to the intermolecular potential is removed. Similar lifetimes between nor-

mal and zero-charge stacks strongly suggest that the molecular dipoles do not make

a significant contribution to the forces responsible for their presence. We also briefly
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consider the e↵ect of removing the electrostatics on intermolecular ordering. Figure

5.7 presents g(r, ✓) data obtained from normal and zero-charge MD simulations in a

format analogous to Figure 5.5. The left hand image in Figure 5.7 shows the spatial

distribution of neighboring Cl atoms, gC–Cl(r, ✓). Di↵erences between the normal and

zero-charge contours are nearly imperceptible at this level of detail. The distributions

of nearby H atoms show a more appreciable di↵erence between the two simulations.

The gC–H(r, ✓) contours most noticeably di↵er in the first solvation sub-shell. When

electrostatics are active in the CHCl3 model, nearby hydrogen atoms are mostly present

near the Cl atoms and near the cavity formed by the three Cl atoms in the reference

molecule. The population of H in the first subshell near the reference molecule H atom

is essentially zero, presumably due to electrostatic repulsion. When electrostatics are

disabled, the absence of this repulsion allows neighboring hydrogen atoms to populate

the first subshell near the reference molecule’s H atom center (at ✓ ⇡ 45°). This in-

crease in the value of gC–H(r, ✓) in this region of the first subshell is responsible for the

accompanying decrease in the magnitude of the gC–H(r, ✓) peak in the second subshell,

also located at ✓ ⇡ 45°, which may be explained by a simple rotation of the surrounding

CHCl3 molecules. The di↵erence between gC–H(r, ✓) data resulting from the normal and

“no charge” simulations is also much more significant than the variation between the po-

sitional ordering of CBrCl3 in normal and “no charge” simulations previously reported

by Pothoczki, et al. [175] The di↵erence between gC–H(r, ✓) and gC–Cl(r, ✓) is particu-

larly noteworthy, since it suggests that electrostatic attraction or repulsion have little

e↵ect in regard to the ordering of the more massive and sterically hindered Cl (or Br)
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Figure 5.6: (a) Polar stacking populations from the experimental (patterned), MD
(green), and zero-charge MD (grey) simulations. (b) Lifetime correlation functions, Ct,
for polar stacks detected in the normal (green) and zero-charge (grey) MD simulations.
Lifetime data is separated to describe both short (solid curves) and long (dashed curves)
stacks.

atoms but that electrostatic repulsion appears to limit the proximity of the H atoms in

neighboring CHCl3 molecules. The ‘polar stack’ structures as defined by Shephard et al.

are an interesting metric with which we may probe the local ordering of CHCl3. Since

these structures are defined by the C–H vector and position of neighboring H atoms,

they quantify the population of CHCl3 molecules with head-to-tail dipole arrangement.

However, we again note that this definition only includes the position of three atoms
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Figure 5.7: Spatial distribution functions obtained from MD simulations. These images
consider the functions gC–Cl(r, ✓) (left) and gC–H(r, ✓) (right). The left side of each
contour contains data obtained from a normal MD simulation of CHCl3, the right side
shows data from simulations where the electrostatic contributions have been removed
(“no charge”).

and does not comment on the collinearity of the head-to-tail dipoles it identifies, an

important distinction to make when including these structures in the context of the

larger discussion of the Apollo configuration [177]. To quantify CHCl3 molecules in the

Apollo configuration, we utilize the current polar stacking definition since it e↵ectively

identifies CHCl3 molecules with head-to-tail dipole vectors. The angle � is defined to be

the angle formed by the dipole moment vectors of neighboring CHCl3 molecules µi and

µj in a polar stack, as illustrated by the cartoon inset in Figure 5.8. The green curve in

Figure 5.8 shows the distribution of cos ✓ (µ̂i · µ̂j) for all CHCl3 molecule pairs detected

to be in a polar stack. The stacked molecules have a wide distribution of �, with a peak

at approximately 43°. The sub-population of polar-stacked CHCl3 molecules that are
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also in the Apollo configuration will depend on the choice of � (a constraint on paral-

lelism), which we define as 30°. The � = 30° cut-o↵ is indicated by the vertical dashed

line in Figure 5.8 and, in these simulations, corresponds to 12.3% of the polar-stacked

molecules being oriented in the Apollo configuration (by the definition described here).

Since 37.1% of the total population is arranged in polar stacks, 4.6% of the total CHCl3

population is in the Apollo configuration. Similarly, when the electrostatic contribution

to the intermolecular potential energy is disabled (grey curve in Figure 5.8), 3.4% of

the total population is in the Apollo configuration using this same definition. These

values are close to 6.15%, the probability to obtain an analogue of the Apollo configu-

ration when considering randomly oriented tetrahedral dice as calculated by Rey [180].

However CHCl3 is not a perfect tetrahedral and the calculations in this work focus on

only 1 of the 4 tetrahedral corners: the H atom. Therefore we may more appropriately

compare our calculated values to 1.53% (6.15%/4) and note that our calculations di↵er

by a few percent of the total population, which may be due to a real, beneficial geo-

metric packing e↵ect provided by the smaller H atom or (most likely) di↵erences in our

approach to this calculation. Regardless, the similarity of these disparately obtained

values is another indication of the importance of geometrical packing considerations

in the local intermolecular ordering of CHCl3. As mentioned above, the grey curve in

Figure 5.8 represents the angular distribution of polar stacked CHCl3 molecules when

the electrostatics are disabled. This distribution is very similar to the normal simu-

lation (green curve), providing further evidence that the local intermolecular ordering

in CHCl3 is driven by geometric packing e↵ects and does not result from electrostatic
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Figure 5.8: Distribution of angles between CHCl3 dipole moment vectors for pairs of
molecules participating in polar stacks. The green curve represents the distribution
from the normal MD simulation and the grey curve represents the simulation run with
the electrostatic contribution to the potential energy disabled.

e↵ects.

5.4 Conclusions

In summary, our MD simulations do confirm the recently reported ‘polar stack-

ing’ populations detected in ND experiments. However, by “turning o↵” the CHCl3’s

permanent dipole in the simulations, we find that the dipole has little impact on this

aspect of intermolecular ordering of CHCl3: The polar stacking populations are nearly

unchanged when the electrostatic contributions to the potential energy are set to zero.

Dynamic calculations also suggest nearly identical lifetimes of these polar stacks in the

normal and zero-charge simulations, further diminishing the importance of the dipole in

the self-assembly of these structures. This evidence leads us to believe that these ‘polar

148



stacks’ are the result of steric packing, not a cooperative ordering driven by the electro-

static interaction between neighboring dipoles. These findings do not necessarily rule

out the ‘polar stacks’ of CHCl3 as beneficial solvation agents, but suggest (if this asser-

tion is correct) that it is the nearly-tetrahedral symmetry of CHCl3 that contributes to

its solvation ability, making CHCl3 a superior solvent compared to species with similar

dipole character but more complicated packing geometries. Extending the analysis of

polar stacking, we find that a distribution of the angles formed by ‘stacked’ dipoles sug-

gests that only about 12% of ‘stacked’ CHCl3 molecules have reasonably collinear dipole

moment vectors, further supporting previous assertions that the ‘Apollo configuration’

represents only a very small fraction of the total population in bulk liquid CHCl3.
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Chapter 6

Geometric and energetic considerations

of surface fluctuations during ion

transfer across the water-immiscible

organic liquid interface

6.1 Introduction

Most of our current understanding of ion transfer across the interface between

two immiscible liquids (typically water and a weakly polar solvent) is based on elec-

trochemical measurements (see References [191, 139, 219] for recent reviews) and the

corresponding theoretical and computational studies of the free energy change associ-

ated with this process (see References [55] and [18] for recent reviews). Considerably

more challenging is the experimental determination and interpretation of the dynam-
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ics of ion transfer. Specifically, while one can describe a voltage-current relationship

for the transfer of ions across the interface in terms of first order rate constants, the

published values of these rate constants over the last three decades seem to depend on

the experimental method used. The various reasons provided for this situation include

limitations in the instruments’ time resolution, uncertainty in the value of the electric

potential drop across the interface, and unclear separation between di↵usion through

the bulk phases and the crossing of the interface, among others. [139, 55] Putting aside

the experimental uncertainty in the values of rate constants, development of a quanti-

tative predictive theory for the rate of ion transfer requires a reasonable understanding

of the mechanism by which an ion exchanges its solvation environment as it crosses

the interface. Existing theoretical models such as those based on the Nernst-Planck

equation (di↵usion in an external field) have been successful in simulating experimen-

tally observable cyclic voltammetry curves. [55] However, ion transfer rate constants

derived from this description give values that are up to two orders of magnitude larger

than measured. [55, 94] The slower rate constant suggests a barrier or some type of

retardation e↵ects. Better agreement with experiments can be obtained when the di↵u-

sion equation is numerically solved with a molecularly derived potential of mean force

(PMF) as an input external force. [9] If the PMF exhibits a barrier, one could employ

transition state theory to estimate the rate constant. [190] While the PMF calculated

from a molecularly detailed model can be useful for some clues about the mechanism of

ion transfer (and the nature of the barrier), it is an equilibrium mean field description

in which the role of dynamic fluctuations is mostly ignored. Molecular dynamics sim-
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ulations provide ample evidence that these fluctuations are critical for elucidating the

mechanism of the transfer process. In particular, simulations suggest the importance of

water molecules’ protrusions (water “fingers”) into the organic phase as a mechanism

that, while necessary, results in slowing down the transfer rate into the organic phase

and enhancing the reverse process by producing water protrusions in response to the

approaching ion. [10, 194, 192, 45, 54, 76] Theoretical models based on this picture

provide additional support for this mechanism. For example, Marcus has estimated the

rate of ion attachment and detachment from a water “finger” and di↵usion along it and

concluded that the rate limiting step for ion transfer is the motion of an ion along a

“solvation coordinate.” [127] Urbakh, Kornyshev, and co-workers developed a coupled,

two-dimensional Langevin equation model of ion transfer in which one degree of free-

dom describes the ion’s motion and the second describes dynamic interfacial fluctuations

modeled as capillary waves. [108, 221] Numerical solutions and the analytical expression

derived for the rate constant suggests that ion-surface coupling can result in a slowing

down of the ion motion relative to simple di↵usion. In order to obtain molecular-level

insight into the ion transfer process, it is useful to describe the collective ion–solvent in-

teractions using a single (or a few) degree(s) of freedom “reaction coordinate(s).” In this

paper, we utilize two independent collective coordinates and use them to examine both

the thermodynamic and the dynamic fluctuations during the transfer of a hydrophilic

Cl– ion across the water/nitrobenzene interface. One of these coordinates, suggested

by Schweighofer and Benjamin, [194] is based on the solvation energy of the ion. The

other, recently proposed by Morita and co-workers, is geometrically based and attempts
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to characterize the finger structure formed during the ion transfer. [106] The rest of the

paper is organized as follows. In Section II, we describe the simulation details, the

umbrella sampling free energy calculations with biasing potential, and the two reaction

coordinate calculations. In Section III, we discuss the results of these calculations and

in Section IV, we summarize this work and present our conclusions.

6.2 Systems and Methods

6.2.1 Simulation details

The water/nitrobenzene liquid/liquid interfacial system consists of two adja-

cent slabs of 986 water molecules and 252 nitrobenzene molecules in a 31.28 ⇥ 31.28

⇥ 300.0 Å rectangular box. The liquid/liquid interface is located in the x-y plane at

z > 0, with the water phase in the region of z < 0 and the nitrobenzene phase in the

z > 0 region. Each liquid phase is in equilibrium with its respective vapor phase; only

one liquid/liquid interface is present. Periodic boundary conditions are applied in all

directions and a soft reflecting potential wall is located 5 Å from the simulation box

boundaries in the z-direction to prevent molecules from crossing into the adjacent va-

por phase. Intermolecular interaction potentials are represented as the pairwise sum of

Lennard-Jones and Coulomb terms,

Uij(r) =
X

i<j

4✏ij

⇣�ij
r

⌘12
�
⇣�ij

r

⌘6
�
+

qiqj
4⇡r✏0

(6.1)
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where r is the distance between atom centers i and j. Standard Lorentz-Berthelot com-

bining rules, �ij = (�i + �j)/2 and ✏ij = (✏i✏j)1/2, are used to generate Lennard-Jones

parameters for all mixed interactions. For water, we use a version of the flexible simple

point charge (SPC) model [22] with intramolecular potentials as described by Kuchitsu

and Morino. [109] The nitrobenzene molecules are modeled using a 14-site all-atom

model described previously. [136] In brief, this nitrobenzene model uses intramolecular

parameters taken from the AMBER force field [226] and modified intermolecular param-

eters taken from ab initio calculations and reproduces the experimental dipole moment

and enthalpy of vaporization. The chloride ion Lennard-Jones parameters (� = 3.934 Å

and ✏ = 0.832 kcal/mol) were used in previous simulations and give reasonable agree-

ment with the experimental hydration free energy. [15] Molecular dynamics simulations

are performed with our in-house MD software that uses the velocity Verlet algorithm to

integrate the equations of motion. Unless otherwise specified, all reported simulation

data are averaged over 10 independently generated starting configurations, each run for

1 ns, for a total ensemble average over 10 ns of simulation time. All simulations were

performed at 298 K and with an integration time step of 0.5 fs.

6.2.2 Free energy calculations

The local free energy of the single chloride ion is given by

A(z) = �kBT lnP (z), P (z) = h�(z � zI)i, (6.2)
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where � is the Dirac delta function and zI is the ion’s position along the axis normal to

the interface. P (z) is the probability to find the ion at z and the ensemble average is

calculated over all possible solvent configurations while the ion is located at zI = z. The

reversible work required to move the ion from position z1 to z2 would be A(z1)�A(z2).

While direct sampling of the ion position can theoretically be used to compute A(z),

in practice if at a given interval A(z) varies significantly (more than 5 kBT ), and/or

if significant structural relaxation of the solvents is necessary to sample equilibrium

configurations (as is the case here with the formation of “water fingers”), a di↵erent

approach is required. In the umbrella sampling method, [1, 34, 174] the interval of

interest is divided into a series of N overlapping lamellae parallel to the liquid-liquid

interface such that within each lamella a statistically meaningful sampling of zI (using

the 10 ns trajectory) can be obtained and used to calculate the corresponding An(z),

Anz = �kBT lnPn(z), (6.3)

where Pn(z) is the chloride ion z coordinate probability distribution within lamella n.

In the simulations described below, the lamellae are 3 Å wide, overlap by 1 Å, and

span the simulation box from the region of bulk water to bulk nitrobenzene. The ion

is constrained within a specified lamella by a window potential (which is zero when

the ion is inside that window but rises rapidly when the ion attempts to escape the

window) through the course of the 10 ns trajectory. The series of An(z) segments

(n = 1, 2, . . . , N) is combined by using their overlapping regions [110, 105] to arrive
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at the complete free energy profile for the entire interval of interest. If A(z) varies

rapidly in a given region, most often due to the water finger “pulling” the ion toward

the aqueous phase, poor statistical sampling may arise. To accelerate the exploration of

phase space and improve sampling statistics in this region, we apply a biasing potential

Ubias(z) to the ion, modifying the total ion-solvent interaction energy,

U b
I = UI � Ubias(z), (6.4)

where Ubias(z) is a function of the ion z position only and is typically of the form

Ubias(z) = ↵
(1 + tanh[�(z � ⇣)])

2
, (6.5)

where the constants ↵, �, and ⇣ are selected (and given in Appendix D) so that the

biasing potential approximates An(z). The free energy profile in lamella with applied

bias is therefore calculated as follows: [1]

Ab
n(z) = �kBT lnPn(z) + Ubias(z). (6.6)

6.2.3 Reaction coordinates

Quantitatively describing and tracking the transfer of a single ion from the

aqueous phase to an adjacent immiscible phase has been challenging since early work. [151]

The most obvious coordinate would be the ion’s distance from the liquid/liquid interface

along an axis normal to the interface. Extracting the ion’s position in simulation z-space
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is trivial, but assigning a reference z-coordinate value to a liquid/liquid interface is not

particularly clear due to fluctuations inherent to the liquid/liquid interface, including

interfacial distortion caused by the water finger itself. More importantly, describing

the state of the system using a single coordinate assumes that the two solvents provide

a mean field for the motion of the ion and ignores solvent fluctuations. A relatively

simple approach to take into account these fluctuations is to add an additional coordi-

nate describing the interface. For example, as mentioned in the Introduction, Urbakh,

Kornyshev and co-workers proposed a geometrical coordinate describing interface de-

formation and fluctuations. In this paper, we consider in detail two coordinates: an

energy based one introduced by Schweighofer and Benjamin [194] and a geometric one

recently introduced by Morita and co-workers. [106] Both of these coordinates can be

computed for instantaneous system configurations and represent, in some sense to be

explained below, a complimentary description of the environment experienced by the

ion.

6.2.3.1 Solvation coordinate

For a two-phase system we define a solvation coordinate for each solvent,

sW = UI�W /U bulk
I�W , (6.7)

sNB = UI�NB/U
bulk
I�NB (6.8)
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where the subscripts W and NB represent the water or nitrobenzene solvents, I rep-

resents the ion, U is the total intermolecular interaction potential energy between the

ion and the specified solvent, and U bulk is the average total ion- solvent interaction

potential when the ion is in the bulk solvent at the same temperature. Values of U bulk

(U bulk
I�W = -155.5 kcal/mol and U bulk

I�NB = -89.39 kcal/mol) are calculated by molecular

dynamics simulations of a single ion in the uniform bulk liquids using the same force

fields and parameters described above. Additional details regarding U bulk calculations

are provided in Appendix D. The solvation coordinates consider both electrostatic and

Lennard-Jones potentials between the ion and all solvent molecules present in the sim-

ulation. Note that sW and sNB are dimensionless and implicitly dependent on the ion’s

location z, in addition to the coordinates of all solvent molecules (although mainly sen-

sitive to the solvent molecules in the nearest solvation shells). We expect the following:

sW (z ! bulk water) = 1, sW (z ! bulkliquid) = f , where f > 1 represents the interac-

tion of the ion with (mostly) the fraction of the hydration shell that was co-transferred

to the organic phase ( f ⇡ 0 for a hydrophobic ion).

6.2.3.2 Water protrusions coordinate

Recently, Kikkawa et al. employed mathematical graph theory to develop a

new geometrical coordinate useful for describing ion transfer between water and an

adjacent immiscible phase. [106] To calculate the “water finger coordinate,” w, the ion

and water molecules are treated as vertices in an undirected graph. The edges of the

graph are the geometrical distances between the vertices. A connected path between the
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ion and bulk water is defined by the requirement that all edges along the path are shorter

than a threshold distance. At each system configuration, the coordinate w is equal to

the minimum threshold distance that will give rise to a connected path. For example, a

“naked” ion with z = +10 Å in a system where the interface is constrained at z = 0 Å

would have w ⇡ 10 Å. If a water molecule was present with the same x and y coordinates

as the ion and z = 4 Å, w ⇡ 6 Å.Our implementation of this algorithm varies slightly;

we assign the position of the water oxygen molecule as the vertex representing each

water molecule instead of the water molecule’s center of mass. This assignment allows

us to directly compare the water finger coordinate to the commonly used geometrical

definition of water-water hydrogen bonds, where rOO < 3.4 Å. [189, 135, 124] A hydrated

(or partially hydrated) ion “connected” to the bulk water phase via an intact water finger

would have a value of w less than or equal to this upper bound of 3.4 Å, which we shall

refer to as rmax
OO . For simplicity, we define the condition of “connected to bulk water”

when the ion is connected to a water molecule whose oxygen molecule is located at z <

0. This is su�cient since finger breakup always occurs at z > 0. It is useful to note at

this point several features of this coordinate: When the ion is in bulk water, hwi ⇡ peak

position of the O–O radial distribution function (or ion–oxygen RDF peak position if

longer) regardless of the position zI of the ion. When the ion is in the organic phase

connected via water finger to the aqueous phase, w ⇡ O–O distance corresponding to

the longest hydrogen bond. As the water finger breaks, w corresponds to the distance

between the two nearest water molecules–one that belongs to the ion partial hydration

shell and one to the water phase, regardless of the size of the ion’s hydration shell. If
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the ion in the organic phase is “naked,” w is equal to the distance between the ion and

the closest water molecule.

6.2.3.3 Ion transfer simulations across a molecularly sharp interface

To gain further insight into the role of solvent fluctuations during the ion

transfer process, we also consider a system in which the water/nitrobenzene interface is

constrained to be a molecularly sharp (“flat”) interface. This is done by adding a soft

reflecting potential in the x-y plane at z = 0 that acts on any water or nitrobenzene

molecule whose center of mass attempts to cross the z = 0 plane. This external poten-

tial essentially restricts the water molecules to the z < 0 region and the nitrobenzene

molecules to the z > 0 region and gives rise to a molecularly sharp interface, where cap-

illary fluctuations are strongly dampened. The reflecting potential is a function of the

distance from the center of mass of each molecule so that perturbations to the molecular

orientational distribution are minimized. The implemented potential is of the form

UW
n = �H(zCOM )z2COM

UNB
n = �H(�zCOM )z2COM

(6.9)

where UW
n is the reflecting potential on water molecule n, whose center of mass is

located at zCOM along the interface normal and H(x) is the Heaviside step function

(H(x) = 0 for x < 0; H(x) = 1 for x � 0). Similarly, UNB
n is the reflecting potential on

nitrobenzene molecule n. � is a force constant whose exact value is not important. In

the simulations described below we use � = 1200 kcal mol�1 Å2. The reflecting potential
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Figure 6.1: Density profiles of water (blue) and nitrobenzene (red) at T = 298K, aver-
aged over 50,000 configurations recorded during 10 ns of simulation time.

prevents the ion from carrying any part of its hydration shell across the interface and

prevents the formation of the water “finger.”

6.3 Results and Discussion

Figure 6.1 shows the density profiles of water and nitrobenzene with the ion

in bulk water, confined to a window 17.5 Å < zI < 14.5 Å. We chose z = 0 to be

the location of the Gibbs Dividing Surface (GDS, the plane parallel to interface where

the water density is approximately 50% of the bulk value. For the exact definition

see Reference [184]). The interface region is quite narrow (the distance over which

the density of water varies from 90% to 10% of the bulk value is 5 Å). The properties

of the neat water/nitrobenzene interface have been described elsewhere. [136] The ion

transfer equilibrium calculations described below are carried out with the ion location

extending from the bulk water (z = 15 Å) to the bulk nitrobenzene regions (z = 20
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Figure 6.2: Representative snapshots of a single chloride ion (green sphere) interacting
with the normal [(a) and (b)] and flat [(c) and (d)] water/nitrobenzene interface. The
approximate value of the water protrusion coordinate, w, is illustrated by the yellow
lines in each image.

Å). Figure 6.2 depicts several snapshots from the simulations, which illustrate some

of the important structural considerations involved in the ion transfer process. In an

unconstrained system (Figure 6.2(a)) as the chloride ion moves from the aqueous phase

toward the nitrobenzene phase, it carries with it most of its hydration shell, which

creates a local disturbance at the interface. Hydration shell water molecules remain

hydrogen bonded to neighboring water molecules, and the ion remains tethered to the

aqueous phase by the water “finger” structure. As the ion moves further into the

organic phase, surface distortions are increased, the water “finger” elongates and finally
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breaks, typically when it has extended about 1 nm into the organic phase, leaving the

ion with a partial hydration shell (Figure 6.2(b)). In contrast, when the interface is

constrained to be flat, the ion is transferred as a single species into the organic phase

(Figure 6.2(c)). Panel d is a snapshot from a simulation in which the chloride ion

and three water molecules Cl(H2O)3 are transferred across the flat interface, which

is to be discussed below. The free energy profiles corresponding to the di↵erent ion

transfer processes examined here are shown in Figure 6.3(a). These free energy profiles

were calculated as explained in Section II B. Additional details, including the values

of the biasing potentials used, are given in Appendix D. The free energy profile for

the transfer of the chloride ion across the normal water/nitrobenzene interface has a

shallow minimum at about z = 2 Å. From that point, it monotonically increases as

the ion is transferred across the interface to bulk nitrobenzene. The net free energy of

transfer is 12 ± 1 kcal/mol. We estimate the error in this calculation by considering the

standard deviation of A values from 10 free energy profiles generated from each of the 10

independent initial configurations. Statistical fluctuations are additive as the adjacent

windows are “stitched together” to form a continuous free energy profile. This approach

to error estimation is therefore quite conservative since the curve reported in Figure

6.3(a) averages data from all 10 configurations within each lamella before consolidating

them into one continuous curve describing the ion transfer event, dampening statistical

fluctuations between the independent transfer events. This result may be compared with

the estimated experimental value [197] of 9.5 ± 0.5 kcal/mol. The calculated value of A

would presumably be lower and closer to experimental results with the implementation
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Figure 6.3: (a) Free energy profiles of the chloride ion across the water/nitrobenzene
interface. (b) Average number of water molecules in the ion’s solvation shell during
the transfer event. Blue, red, and green solid lines correspond to the transfer across
the normal interface, the flat interface, and to the transfer of Cl�(H2O)3 across the flat
interface, respectively. Dashed lines correspond to the “back” transfer of Cl�(H2O)3
from nitrobenzene to water across the normal interface. z = 0 is the location of the
Gibbs Dividing Surface (GDS).
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of a polarizable nitrobenzene force field. Figure 6.3(b) depicts the corresponding average

number of hydration shell water molecules (defined as the number of water molecules

whose oxygen-chloride ion distance is less than the first minimum of the bulk O–Cl–

radial distribution function rmin = 3.85 Å). The change in the average hydration number

as a function of z tracks the change in the free energy profile. The decline (relative to the

bulk value of 7.70 ± 0.05) begins at around z = 3 Å and reaches the value of 4.7 ± 0.6

when the ion is located within the range 15 Å < z < 18 Å. Within this region the water

finger fluctuation has broken and the ion and its remaining hydration shell move toward

the bulk organic phase. The increasing fluctuation in hydration shell population is due

to the breakup and formation of the water finger, which is most likely to happen when

the ion is near z ⇡ 12 Å when the finger is fully extended, as will be discussed below.

When the interface is constrained to be molecularly sharp and the ion is transferred

without any water molecules, the free energy profile is significantly di↵erent (red curve

in Figure 6.3(a)): The shallow local minimum is gone, the rise in the free energy occurs

at smaller values of z compared with the normal interface and the net free energy of

transfer is significantly larger (23 ± 1 kcal/mol). Clearly, transferring the ion into the

organic phase is much more favorable when some number of water molecules accompany

the ion. Since the initial increase in the free energy correlates quite closely with the

reduced number of hydration shell water molecules, we can attribute the steeper rise

in the free energy to the more rapid decrease in the hydration number (green line in

Figure 6.3(b)), made necessary by the constraint imposed on the interface. A continuum

viewpoint of this process can be described by invoking the model of a sphere moving
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toward a flat surface in a viscous fluid. [127] In this model, the resistance deviates from

Stokes’ formula when the sphere approaches the surface, increasing with 1/d, where

d is the distance between the sphere and the surface. In the normal, unconstrained

system this additional resistance results in the distortion of the interface, caused by the

approaching ion. In the unconstrained system this resistance of the surface to the ion’s

approach is considerably smaller than the approach toward a flat, solid surface since

the unconstrained liquid/liquid interface may distort in response to the ion’s motion.

Since the water molecules are unable to cross the z = 0 plane, the ion must approach

the interface as it would a solid surface (and then pass through it). The dramatically

increased free energy requirement of the flat interface system in the region of -3 Å

> z > +3 Å illustrates the energetic value of the surface distortion. These results

demonstrate that, in the unconstrained (“normal”) simulation, interfacial distortions

caused by the approach of the ion to the interface significantly reduce the free energy

required for ion transfer. With the flat interface constraint, we are able to gain some

clues about the energetic benefit of interfacial fluctuations, surface distortion, and water

finger formation during the ion transfer event. However, this constraint also completely

strips the ion of its water solvation shell. Co-transfer of part of this hydration shell

is a well-established phenomenon, witnessed in both experiment and simulation (for a

recent review see Reference [18]) that should contribute toward the reduction of free

energy in liquid/liquid ion transfer. [182] We can provide a partial account of this e↵ect

by considering the transfer of the ion with a fixed number n of water molecules across

the constrained flat interface. In these simulations, we set n = 3, which is close to the
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experimentally accepted number. [167] Oxygen atoms of the 3 water molecules assigned

to the solvation shell are attached to the chloride ion using the interaction potential

given by �H(x)x2;x = |rCl � rO|� rmin, where the constant � is 1200 kcal·mol�1Å�2,

H is the Heaviside step function, and rmin = 3.85 Å is the location of the first minimum

of the chloride-oxygen water radial distribution function. The three water molecules

tethered to the ion are not influenced by the external potential that keeps the interface

flat and therefore are allowed to cross into the organic phase with the ion. Thus, we are

in fact considering the transfer of the stable species Cl�(H2O)3 across the flat interface.

The addition of this small solvation shell reduces the free energy of ion transfer across

the flat, constrained interface by 17% compared to the transfer of the fully “naked”

ion. The shape of the free energy curves is di↵erent as well (Figure 6.3(a)): When

3 water molecules accompany the ion, the free energy plateau begins slightly further

into the organic phase due to the presence of hydration shell water. The hydration

shell allows the ion to remain within hydrogen bonding distance to the aqueous phase

by the length of an additional water-water hydrogen bond. This additional water-

water hydrogen bond extends beyond the potential barrier imposed at z = 0. The

second feature considers the small peak prior to the plateau, which we assign to the

energetics of rearranging interfacial water molecules to interact with approaching or

leaving ion. This peak is not readily present in the Cl�(H2O)3 simulation, which is

a reasonable result since the small solvation shell water molecules would require less

energy to reintegrate with the aqueous phase than the naked chloride ion. Given the

relatively long lifetime of water protrusions and other surface fluctuations and given
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the uncertainty and variability in the number of water molecules that are co-extracted

with the ion, it is reasonable to question whether the free energy curves depicted in

Figure 6.3 describe true equilibrium behavior. To partially explore this issue and gain

additional insight into the ion transfer process, we have also attempted to calculate

the free energy profile for the back transfer of the ion from the nitrobenzene to the

aqueous phase. The challenge here is to correctly select the initial state of the ion in

the organic phase. One approach is to start from a configuration reached during the

forward (water ! organic) simulations. [45, 54] In reality, an ensemble average over

properly weighted di↵erent hydration clusters, Cl�(H2O)n, would be required to truly

describe the reverse process. In Figure 6.3, we show the free energy profile calculated

for the transfer of Cl�(H2O)3 from the organic phase to the aqueous phase across the

normal interface as the process with the most likely largest contribution. Indeed the

free energy profile (dashed line Figure 6.3(a)) is quite close to the curve for the normal

transfer of Cl– from water to nitrobenzene. Note that the average hydration number for

this reverse transfer (dashed line Figure 6.3(b)) increases as the Cl�(H2O)3 approaches

the interface due to the water surface fluctuations. The increase begins near z = 12

Å, which is the point identified earlier as the average maximum length of water fingers

before breakup in the transfer from water to nitrobenzene. These results suggest that

the energetics of interfacial ion transfer (for small ions) is largely dictated by surface

distortion and the formation of the water finger structure. As the finger extends to

near maximum length, just prior to breaking, the structure is typically a single chain of

hydrogen-bonded water molecules surrounded by molecules of the adjacent immiscible
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phase. Breaking the elongated water finger requires significantly less free energy than

stripping the ion from the hydration shell as nitrobenzene molecules that surround the

water finger interact and interfere with the increasingly fragile chain of hydrogen-bonded

water. Simulations of the constrained surface do not allow the distortion of the surface

of the random motion of nitrobenzene molecules to reduce the energetic cost of ion

transfer. However when we allow a fixed number of water molecules to co-transfer with

the water, we partially account for the energetic benefit of this co-transfer. Crossing

the interface is quite similar in both flat-interface simulations, but the hydrated ion

demonstrates an “easier” transition into the organic phase. Although these PMF curves

are calculated using an equilibrium umbrella sampling technique with a single ion, we

may use these results to comment on the observable dynamics of a macroscopic system.

However, it should be again noted that the physical constraints applied in the flat and

Cl�(H2O)3 systems to deconstruct the energetics of this ion transfer do not have realistic

experimental analogues. If equilibrated systems of these designs could exist, we should

expect that they would have Boltzmann-weighted ion populations related to the free

energy di↵erences calculated above. Further, the flux of the chloride ions across the

interface should be related to the free energy curves in Figure 6.3(a) by

jI / e���A, (6.10)

where jI is the flux across the interface, � is 1/(kBT ), and �A is the di↵erence be-

tween the lowest and highest values in the respective PMF curve. With this approach,
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the flat interface constraint reduces ion flux by about a factor of 107. When the 3-

water solvation shell is allowed to co-transfer in the Cl�(H2O)3 simulation, the flux

increases by about 2 orders of magnitude, about 105 times slower than in the uncon-

strained system. The description of the ion transfer process using only the ion’s position

along the interface normal averages out the detailed mechanistic picture qualitatively

described above. As the mechanism of ion transfer is intimately connected with the

deformation of the interface, formation of the water “finger,” and the co-transfer of

some hydration shell water molecules, additional coordinates to describe this informa-

tion are required to develop a quantitative account of the transfer process. In general,

for any generalized coordinate �(r) (such as sW , sNB, or w defined above) where r

represents all nuclear positions (including the ion location xI , yI , zI), the local equi-

librium average h�i(z) is given by where f(r) is the normalized phase space density

(f(r) = exp(��U(r))/
R
exp(��U(r))dr, U(r) is the total system potential energy, and

� = 1/kBT ) and zI is the ion’s location along the interface normal. The equilibrium

simulations in each of the overlapping windows provide statistically reliable data to

compute these ensemble averages, which we examine next. The three panels in Figure

6.4 show the average values of the water solvation coordinate hsW i and the nitrobenzene

solvation coordinate hsNBi as a function of the ion’s z position for the three systems

examined. Since most (about 70%) of the ion-water interaction energy is determined

by the molecules in the first hydration shell, it is not surprising that the three hsW i(z)

curves in Figure 6.4(a) resemble the corresponding curves in Figure 6.3(b). Under nor-

mal conditions, hsW i gradually decreases as the ion moves into the organic phase. The
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Figure 6.4: (a) The average water solvation coordinate sW , (b) the average nitrobenzene
solvation coordinate sNB, and (c) sW + sNB as a function of the ion’s location along
the normal to the water/nitrobenzene interface.
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decrease is not dramatic since most ion-water interaction occurs between the ion and

its solvation shell, which is mostly intact when the ion crosses the interface. The solva-

tion coordinate continues to decrease as the ion moves into the organic phase and the

average number of water molecules in the 1st hydration shell and contributions from

the 2nd hydration shell and beyond decreases. In the flat-interface system, hsW i de-

creases rapidly at the interface since the ion is stripped of its solvation shell water. The

tail of the flat-interface curve represents the remaining ion-water long-range columbic

attraction. The flat-interface, fixed hydration shell simulation (Cl�(H2O)n) represents

an intermediate behavior. Since three water molecules are always present in the vicin-

ity of the chloride ion, the water solvation coordinate plateaus once the ion leaves the

short-range influence of the aqueous phase. The nitrobenzene solvation coordinate is

shown in Figure 6.4(b). In the normal, unconstrained system hsNBi increases gradually

as the ion moves to the organic phase. With the flat-interface constraint enabled, the

ion is more exposed to the nitrobenzene phase as it approaches the interface since the

constrained interface is unable to distort toward +z. When the naked ion crosses into

the organic phase, hsNBi increases rapidly and plateaus. With three solvation-shell

water molecules tethered to the ion in the flat-surface system (Cl�(H2O)3), the system

plateaus at a lower value due to the presence of these solvation water molecules. It is

interesting to examine the sum hsW i + hsNBi for each of these systems. A fixed value

of 1 for this sum, independent of z, would suggest that the interaction energy of the ion

with the water is replaced on a relative basis with the interaction energy of the ion with

the less polar organic liquid. This was found to be the case for the transfer of tetra-alkyl
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ammonium ions and ion pairs across the water/chloroform interface. [17] Here, the small

hydrophilic ion gives rise to a slightly di↵erent picture. While the sum does not vary

much from 1 (only about 5%-15% total change depending on the system), the variations

provide additional insight into the structure of the hydrated ion that is consistent with

the discussion above. Thus, for the normal interface, hsW i + hsNBi varies from 1 in

bulk water to 1.15 in bulk nitrobenzene. The slight increase suggests that the decrease

in the total ion-water interactions is slightly made up for by the fact that the water

molecules in the first hydration shell are held more tightly together when the ion is in

bulk nitrobenzene than when the ion is in bulk water. This is also confirmed by noting

the increased water-ion interaction energy per water molecule in the hydration shell

and the longer water-ion residence time when the hydrated ion is in the bulk organic

phase. [16] The slight increase in hsW i + hsNBi as the ion is transferred from water

across the flat interface is initially the same as that of the normal interface until the ion

reaches the Gibbs surface. At this point, the rapid drop in the ion-water interaction is

seen as a sudden decrease in the sum of the solvation coordinates as the ion is stripped

of its hydration shell. When the ion with a fixed hydration shell (Cl�(H2O)3) crosses the

interface (Figure 6.4(c), green curve), the interaction energy between the ion and the

three tethered water molecules increases, similar to the behavior of the unconstrained

system’s hydration shell. The sum of the solvation coordinates approaches 1.1 as the

ion and its fixed n = 3 shell move into the bulk nitrobenzene region. With this under-

standing of the nature of the solvation coordinates sW and sNB, it is useful to consider

the dependence of the system’s free energy on them. In general, the two-dimensional
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Figure 6.5: The free energy of ion transfer vs. the equilibrium (a) water solvation and
(b) nitrobenzene solvation coordinates.
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free energy A(z, s) in which z and s (where s stands for sW or sNB) vary independently,

would contain a relatively complete description of the ion transfer. In practice, com-

puting A(z, s) would be challenging because values of s significantly di↵erent from the

equilibrium values are extremely rare and irrelevant to the process of electrochemical

ion transfer. When the ion is located in the aqueous phase, the probability of observ-

ing a value of sW significantly di↵erent from 1 (or sNB di↵erent from 0) is essentially

zero, corresponding to a very high value of the free energy. When the ion is at or near

the GDS, relatively large fluctuations in the values of sW and s N B are more likely,

corresponding to lower free energy values. As the ion is moved to the organic phase, at

each value of z the two-dimensional free energy A(z, s) has an approximate parabolic

dependence on sW or sNB with the minimum (equilibrium value) of A attained at hsW i

or hsNBi. This equilibrium value is plotted in Figure 6.5 as a function of hsW i (Figure

6.5(a)) and hsNBi (Figure 6.5(b)). The fact that the top panel (where sW varies from

1 to 0) and the bottom panel (where sNB varies from 0 to 1) are almost identical is a

direct result of the relationshiphs hsW i + hsNBi ⇡ 1 mentioned above. They describe

the free energy change when the ion is transferred from water to nitrobenzene when the

solvation coordinates are allowed to reach equilibrium at each value of z. Unlike the sig-

nificantly di↵erent behavior depicted in Figure 6.4 for the three systems, the similarity

in the shape of the three curves in Figure 6.5 is quite striking, with the main di↵erence

being the final value of the free energy. This suggests that the local equilibrium free

energy of the ion is more strongly correlated to its solvation state than to its location.

The relatively small di↵erences between the three curves in the region 0.5 < sW < 0.7
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Figure 6.6: Solvent force constants kW (blue) and kNB (red) and a representative fit
of free energy variation about the corresponding equilibrium solvent coordinate value
(inset). The dashed curve represents the parabolic fitting function.

(more clearly observed in the top panel) suggest that significant contribution to the

free energy of transfer is the deformation of the interface and the creation of the water

finger, but that this is less than the “cost” of transferring a “naked” ion. While Figure

6.5 suggests that solvation coordinate is highly correlated with the position of the ion,

it is interesting to examine in some detail the parabolic dependence of the free energy

A(z, s) on the solvation coordinate s. Specifically, for small deviations from equilibrium,

A(z, sW ) = Aeq +
kW
2

(sW � hsW i)2,

A(z, sNB) = Aeq +
kNB

2
(sNB � hsNBi)2.

(6.11)

Figure 6.6 shows the values of the “solvent force constants” kW and kNB determined

from a parabolic fit of the fluctuations in the solvent coordinates about their equilibrium
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Figure 6.7: The water finger coordinate, w, as a function of the ion’s location along the
normal to the water/nitrobenzene interface.

values. A large value of the force constant indicates a tighter solvation environment,

which requires larger free energy to deform. An example of this parabolic relation is

shown in the inset of Figure 6.6. Here A(z, sW ) of an ion confined to a window defined

by -1.5 Å < z < 1.5 Å and the parabolic fit from which kW is obtained (dashed curve)

are shown. As the ion is transferred from the aqueous phase to the organic phase the

decrease in the kW force constant corresponds to the large fluctuations in the hydration

energy caused by the depletion of the hydration shell and the formation of the water

finger. In contrast, kNB is mostly constant when the ion is in the organic phase, with

a rapid increase as the ion sheds the solvating nitrobenzene molecules upon entering

the interface region and moving toward the aqueous phase. We should point out that

when the ion is in the organic phase and the water finger is broken, several hydration

shell structures as well as di↵erent finger structures may contribute to the fluctuations

in sW and these fluctuations are no longer well described by a single parabola. We next
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consider the variation in the water finger coordinate w as the ion is transferred through

the interface. Figure 6.7 shows the average hwi as a function of the chloride ion’s z

position, calculated by averaging the values of w in 0.1 Å bins along z. As long as the

ion is attached to the bulk water phase via an unbroken network of water molecules, hwi

is near the O–O distance corresponding to a water-water hydrogen bond (about rOO =

2.75 Å, which corresponds to the peak value of the bulk water O–O radial distribution

function). The value of z at which hwi begins to significantly increase beyond rmax
OO (3.4Å,

see Section II-C-2) is the point where the ion breaks away from the aqueous phase. In

the constrained surface systems, this separation from the bulk water begins at z ⇡ 3 Å

for the transfer of the naked ion and at z ⇡ 5 Å for the transfer of Cl�(H2O)3 across

the flat interface. The di↵erence of about 2 Å between the two constrained systems

is attributed to an additional hydration water between the ion and the aqueous phase

during the transfer of Cl�(H2O)3. When the ion breaks free of the interface, the last

interacting water remaining at the interface is no longer pulled toward the +z direction,

and it recedes into the aqueous phase, resulting in the rapid increase in hwi seen in both

of the constrained simulations (z ⇡ 4 Å and z ⇡ 6 Å). As the ion moves away from the

flat constrained surface, hwi increases linearly with the ion’s z position and in this region,

to a good approximation, hwi = z for the naked ion and hwi = z� zOCl for the transfer

of Cl�(H2O)3, where zOCl is the projection along the interface normal of the position

of the peak Cl–O radial distribution function, about 3.2 Å. The average shortening of

hwi, when compared to the naked ion at the same z position, is approximately 2.5 Å

due to the intervening of slightly less than a single water molecule (on average) between
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the ion and the flat interface. In the unconstrained, normal system, the water finger

appears to break when the ion is approximately at z = 12 Å. Examination of individual

trajectories (see below) suggests that the breakup follows elongation of the water finger

and significant water surface fluctuations, which make the initial rise not as sharp as

in the constrained systems. As the water finger elongates, the water finger structure

changes from a more conical morphology to a linear chain of water molecules, finally

resulting in the breakup of a hydrogen bond between a hydration shell water molecules

and the other water molecules in the finger. Additional insight into the utility of the

water finger coordinate for describing the mechanism of ion transfer is provided in

Figure 6.8, which shows the local equilibrium free energy of the ion plotted against the

equilibrium value of the water finger coordinate. The nearly step-like behavior of the

three systems suggests that, in all systems examined, by the time the last hydrogen bond

is broken (when hwi ⇡ 3.4 Å, the commonly used maximum oxygen-oxygen distance

when geometrically defining the existence of water-water hydrogen bonds), most of the

free energy change has been accounted for, especially when surface fluctuations are

suppressed. This is more clearly observed in the normalized free energy change in the

bottom panel, where �At is the net free energy of transfer from water to nitrobenzene.

This behavior is consistent with our earlier discussion, which assigns most of the free

energy change to the creation and elongation of the water finger in the normal system

or the stripping of the water hydration shell in the constrained systems. The fact that

hwi does not appreciably change during this critical phase of the finger formation and

elongation reduces its utility for understanding the mechanism of the transfer (except
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Figure 6.8: (a) The free energy of ion transfer vs. the equilibrium water finger coordinate
(b) Normalized free energy vs. the equilibrium water finger coordinate.
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for the obvious observation that transfer via formation of a water finger is much more

energetically favorable). Because the water finger coordinate w is (loosely speaking) a

measure of the longest oxygen-oxygen distance, it may be used to monitor the integrity

of the water finger. This is demonstrated in Figure 6.9, which depicts z, w, sW and

sNB vs. time for a selected 0.8 ns trajectory of the unconstrained system. In this

particular simulation, the ion is constrained within the window 8.5 Å > z > 11.5 Å

(in the organic phase). The relatively flat line near w ⇡ 3 Å indicates the region with

an intact water finger, where the ion is tethered to the aqueous phase by at least a

chain of hydrogen bonded water molecules with a maximum rOO of approximately 3.4

Å. At 0.27 ns the water finger breaks, w increases to over 10 Å, and remains broken

with rapid fluctuations for the next 0.3 ns until it reforms at t = 0.62 ns and remains

intact for the rest of the trajectory. This spontaneous formation and breakup of the

water finger while the ion is held above the interface quantitatively demonstrate the

harpoon or “protrusion”-based transfer mechanisms suggested in earlier work. [10, 127]

Figure 6.9 also reveals the statistical fluctuations of the solvation and water finger

coordinates during the most erratic part of the transfer process: separation of the ion

from the water phase. The solvation coordinates sW and sNB have a fairly consistent

standard deviation of 0.1 in the MD trajectory observed in Figure 6.9. The water finger

demonstrates a significantly di↵erent behavior in regard to fluctuation, with a standard

deviation of 0.07 Å when the water finger structure is intact (0.0 ns < t < 0.2 ns) and 1

Å when the water finger has broken (0.3 ns < t < 0.6 ns). This di↵erence in �w values

reflects the nature of the coordinate. When the water finger is intact, fluctuations in w
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are essentially fluctuations in hydrogen bond distances. When broken, fluctuations in w

largely describe geometric fluctuations of the liquid-liquid interface. Several interesting

points can be gleaned from Figure 6.9. When the finger is intact (t < 0.27 or t >

0.62 ns), the ion is able to explore the whole range of z values, suggesting that the

water finger is able to keep up and fluctuate accordingly. When the finger is broken, w

experiences large fluctuations while the ion is mostly near the “upper” (z ⇡ 11 Å) edge
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of the window. Without the anchor provided by the water finger, the ion is more likely

to drift towards the bulk of the organic phase due to the applied biasing potential. This

is also reflected by the variations observed in the values of the solvation coordinates

(bottom panel): sNB increases and sW decreases during this time frame (while the sum

fluctuates around a fixed average of 1.1). The large fluctuations in w correspond to

large surface water deformation. For example at t ⇡ 0.4 ns we see that w ⇡ z ⇡ 11 Å

corresponding to a situation where the ion’s partial hydration shell points away from

the interface while the interface is locally flat.

6.4 Conclusions

Characterizing liquid surface fluctuations during ion transfer across the inter-

face between water and an immiscible organic solvent and taking into account the partial

co-transfer of the ion hydration shell are crucial for correctly describing the mechanism

of this important process. Our free energy calculations for the transfer of Cl– across the

water/nitrobenzene interface show that a major contribution to the ion’s free energy

of transfer from the aqueous to the organic phase is in the deformation of the inter-

face and the creation of water molecules protrusions (“finger”) into the organic phase.

However, a significant “savings” in free energy is gained by the co-transfer of several

water molecules with the ion. The ion solvation energy with each of the two liquids

(normalized by the corresponding bulk values) gives crucial information about the local

thermodynamic state of the ion and is strongly correlated with the ion local free energy
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and position. In contrast, the geometric coordinate w does not appreciably change dur-

ing the critical phase of the water finger formation and elongation. This coordinate is

useful for monitoring the integrity of the water “finger” and for identifying the onset of

the “harpoon”-like mechanism for the ion transfer.
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Chapter 7

Miscibility at the immiscible

liquid/liquid interface: A molecular

dynamics study of thermodynamics and

mechanism

7.1 Introduction

It is well known that water is sparingly soluble in even the most nonpolar liq-

uids. Water will, in very small amounts, penetrate into the adjacent “immiscible” phase

when a nonpolar liquid is in contact with water vapor or liquid water. A small concen-

tration of water in a nonpolar environment can have a significant impact by initiating

corrosion, inhibiting particle growth, poisoning catalytic sites, occupying active sites, or

dramatically increasing the energetic barrier to chemical reactions. [233, 35, 82, 170, 164]
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For these reasons the quantification and removal of trace water in organic solvents con-

tinues to attract attention in several fields. [233, 64, 161] The equilibrium concentration

of water dissolved in nonpolar solvents has been quantified experimentally and, to a lim-

ited extent, studied by computer simulation. [181, 85, 5, 3] However the thermodynamics

and, in particular, mechanism of water’s dissolution into an adjacent, immiscible liquid

phase remain open questions. In this work we focus on the transfer of water from a bulk

liquid water phase to a bulk liquid organic phase at the immiscible water/liquid inter-

face. Our initial intuitive understanding of this transfer event may draw from studies of

ion transfer across that interface. [127, 10, 194, 99, 106, 107, 45, 179] In ion transfer, the

ionic species moves across the interface and drags with it a portion of its hydration shell.

The ion remains tethered to the aqueous phase by an extruded protrusion of hydrogen

bonded water molecules that may extend over 1 nm beyond the Gibbs Dividing Surface

into the organic phase. When the final water-water hydrogen bond breaks, the ion and

part of its hydration shell (typically 1-4 water molecules) di↵uses into the organic phase.

However, water-water hydrogen bonding interactions are typically significantly weaker

than ion-water electrostatic interactions and this mechanism may not accurately explain

the dissolution of water in an organic solvent. A second logical basis of comparison is the

evaporation of water. Water evaporation is also the transfer of water from a bulk liquid

phase into a medium of much lower relative permittivity (a vacuum) and therefore may

share thermodynamic or mechanistic aspects with the transfer of water into a nonpolar

liquid phase. A series of recent theoretical studies have revealed interesting details re-

garding the evaporation of water. [220, 153, 152] Bonn and co-workers [153] found that
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the evaporation of water involves two main steps: (1) A final collision, where the trans-

ferring water is close to a hydrogen-bonded surface water molecule and (2) the formation

of a new hydrogen bond between the non-transferring water and another nearby water

just prior to this final collision. They suggest that this mechanism acts as a “Newton’s

cradle,” where the formation of the new hydrogen bond imparts su�cient energy to

the transferring water molecule to break its last remaining water-water hydrogen bond,

ejecting it from the liquid/vapor interface. Sakaguchi and Morita also investigated the

evaporation of water through Langmuir-Blodgett films of n-alcohols, reporting that the

alcohols slightly reduce the net free energy required for water evaporation or condensa-

tion through the monolayer. [188] Presence of a short-chain alcohol monolayer (butanol)

has a very small e↵ect on the monotonic Free Energy Profile (FEP) of water evaporation

but long-chain n-alcohols (decanol and hexadecanol) introduce a free energy barrier of a

few kcal/mol due to a significant decrease in the mass accommodation coe�cient. The

FEPs of evaporation through long-chain film resemble the transfer of an ion across the

immiscible liquid/liquid interface when the interface is constrained to a flat plane by an

externally applied potential. [99] This relationship is interesting since both the interface

constraint and the intra-monolayer Van der Waals forces e↵ectively flatten the inter-

face, suppressing fluctuations. Sakaguchi and Morita report that the transport of water

through the monolayer is facilitated by a “water finger” protrusion, further strengthen-

ing the link to liquid/liquid ion transfer. To investigate the water dissolution process

we first use equilibrium molecular dynamics simulations to derive the FEP, also known

as the Potential of Mean Force (PMF), for the transfer of water molecule(s) across the
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interface. These calculations provide a mean field description and thus largely ignore

the importance of dynamic fluctuations at the liquid/liquid interface. However, as in

the case of ion transfer, the FEP could provide evidence that these fluctuations are im-

portant to transport across these adjacent phases. We recently studied the free energy

of transfer of a chloride ion across the water/nitrobenzene interface, finding that when

interfacial fluctuations are suppressed (a flat interface constraint is implemented but

co-transfer of the water’s solvation shell is permitted) the net free energy of transfer in-

creases by approximately 60%. [99] In the case of ion transfer, these and other computer

simulations [10, 194, 106, 107, 45] strongly support and quantify the “water finger” or

protrusion mechanism. Also in the present work these equilibrium FEP calculations

are accompanied by a few suggested “reaction coordinates”: Collective variables that

attempt to describe the transfer event using a few degrees of freedom. We then com-

plement these equilibrium studies with a set of 487 molecular dynamics trajectories,

each having captured an independent dissolution event of water into nitrobenzene. Our

analysis of these dissolution events is similar to the water evaporation studies recently

performed by Bonn and coworkers, [153] which allows for easy mechanistic comparison

between water/vapor (evaporation) and liquid/liquid (dissolution) water transfer. The

rest of this paper is organized as follows: In Section II we describe and analyze the

thermodynamics calculations performed on the interfacial systems. Section III analyzes

the collected dissolution events to investigate the mechanism and dynamics of water

transferring from bulk water to nitrobenzene. Section IV summarizes and concludes.
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7.2 Thermodynamics

7.2.1 Methods

7.2.1.1 Systems and force fields

Molecular dynamics simulations of water/nitrobenzene, water/hexane, and wa-

ter liquid/vapor systems were performed using our in-house code. The liquid/liquid

systems consist of two adjacent slabs of immiscible liquids in a 31.28 ⇥ 31.28 ⇥ 300.0 Å

rectangular box with the liquid/liquid interface located in the x-y plane at z ⇡ 0 Å. The

aqueous phases, consisting of 986 water molecules, are located at z < 0 and the organic

phases, either 252 nitrobenzene molecules or 250 hexane molecules, are in the z > 0

region. Each liquid phase is in equilibrium with its respective vapor phase with soft

reflecting potential walls located 5 Å from the simulation box boundaries in the z direc-

tion to prevent vapor phase molecules from crossing into the adjacent vapor phase. The

water liquid/vapor system consists of a slab of 986 water molecules in equilibrium with

its own vapor contained within a rectangular box with the same dimensions and soft

reflecting walls near the z boundaries as the liquid/liquid systems. All intermolecular

interaction potentials are the pairwise sum of Lennard-Jones and Coulomb terms

Uij(r) =
X

i<j

4✏ij

⇣�ij
r

⌘12
�
⇣�ij

r

⌘6
�
+

qiqj
4⇡r✏0

(7.1)

where r is the distance between atom centers i and j. Lennard-Jones parameters for

mixed interactions are generated using Lorentz-Berthelot combining rules, �ij = (�i +
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�j)/2 and ✏ij = (✏i✏j)1/2. The nitrobenzene model has been described previously [136]

and reproduces the experimental dipole moment and enthalpy of vaporization. For

hexane, we use the OPLS united atom model. [91] Our water model is a version of the

flexible simple point charge (SPC) model [22] with intermolecular potentials as described

by Kuchitsu and Morino. [109] These particular combinations of water and organic

models produce liquid/liquid and liquid vapor interfacial properties (surface tension,

density profiles, and orientational distributions) that agree well with experiment. [10,

159, 18, 193] Starting configurations were first constructed manually and equilibrated by

performing MD simulations with short time steps (t < 0.1 fs) to remove any high energy,

nonphysical configurations. Prior to production runs all starting configurations were run

for at least 1 ns of simulation time with a time step of 0.5 fs to ensure equilibration (e.g.

convergence of average total energy, density profiles, etc.) and verify that all applied

constraints conserve energy.

7.2.1.2 free energy calculations

We use umbrella sampling [1, 34, 174] with an applied biasing potential to

calculate the free energy profile of a water molecule transferring from bulk water into

the adjacent phase. Our implementation of this technique has recently been described

in detail [99] and here we briefly summarize it. To calculate the free energy profile of this

water transfer process, we first select a single water molecule of interest: the “tagged”

water. The interval of interest along the z-axis spans the region from bulk water to the

bulk organic liquid, -10 Å > zw > 17 Å, where zw is the position of the transferring
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water molecule’s center of mass along the z-axis and the liquid/liquid interface is located

at approximately z = 0 Å. We divide this interval into a series of N overlapping lamellae

that are parallel to the x-y plane (parallel to the liquid/liquid interface.) The local free

energy in each lamella is

An(zw) = �kBT lnPn(zw) + Cn (7.2)

where Pn(zw) is the probability distribution of zw within lamella n and Cn is a constant.

The An segments are combined by selecting Cn to minimize the di↵erence between An

and An+1 in the overlapping regions [110, 105] to create a complete free energy profile

which spans the entire interval of interest. Poor statistical sampling of a given lamella

may occur if the value of A(zw) varies by a large amount. We apply a biasing potential,

Ubias(zw), to the tagged water to accelerate the exploration of phase space and improve

sampling statistics. This modifies the interaction between the tagged water molecule

and the surrounding solvent molecules Uwx as follows:

U b
wx = Uwx � Ubias(zw) (7.3)

where Ubias(zw) is a function of the position of the tagged water molecule’s center of

mass along the z-axis and is of the form

Ubias(zw) = ↵
(1 + tanh[�(zw � ⇣)])

2
(7.4)
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where the constants ↵, �, and ⇣ are selected so that the biasing potential approximates

A(zw). The free energy profile within a lamella is determined from the biased probability

distribution P b
n(zw) by

An(wz) = �kBT lnP
b
n(wz) + Ubias(zw) (7.5)

The simulations in this work use lamellae that are 3 Å wide and overlap by 1 Å. The

tagged water is confined within the specified lamella by a window potential that is zero

within the boundaries of the lamella along the z-axis and rises rapidly if the tagged water

attempts to exit the lamella. All equilibrium data presented in this work represents 10

ns of sampling within each of the overlapping lamella and all simulations are performed

at 298 K.

7.2.2 Results and discussion

Figure 7.1 shows the density profiles of the two liquid/liquid systems. Obvi-

ously water is immiscible with each of these adjacent organic phases. In each system

the Gibbs Dividing Surface (GDS) is located at zGDS = 0 Å. The exact definition of the

Gibbs Dividing Surface is the plane parallel to the interface where the excess density of

one liquid on one side exactly matches the deficit on the other side relative to a step func-

tion profile. [184] However, at the liquid/liquid interface, one may define the GDS with

respect to each liquid and get a slightly di↵erent value, which to a good approximation is

the location where the density of water is 50% of the bulk value. The interface region of
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the water/nitrobenzene system (Figure 7.1a) is noticeably wider than the water/hexane

interface (Figure 7.1b.) The distance over which the water density varies from 90% to

10% of the bulk value is approximately 5 Å in the water/nitrobenzene system and 3 Å

in the water/hexane system. This di↵erence in interface width can be directly related

to the surface tension of two interfaces: � = 51 dyn/cm for water/hexane [187] and � =

25 dyn/cm for water/nitrobeneze. [95] The interface width is a result of thermal aver-

aging over capillary fluctuations of a molecularly sharp interface. [184, 172] All phases

achieve bulk density when only a few molecular diameters away from the liquid/liquid

interface. The miscibility of water in the two organic liquids is determined by energetic

and entropic contributions but is roughly related to the relative permittivity of the two

liquids: ✏r ⇡ 6 for hexane and ✏r = 34.8 for nitrobenzene at 298 K. The exact value

can be obtained from the net di↵erence in free energy as determined by the FEP cal-

culations. Figure 7.2a shows the FEP of a water molecule transferring from the bulk

aqueous phase to the bulk region of the adjacent phase in each of the three interfacial

systems, calculated using the umbrella sampling method described in Section II.A.2. As

the tagged water molecule moves from bulk water toward the organic (in the +z direc-

tion) each free energy curve increases monotonically and plateaus in the organic region.

The water/nitrobenzene FEP (blue curve) begins to rise at z ⇡ -3 Å (about one water

layer before the GDS), exhibits a slight and broad maxima at z ⇡ 7 Å, and reaches a

plateau at z ⇡ 10 Å. The net free energy of transfer is 3.8 kcal/mol. The experimentally

determined solubility of nitrobenzene in water, 0.178 M, [85] corresponds to a net free

energy of transfer of 2.36 kcal/mol. This di↵erence in net free energy is not large in
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Figure 7.1: Density profiles of the (a) the water/nitrobenzene and (b) water/hexane
liquid/liquid systems obtained from molecular dynamics simulations. In each panel the
blue curve represents the aqueous phase and the red curve represents the organic phase.
Data shown from each system is the average of 50,000 configurations collected over 10
ns of simulation time.
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magnitude but is a significant percentage of the actual value. The water/hexane FEP

(red curve) plateaus at z ⇡ 7 Å and had the largest net free energy of transfer, 7.6

kcal/mol. The experimental solubility data, 0.0362 M water in hexane at 298 K, [181]

corresponds to a net free energy of transfer of 4.54 kcal/mol, significantly lower than the

value determined by our simulations. Lastly, the green curve in Figure 7.2a represents

evaporation of water, the transfer of a tagged water molecule from bulk water into an

adjacent water vapor phase, also plateau at z ⇡ 7 Å. The net free energy of transfer

for evaporation is 6.5 kcal/mol, which compares well to the experimentally determined

value of 6.32 kcal/mol. [3] The di↵erence between the water/hexane liquid/liquid net

free energy in Figure 7.2a and the corresponding value determined from solubility data

reflects a recent and ongoing discussion regarding the accuracy of the force fields used

in water/alkane simulations. Chapman and co-workers [5] identified the poor perfor-

mance of fixed-charge force fields and Lorentz-Berthelot combining rules when studying

the solubility of water in alkanes, noting that the water-alkane interactions are dra-

matically underestimated. This work was followed by commentary by McDaniel and

Yethiraj [131] and a similar report (with similar findings) by Panagiotopoulos and co-

workers [89] on water/CO2 and water/n-alkane mixtures. Recently, subsequent work

by Chapman and co-workers [3] confirmed that the electrostatic and induction e↵ects

between water and alkanes are critical components to consider when considering this

extreme case of water’s solubility in alkanes. Our water/hexane free energy profile in

Figure 7.2a agrees with the underestimation of water’s solubility in an alkane. The solu-

bility of water in nitrobenzene is also underestimated but to a much lesser extent. Since
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nitrobenzene (unlike hexane) is significantly polar, the electrostatic interaction energy

between nitrobenzene and water at the liquid/liquid interface is much larger than the

interaction energy resulting from the induced dipoles when water and nitrobenzene are

in close contact. As a result, it is possible to account for the total energy using fixed

empirical parameters. The calculated net free energy of transfer of our non-polarizable

water across the liquid/vapor interface compares very well with experimental values.

This thermodynamic result agrees with the mechanistic simulations performed by Bonn

and co-workers, who directly compared the performance of a nonpolarizable SPC water

model with an ab initio based polarizable water force field. [153] They reported that

their conclusions hold equally well regardless of force field. Figure 7.2b shows the aver-

age number of water molecules in the solvation shell of the transferring water. We define

surrounding water molecules to be a member of the tagged water molecule’s solvation

shell if the oxygen-oxygen distance is less than 3.4 Å, which is the first minimum of

gOO(r) in bulk water. In bulk water the tagged water has about 5 water molecules in

its solvation shell. This population decreases quite rapidly as the tagged water moves

to the interface and eventually reaches zero when the final water-water hydrogen bond

breaks and the transferring water is “dissolved” in the adjacent phase. The blue curve,

representing the water/nitrobenzene phase, maintains a nonzero population deeper into

the adjacent phase than in the hexane and water vapor systems, which parallels the

behavior of the FEP curves shown in the top panel. The more polar nitrobenzene phase

allows the transferring water to drag neighboring waters further into the organic phase,

suggesting that the transfer of water into an adjacent, immiscible, weakly polar phase
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is accompanied by a larger local protrusion of the aqueous phase into the organic phase.

This protrusion appears to be larger than in the case of water/nitrobenzene than in

water/hexane or water/water vapor but much smaller than the protrusions or “water

fingers” that accompany the transfer of a small ion across the immiscible water/organic

interface. [10, 99, 106] The rapid decay to zero suggests that, in all systems, the trans-

fer of a single water molecule is energetically favored over the simultaneous transfer

of several waters. This is the same behavior as in the case of evaporation [128, 153]

but is in marked contrast with the transfer of negative or positive ions, [99, 45] which

keep part of their hydration shell due to strong water-ion electrostatic forces. Nonzero

solvation shell values in the region of z ⇡ 15 Å exist in the water/nitrobenzene system

but are not due to co-transferred water. In these cases, other water molecules have

dissolved into the nitrobenzene phase and “found” the transferred water molecule. To

further support the notion of one-at-a-time transfer of water in the water/nitrobenzene

system, we computed the FEP for the transfer of a water “dimer” ((H2O)2) and a

water “trimer” ((H2O)3). In each of these co-transfer simulations, we tethered one or

two of the surrounding water molecules to the tagged water by implementing a spheri-

cal, harmonic restraining potential around the tagged water’s center of mass that kept

the center of masses of the tethered and tagged waters within 3.4 Å of each other.

(We note that the restraining potential is applied to the centers of mass and not e.g.

the oxygen atom centers so that the orientation of the molecules is not a↵ected by

the introduction of a tethering force.) Figure 7.3a shows the free energy of transfer

along the z-axis for the unconstrained (solid curve, same as the blue curve in Figure
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Figure 7.2: (a) Free energy profiles and (b) average number of water molecules in the
first solvation shell of the transferring water molecule. The curves correspond to an
H2O molecule transferring from bulk water into bulk nitrobenzene (blue), bulk hexane
(red), and an adjacent vapor phase (green.)
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7.2a), (H2O)2 “dimer” (dashed curve), and (H2O)3 “trimer” (dotted curve). The results

confirm that the transfer of a single water molecule is preferred since the addition of

co-transferred waters increases the net free energy of transfer. As mentioned earlier,

the net free energy of transfer for water across the water/nitrobenzene interface is 3.8

kcal/mol. This value increases to 5.9 with the co-transfer of 1 solvation shell water and

further increases to 7.4 with the co-transfer of 2 solvation shell water molecules. Figure

7.3b shows the corresponding average number of water molecules in the transferring

water’s hydration shell. In bulk water the restraining potential results in a noticeably

larger solvation shell population in the (H2O)2 and (H2O)3 systems. Aside from this

artifact, the solvation shell populations of the (H2O)2 and (H2O)3 systems gradually

reduce toward 1 and 2 respectively, indicating that even the imposition of an artificial

solvation shell does not result in the co-transfer of additional water molecules. At the

simplest level, the observation that water dissolves one molecule at a time and does

not co-transfer additional water molecules like ions do, can be attributed to the much

weaker water-water vs. water-ion electrostatic interactions. However, the increase in

free energy of transfer from 3.8 kcal/mol to 5.9 kcal/mol represents a more complicated

balance of energy and entropic contributions, which a detailed molecular theory could

provide. A major component of the free energy of transfer is the interaction energy

between the single water molecule and the rest of the system. We denote by UW (z)

and UO(z) the average interaction energy between the tagged water molecule at the

location z and the rest of the water (W ) and organic solvent (O), respectively. The

bulk values are denoted by U bulk
W = UW (1); U bulk

O = UO(1); all considered at the same
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Figure 7.3: (a) Free energy profiles and (b) average number of water molecules in the
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temperature. These are determined by molecular dynamics simulations of a single water

molecule in the uniform bulk liquid using the same force field parameters described in

Section II.A.1. We find: U bulk
W = -24.5 kcal/mol, U bulk

Hex = -2.0 kcal/mol, and U bulk
NB =

-9.8 kcal/mol. These values suggest that for transfer to nitrobenzene: �UW!NB = -9.8

- (-24.5) = 14.7 kcal/mol, �SW!NB = (�Ut � �At)/T = 37 cal/K. For transfer to

Hexane: �UW!Hex = -2.0 - (-24.5) = 22.5 kcal/mol, �SW!Hex = (�Ut � �At)/T =

50 cal/K. The entropy increase corresponds to the much greater translational free-

dom of the water molecules in the organic solvents than in bulk water. The smaller

value in nitrobenzene compared with hexane is due to the ordering imposed by the

water-nitrobenzene hydrogen bonding. For the interaction of (H2O)2 with the two bulk

phases we find U bulk
D�W = -42.3 kcal/mol and U bulk

D�NB = -17.18 kcal/mol, values that

are slightly less negative than twice the single water molecule values. For the trimer

we get U bulk
D�T = -60.0 kcal/mol and U bulk

T�NB = -20.4 kcal/mol. These values suggest

that for transfer of (H2O)2 to nitrobenzene: �UD�W!D�NB = -17.18 - (-42.3) = 25.1

kcal/mol, �SD�W!D�NB = (�Ut � �At)/T = 64 cal/K. For the transfer of (H2O)3

to nitrobenzene: �UT�W!D�NB = �Ut � �At)/T = -20.4 - (-60.0) = 39.6 kcal/mol,

�ST�W!T�NB = (�Ut � �At)/T = 108 cal/K. As additional water molecules are

co-transferred the increase in the unfavorable energy change outweigh the favorable

increase in entropy leading to increase in the free energy of transfer. As the tagged

water molecule is transferred across the interface, UW and UO vary. While the number

of water molecules in the first hydration shell of the tagged water molecule provides

useful information about the change in the local environment experienced by this wa-
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ter, a more accurate indicator utilizes the total interaction energy defined above. To

this end we define a solvation coordinate s for the transferred water molecule in each

solvent [194, 99]

sW = UW /U bulk
W (7.6)

sO = UO/U
bulk
O (7.7)

where O is “NB” for nitrobenzene and “Hex” for hexane. Figure 7.4a shows the value of

sW for all simulated systems where h. . .i indicates the ensemble average value collected

as a function of the tagged water’s position along the simulation z-axis. Since the

first solvation shell constitutes most (about 70%) of the solvent-solute interactions, the

curves in Figure 7.4a closely track the corresponding solvation shell population curves

shown in Figures 7.2b and 7.3b. For all systems the value of hsW i begins at 1 while

the tagged water molecule is in the bulk aqueous region and decreases as it moves into

the adjacent phase. For the systems without imposed co-transfer of additional water

molecules (solid curves) this decrease is quite dramatic once the tagged molecule crosses

the interface since the tagged molecule is e↵ectively stripped of its solvation shell waters.

In the cases of (H2O)2 and (H2O)3 the decrease is more gradual and the value of hsW i

plateaus at a value significantly higher than zero, indicating the large contribution to

interaction energy made by solvation shell waters. For example, in the case of (H2O)3,

two solvation shell waters are present at approximately z = 12 Å and hsW i ⇡ 0.5. This

indicates that the strength of the interaction between these two solvation shell waters

and the tagged water is about half of the total tagged water-solvent interaction energy in
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a bulk water environment. Figure 7.4b shows hsOi along the simulation z-axis for each

of the liquid/liquid systems. For all systems hsOi begins at zero in the bulk aqueous

phase and increases monotonically, approximately linearly, until the tagged water has

transferred into the organic phase. In the water/nitrobenzene systems (blue curves) the

early part of this increase (in the region of -4 Å < z < 3 Å) is very similar regardless

of the co-transferring water constraint. In the water/hexane system (red curve) the

increase of hsOi begins earlier along the z-axis because the hydration shell is stripped

from the transferring water earlier (along the z-axis) than in the water/nitrobenzene

system. To gain geometric insight into the perturbation of the water structure during

the transfer we also describe the transfer process using the “water finger” coordinate

w, introduced recently by Morita and co-workers, [106] in the study of ion transfer

across the immiscible water/organic liquid/liquid interface. Here we slightly modify the

definition of the water finger coordinate to adapt it for the water transfer event. The

coordinate w is an instantaneous measure of the transferring species’ connectivity to

the aqueous phase. Its value is the largest distance that must be traversed if one were

to start at the transferring species and move to the bulk aqueous phase, where the only

allowable moves are “hops” to other water molecule oxygen atoms. To calculate this

coordinate, an undirected mathematical graph is defined in which each water oxygen

atom is a vertex and the distances between the oxygens are the edges. The coordinate

w is the minimum threshold distance required to give a connected path between the

transferring water and the aqueous phase. Figure 7.5a and 7.5b show the distance

described by w (yellow) in representative system snapshots. When the transferring water
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is connected to the aqueous phase by a network of water-water hydrogen bonds (Figure

7.5a), the value of w is approximately the O–O distance of a water-water hydrogen

bond. After the last water-water hydrogen bond breaks (Figure 7.5b), the value of w

increases rapidly. We refer the reader to References [99, 106, 107] and Appendix E

for more detailed, technical discussions of w. Figure 7.5 shows the ensemble-averaged

values of w as a function of the tagged water’s z position for the interfacial systems.

Since the transfer of water occurs one-at-a-time, the value of w in the region of z > 5 Å

(tagged water moving into the organic phase) is equal to the length of the final water-

water hydrogen bond (when intact) and, after this last bond breaks, w increases rapidly,

approximately linearly with the tagged water molecule’s z position. The most obvious

feature distinguishing the systems in Figure 7.5 is the spatially delayed increase of hwi

in the water/nitrobenzene system (blue curve). This corresponds to the tagged water

molecule separating from the aqueous phase further into the adjacent phase (recalling

that the GDS is located at z ⇡ 0 Å.) Larger interfacial protrusions (“water fingers”)

accompany water transfer in the water/nitrobenzene system due to the lower interfacial

surface tension and the final water-water hydrogen bond breaks when the tagged water

is at approximately z = 6.5 Å, as opposed to z = 5.9 Å in the case of the water/hexane

and water/vapor interfaces. This suggests that water transferring into nitrobenzene

does so from a larger protrusion than in the other systems and this will be considered

further in Section III.
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Figure 7.5: Simulation snapshots illustrating the length of the water finger coordinate
(w) when the transferring water is (a) connected to the bulk by a hydrogen-bonded
“finger” of water and (b) shortly after the breakup of the last water-water hydrogen
bond. Panel (c) shows hwi as measured during the umbrella sampling simulations.
Curves represent the dissolution or transfer of a water molecule from bulk water into an
adjacent phase of liquid nitrobenzene (blue), liquid hexane (red), or water vapor (green).
The grey lines are included to guide the eyes to hwi = 3.4 Å, the cuto↵ distance for
water-water hydrogen bonding.
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7.3 Dynamics and mechanism

7.3.1 Methods and nonequilibrium simulation details

To study the dynamics and mechanism of dissolution of water into nitroben-

zene, we use an approach similar to the one used by Mason [128] and Bonn and co-

workers [153] to study water evaporation. We select 43 independent, equilibrated wa-

ter/nitrobenzene configurations, ensuring that each starting configuration contains no

water molecules dissolved in the nitrobenzene phase. Trajectories are run at constant

total energy for 100 ps from each starting configuration by selecting random velocities

from a Boltzman distribution and storing the positions and velocities of the 200 water

molecules with the highest z position and 100 nitrobenzene molecules with the lowest z

position every 4.0 fs. This selection captures the interfacial region of interest, approxi-

mately -6 Å < z < 17 Å in the simulation box (zGDS ⇡ 0). A dissolution event is defined

whenever any water molecule reaches z > 10 Å and the nearest water molecule is over 6

Å away, at which point the trajectory is terminated. These cuto↵s ensure that the trans-

ferring water has di↵used into the organic phase. In the case of no detected dissolution

event within the 100 ps interval, new random velocities were selected and the process

repeats. In total, 487 dissolution events were collected from 5302 trajectories, which cor-

respond to a total of 507 ns of simulation time. Our analysis of the collected dissolution

events employs a methodology similar to that used by Bonn and co-workers. [153] In the

final configuration of the recorded trajectories the “dissolved” water molecule that has

transferred into the nitrobenzene phase is labeled ‘A.’ We then travel backwards in time

207



in the trajectory to locate the last water-water interaction prior to the dissolution into

nitrobenzene. When the distance between the oxygen atoms of water A and another

water is less than 3.3 Å and this water-water distance is the minimum for at least 50 fs

while moving backwards through the acquired trajectory we define this configuration to

be t = 0, the moment of the last water-water interaction, and define water B: the last

water molecule to ‘interact’ with water A prior to dissolution. This procedure ensures

that we do not misinterpret O-O bond “vibrations” as the actual final breakup. The

vector pointing from OB to OA at time zero, r0, and the midpoint of the OB-OA line

segment at time zero, M, are stored and are used as reference points for the dynamics

of the dissolution events. Figure 7.6 is a representative snapshot of a dissolution event,

indicating the positions of water molecules A and B. Figure 7.6a was acquired just prior

to the breakup of the A-B hydrogen bond (green dotted line). In Figure 7.6b, 40 fs

later, the molecules have moved and the hydrogen bond is no longer intact.

7.3.2 Results and discussion

Before discussing the dissolution mechanism in detail, a brief comment con-

cerning the dissolution rate is warranted. Since 487 dissolution events were collected

in a total of 507 ns trajectories, the rate of dissolution we observed is 0.961 water

molecules/ns, which, given the simulation box cross section of (3.128 nm)2, corresponds

to a dissolution flux of 163 mol·m�2·s�1. This may be compared with the evaporation

flux by using the fact that, at equilibrium, the number of evaporating water molecules

is equal to the number of collisions of vapor phase molecules with the surface. The later
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Figure 7.6: The dissolution of a water molecule into nitrobenzene. In panel (a) the
transferring water molecule A is still tethered to bulk water by a hydrogen bond to B.
In panel (b), 40 fs later, the hydrogen bond has broken and the transferring water has
begun to di↵use into the adjacent organic phase.

is given by ⇢hvi/4, [132] where ⇢ is the water vapor density (approximately equal to

pvap/RT with pvap being the vapor pressure at temperature T ) and hvi = (8RT/⇡M)1/2

is the average molecular velocity. [132] Using the experimental vapor pressure of water

at 298 K, pvap = 23.8 torr, we find ⇢ = 1.28 mol·m�3 and the average velocity hvi =

592 m/s and thus an evaporation flux of 189 mol·m�2·s�1 at 298 K. This is surprisingly

similar to the dissolution flux given the di↵erence between the free energy barrier to

evaporation (6.5 kcal/mol) and dissolution (3.8 kcal/mol). It is possible that our dis-

solution flux is underestimated because of our conservative definition of the dissolution

event, which requires that the transferred water di↵use a few Å into the organic phase.

The low dissolution flux can also be due to recrossings of the transition state barrier

caused by collisions with nearby solvent molecules, a much less likely event for evapora-
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tion. To examine the dissolution mechanism we begin by considering several kinematic

parameters that allow a direct comparison with the mechanism of water evaporation

described in Reference [153]. Figure 7.7a is a cartoon schematic showing some of the

relevant geometrical coordinates and panels b-d show the time dependence of several

parameters characterizing the kinematics of the “last collision” before dissolution dur-

ing the time interval t = 0 ±100 fs. In all panels the red curves represent water A

(the dissolving water) and the blue curves represent water B (the last water molecule

to interact with A). The error bars represent one standard deviation of 487 dissolution

events. Figure 7.7b shows the angle ✓A(t) between the instantaneous center of mass

velocity vector of A, denoted by vA(t), and r0, defined above (red curve) and same for

molecule B (blue curve). The curves in 7b confirm the collision of waters A and B

at time zero and show behavior quite similar to the final water-water collision in the

evaporation of water. [153] About 20 fs prior to the collision, each molecule approaches

the r0 vector about 30° from normal, they collide, moving past the ✓ = 90° point and

exit the collision at nearly the same angle at which the other water entered, resulting

in a nearly symmetrical region at t = 0 ± 20 fs. Figure 7.7c shows the total kinetic

energy (Ek =
P

imi|vi|2/2, where the sum is over the three water atoms) of each water

molecule during the final collision. On average water B enters with more kinetic energy

and appears to transfer part of this energy to water A during the collision. In this regard

the Ek curves are similar in shape to related data obtained for the evaporation of water

in Reference [153]. The main di↵erence between the evaporation and dissolution Ek

curves is that, on average, water B’s kinetic energy remains constant (near the minimum
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value) after the evaporation collision but water B’s kinetic energy is partially restored

after the dissolution collision. This ‘recovery’ of B’s average Ek partially reflects a ma-

jor mechanistic di↵erence between evaporation and dissolution. In evaporation, water

A is ‘launched’ into the vapor phase from the surface by a final collision event occur-

ring near the GDS and water B remains near the GDS. In contrast, as our equilibrium

calculations suggested and will further shown below, dissolution into nitrobenzene is

accompanied by larger interfacial protrusion of water into the nitrobenzene phase. The

pendant water molecule at the ‘tip’ of this protrusion is essentially inserted or deposited

into the organic phase and the final water-water interaction exists somewhere between

two possible extremes: (1) Water A is ejected from the tip of the protrusion by the final

collision. (2) The protrusion retracts, leaving behind water A. It is between these two

extremes that we see the average kinetic energy behavior as shown in Figure 7.7c. In (1)

Ek of B would remain constant after the collision while A would gain significantly and

in (2) Ek of A would remain constant after this final collision while Ek of B somewhat

increases. Figure 7.7d shows the average distance of waters A and B from the collision

midpoint M during the final collision. Both water A and water B are further from the

collision midpoint at +100 fs (after the collision) than they were at -100 fs (water A

much more noticeably). We again compare these results with the evaporation data in

Reference [153] where water A, the transferring water is much further from M at +100

fs but water B is considerably closer to M at +100 fs than at -100 fs. This reveals

further mechanistic insight: In the evaporation collision water B stays near the collision

site, having ‘launched’ A into the vapor phase. In the dissolution event both waters B
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Figure 7.7: (a) Cartoon schematics of the r0 vector (green line) at time of collision
(t = 0), center of collision M (green dot), and ✓ (pink), which is the angle defined by
r0 and the post-collision velocity vector (e.g. vA, blue.) Nitrobenzene molecules have
been omitted for clarity. Averaged time dependence (487 dissolution events) of selected
dynamical variables before and after collision of water molecules A and B: (b) Angle of
center of mass velocity vectors, (c) kinetic energies of the molecules, and (d) distance
from M, the center of the collision vector. The red curves represent A, the transfer-
ring water molecule, and the blue curves represent B, the last water molecule that A
interacted with before the dissolution event. The error bars represent ±1 standard
deviation.

and A recoil from the collision at speeds greater than their approach, A having gained

momentum from B and B being pulled back into the aqueous phase by its neighbors

in the retracting water protrusion (to which B remains hydrogen bonded.) We next

examine in detail the hydrogen bonding involved in the dissolution process. As outlined

in Section I, Bonn and co-workers recently reported on the importance of water-water

hydrogen bonding dynamics in water evaporation. [153] In their simulations water B

forms a new hydrogen bond with a nearby water molecule at ⇠44 fs before the final
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collision (t = 0). The energy released by the formation of this new hydrogen bond is

transferred to the A-B hydrogen bond, the breakup of which results in the evaporation

of water A. We use a similar approach in our analysis and also include for the possibility

of weak water-nitrobenzene hydrogen bonding. For water-water hydrogen bonds, we use

a common geometrical definition where a hydrogen bond is present if the oxygen-oxygen

distance is less than 3.4 Å and the H–O· · ·O angle is less than 30°. [99] Note that this

definition is more restrictive than the condition for dissolution, which only considers

the oxygen-oxygen distance. Figure 7.8 shows the time variation of average hydrogen

bond populations around the time of the final water-water collision. The green curve in

figure 8 represents the hydrogen bond between waters A and B. Since at time t the A-B

hydrogen bond either exists (h(t) = 1) or does not (h(t) = 0), this curve represents the

ensemble average hh(t)i during the 487 dissolution trajectories. The curve is relatively

flat for several hundred fs prior to the detected collision and begins to rapidly decay to

zero after about 40 fs. The red and blue curves are the average number of hydrogen

bonds between waters A and B and all other water molecules, respectively (not counting

A-B hydrogen bonds). The average number of water hydrogen bonds with water A is

near zero, indicating that the transferring water only has a strong interaction with water

B and suggesting that the predominant final configuration has water A tethered to the

aqueous phase by 1 hydrogen bond. Water B participates in an average of 1.8 hydrogen

bonds with other water molecules and this number slightly increases after the dissolu-

tion of the A-B hydrogen bond. Figure 7.8 also considers hydrogen bonding between

waters A and B and the surrounding nitrobenzene molecules. For water-nitrobenzene
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Figure 7.8: Average hydrogen bond populations during the dissolution event. The green
curve represents hydrogen bonds between waters A and B. The red curve is the average
number of hydrogen bonds between A and other water molecules, not counting A-B
hydrogen bonds. Similarly, the blue curve represents the average number of hydrogen
bonds between B and other waters, excluding A-B. A-nitrobenzene and B-nitrobenzene
hydrogen bonds are represented by the black and orange curves, respectively. All pop-
ulations are averaged over the 487 dissolution events.

hydrogen bonds we use the same definition as water-water hydrogen bonds above, where

nitrobenzene may participate as hydrogen bond acceptor. The hydrogen bond popula-

tion of nitrobenzene-water A (black curve) increases slightly as water A is transferred

into the organic phase and able to form the bond more freely. At the same time the wa-

ter B-nitrobenzene hydrogen bond population (orange curve) also slightly increase due

to the increased exposure of water B to the nitrobenzene phase. The hydrogen bonding

populations in Figure 7.8 suggest a rather simple mechanism. Water A is tethered to the

aqueous phase by a single hydrogen bond with water B, this hydrogen bond dissociates,

and A di↵uses into the nitrobenzene phase. As the final A-B hydrogen bond elongates

and breaks it may adopt two configurations: water A may act as either hydrogen bond

donor or acceptor. The top two panels in Figure 7.9 show representative snapshots at
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t = 0, where water A is acting as hydrogen bond acceptor (Figure 7.9a) or donor (Fig-

ure 7.9b). Hydrogen bonds are indicated by the green dotted lines and nitrobenzene

molecules are made invisible so that the di↵erence in the two configurations is clear.

Figure 7.9c shows the average number of A-B hydrogen bonds during the final collision

and dissolution event (green curve, same as the green curve in Figure 7.8) and the role

of water A in the A-B hydrogen bond is specified by red (acceptor) and blue (donor)

curves. We find that the transferring water is the acceptor in about 63% of the final

A-B hydrogen bonds. The fact that twice as many dissolving water molecules break

an acceptor bond than a donor bond may be attributed to the interaction of water

A with nitrobenzene. When A acts as acceptor, its two positively charged hydrogen

atoms face the nitrobenzene phase where they may interact with the negatively charged

nitro groups, whereas when A acts as a donor, only one hydrogen atom is interacting

with the negative end of the nitro group. Figure 7.10 provides further support for the

mechanism described above by examining some of the relevant distances between the

dissolved water and other nearby molecules. Figure 7.10a shows the shortest distance

between water A’s oxygen and the nearest water oxygen (blue curve) and the shortest

distance between a water A hydrogen and the nearest water hydrogen atom (red curve).

Both the O-O and H-H distances remain rather constant as the collision event is ap-

proached, forming a minimum at t = 0 (an artifact of the way the collision is defined,

as explained above), and then monotonically increasing, signaling the breakup of the

hydrogen bond and subsequent di↵usion of the water molecule. The other curves in

Figure 7.10a focus on the interactions with the organic liquid. The green and black
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Figure 7.9: Panels (a) and (b) are simulation snapshots illustrating water A as acceptor
(a) or donor (b) in the A-B hydrogen bond. The green dotted lines indicate water-
water hydrogen bonds. Nitrobenzene molecules have been deleted for clarity. In (c) the
average number of A-B hydrogen bonds during the transfer event is shown as the green
curve (same as the green curve in Figure 7.8). Molecule A’s role in this A-B hydrogen
is shown by the blue (acceptor) and red (donor) curves.
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curves depict the distance between the transferring water molecule’s oxygen atom and

the nearest nitrobenzene oxygen and any nitrobenzene atom, respectively. These curves

are flat, indicating that the surrounding nitrobenzene molecules do not appear to engage

water A during its final collision and dissociation. The water-nitrobenzene curves also

indicate that the negatively charged nitro oxygen atoms are not the nitrobenzene moi-

ety nearest to the transferring water as may be expected when considering the partial

charges used in our model. Finally, in Figure 7.10b we provide the justification for the

assertion that the transferring water emerges from a tip of a water finger. This figure

shows the average position of the water A oxygen on the z-axis (red curve) and the

distance between waters A and B (blue curve) around the time of the final collision.

Again using 3.4 Å as the oxygen-oxygen cuto↵ distance for both hydration shell mem-

bership and maximum water-water hydrogen bond length, we find (average of the 487

transfer events) that the transferring water separates from the bulk at approximately

95 fs after the final collision and at an average z position of 6.0 ± 0.3 Å. This location

is only slightly closer to the GDS than the location where the average finger coordinate

reaches the cuto↵ of 3.4 Å: z(hwi =3.4 Å) = 6.5 Å in our equilibrium calculations (see

Figure 7.5). The fact that these two locations are comparable in value is not surprising

since in a simple, single-water transfer event w ⇡ rOO = 3.4 Å when the transfer is

nearly complete (blue curve, Figure 7.8b). Symbolically: hz(w = 3.4 Å)i = 6.0 ± 0.3 Å

⇡ z(hwi = 3.4 Å) = 6.5 Å. Thus, the breakup of the water molecule from bulk water

during the non-equilibrium dissolution trajectories is taking place from a protrusion’s

tip whose location, on average, is very similar to the breakup position as determined by
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the equilibrium free energy transfer calculations.

7.4 Conclusions

The transfer of water from the aqueous phase to an adjacent, immiscible liquid

phase has not received much attention, but the thermodynamics and mechanism of this

transfer event share features with two more well-studied systems: water evaporation and

ion transfer across the liquid/liquid interface. Our molecular dynamics simulations show

that, like evaporation, water prefers to transfer to the adjacent phase one-at-a-time: The

net free energy of transfer for co-transfer with a single member of its hydration shell

(an (H2O)2 dimer) is larger than single water transfer by about 3.5 kBT . In addition to

the transferring water’s position relative to the GDS, the normalized solvation energies

may be used as reasonable reaction coordinates that correlate strongly with position-

based free energy profiles. Dynamic studies that focused on the interaction between the

dissolving water molecules and other interfacial water molecules prior to the transfer

event show that the local structure surrounding the transferring water is more similar

to a transferring ion than evaporating water. The transfer from water to nitrobenzene

occurs via a protrusion into the organic phase, with the last water-water hydrogen bond

breaking at about 6 Å beyond the GDS. This breakup occurs approximately 95 fs after

the last strong water-water interaction and (unlike in the evaporation of water) involves

the dissolution of a pendant water molecule from a water protrusion into the organic

phase and retraction of the protrusion.
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Appendix A

Methanol-silica hydrogen bond lifetime

correlation function.
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Figure A.1: Methanol-silica hydrogen bond lifetime correlation function. Methanol acts
as hydrogen bond donor in the solid curve and as hydrogen bond acceptor in the dashed
curve. CH(t), is defined as CH(t) = hh(t)h(0)i

hh(0)h(0)i , where h is equal to 1 if a hydrogen bond

exists and 0 if no bond exists. The ensemble average is calculated over all time origins.
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Appendix B

Structure and dynamics of host/guest

complexation at the liquid/liquid

interface: Implications for inverse phase

transfer catalysis

B.1 Umbrella sampling constraining forces

Host/guest PMF curves were generated by constraining the tagged molecule

within a specified window along the p-axis. For a window of width ww centered at

� = wc, the applied constraining energy is

U = k⇣3, ⇣ = |� � wc|� ww/2 (B.1)
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where k is a constant (selected to be1200 kcal mol�1Å�3). We define the tagged

molecule’s center of mass as

rBrOct =

P
imiri

MBrOct
(B.2)

wheremi andMBrOct are the individual atom-center masses and total mass of the tagged

molecule. The force on a 1-bromooctane atom center in the x-direction is then

fi,x = �@U
@xi

= �3k⇣2
@�

@xi
sgn(� � wc) (B.3)

where

@�

@xi
=
@rBrOct

@xi
· p̂ =

mi

MBrOct
î · p̂ (B.4)

where î is a unit vector along the x-axis and similarly for the y and z-directions.

The functional form di↵ers when considering �-CD atoms since the definitions

of p̂ and the �-CD center of mass, r�-CD, share atoms. We formally define p̂ as

p̂ = (rS � rL)/|rS � rL| (B.5)

where rS and rL are the centers of the large and small pore openings, defined as centers

of mass of a subset of �-CD atoms at each opening

rS =

P
imiri
MS

(B.6)

where MS is the total mass of the atoms which define rS . The force in the x-direction
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on �-CD atoms that do not contribute to the definition of p̂ is

fi,x = �@U
@xi

= �3k⇣2
@�

@xi
sgn(� � wc) (B.7)

where the form of @�/@xi similar to above

@�

@xi
=
@r�-CD

@xi
· p̂ =

mi

M�-CD
î · p̂ (B.8)

A di↵erent force must be applied when considering a �-CD atom used in the definition

of the p̂. Consider an atom center j where j is used to define rS . The applied force in

the x-direction is

fj,x = � @U

@xj
= �3k⇣2

@�

@xj
sgn(� � wc) (B.9)

where

@�

@xj
= �

@r�-CD

@xj
· p̂+ (rBrOct � r�-CD) ·

@p̂

@xj
(B.10)

and

@p̂

@xj
=
@[(rS � rL)/|rS � rL|]

@xj
(B.11)

Application of the chain rule again gives

@p̂

@xj
=

mj

|rS � rL|MS
[̂i� (̂i · p̂)p̂] (B.12)
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which is substituted into Equation 3.21 to obtain

@�

@xj
= � mn

M�-CD
î · p̂+

mn

MS |rBrOct � r�-CD|
[(rBrOct � r�-CD) · î� �(̂i · p̂)] (B.13)

Similar results are obtained for forces in the y and z-directions and the same approach is

applied to find the appropriate forces on �-CD atoms which contribute to the definition

of rL and thus p̂.

B.2 Visualizing g(m,n)

We introduce the 2-dimensional spatial distribution function (SDF) g(m,n) in

the main text and here include further information to aid in visualizing the resultant

data. This SDF views the �-CD molecule by ‘looking through the pore,’ and results in

data that projects the surrounding solvent’s density onto a plane parallel to the pore

openings (orthogonal to the vector p) and passing through the �-CD center of mass.

Figure S1 is similar to Figure 5b in the main text, with a snapshot of the �-CD molecule

overlaid for additional clarity. This ‘top view’ SDF considers all solvent molecules within

±8 Å from the plane passing through the �-CD center of mass. The volume of solvent

described by g(m,n) is shown by the cartoon in Figure S2.
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Figure B.1: g(m,n), indicating the approximate position of the �-CD molecule.

Figure B.2: Shaded green regions indicate the region of g(m,n), as viewed from the side
(left) and askew (right).
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Figure B.3: g(m,n), indicating the approximate position of the �-CD molecule.

B.3 Host/guest configurations in water

Representative configurations of the 1-bromooctane/�-CD host/guest complex

along the PMF curves for the system in bulk water (see Figure 10c in main text) are

shown in Figure S3. In the snapshots that accompany the plot, �-CD is shown using the

“licorice” representation (sticks / lines) and the 1-bromooctane guest is shown in the

“VdW” representation (large spheres for each atom center) using the VMD software.1

Each snapshot shown in Figure S3 is oriented so that the �-CD secondary hydroxyl

opening is on the left and the �–CD primary hydroxyl opening is on the right. The

arrow/delta notation used in the text is rotated to match the relevant snapshots. Sur-

rounding water molecules have been deleted for clarity.
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B.4 Host/guest complexes at the liquid/liquid interface

Figure S4 presents representative snapshots of the four di↵erent host/guest

complexes at the 1-bromooctane/water interface studied in Figures 10d and 10e in the

main text. The host/guest complex in the snapshots uses the same representation as

in Figure S3 above. In all images, the organic phase is on the top (1-bromooctane

molecules are mostly blue) and the aqueous phase is on the bottom. The corresponding

notation introduced in the main text (� :", r :", � :#, r :#) is superimposed on each

image.
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Figure B.4: Representative configurations of the host/guest complex along the related
PMF curves for 1-bromooctane/�-CD in bulk water.
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Appendix C

SN2 reaction rate enhancement by

�-cyclodextrin at the liquid/liquid

interface

C.1 Supplementary Information

The following simulation snapshots are provided to aid in the visualization

of the simulations performed in the main text. The solvent molecules, 1-bromooctane

and water, are represented as thin stick models, �-cyclodextrin is represented using a

thicker ‘licorice’ stick model, and the model 3-site SN2 reactive system is represented as

spheres. All simulation snapshots are generated using VMD 1.9.3 [81]
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Figure C.1: The model SN2 system near the transition state (left) and as ion and dipole
(right) in neat 1-bromooctane.

Figure C.2: The model SN2 system near the transition state (left) and as ion and dipole
(right) at the primary hydroxyl opening of �-cyclodextrin in bulk water.
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Figure C.3: The model SN2 system near the transition state (left) and as ion and dipole
(right) at the secondary hydroxyl opening of �-cyclodextrin in bulk water.

Figure C.4: The model SN2 system near the transition state (left) and as ion and dipole
(right) located “in the pore” of the �-cyclodextrin molecule in bulk water. See main
text for details.
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Figure C.5: The model SN2 system near the transition state (left) and as ion and dipole
(right) when located at the neat 1-bromooctane/water liquid/liquid interface.
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Figure C.6: The model SN2 system near the transition state (top left) and as ion and
dipole (top right and bottom) when located primary hydroxyl opening of �-cyclodextrin
at the 1-bromooctane/water liquid/liquid interface.
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Figure C.7: The model SN2 system near the transition state (top left) and as ion
and dipole (top right and bottom) when located secondary hydroxyl opening of �-
cyclodextrin at the 1-bromooctane/water liquid/liquid interface.
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Appendix D

Geometric and energetic considerations

of surface fluctuations during ion

transfer across the water-immiscible

organic liquid interface

D.1 Normalization of the solvation coordinates

For a two-phase system we define a solvation coordinate for each solvent s by

sW = UI�W /U bulk
I�W , (D.1)

sNB = UI�NB/U
bulk
I�NB (D.2)
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where the subscripts W and NB represent the water or nitrobenzene solvents, I repre-

sents the ion, U is the total intermolecular interaction potential energy between the ion

and the specified solvent, and Ubulk is the total ion-solvent interaction potential when

the ion is in the bulk solvent. Values of U bulk (U bulk
I�W = -155.531 kcal/mol and U bulk

I�NB

= -89.395 kcal/mol) are calculated by molecular dynamics simulations using the same

force fields and parameters described in the main text. The solvation energy for the

ion in bulk water, U bulk
I�W , is calculated as the ensemble average value of 10 independent

starting configurations, each run for 1 ns of simulation time (total ensemble average over

10 ns of MD simulation time). The configurations consist of the water/nitrobenzene sys-

tem described in the main body of this work, with the ion confined well within the bulk

region of the aqueous phase, -17.5 Å < ZI < -14.5 Å. In the case of bulk nitrobenzene,

we place the ion in a truncated octahedral box containing 177 nitrobenzene molecules

and the bare chloride ion. The value of U bulk
I�NB is the ensemble average of the ion-

nitrobenzene interaction potential over 10 independent configurations of this nature,

each run for 1 ns of simulation time.

D.2 Biasing potentials

Below we list the applied biasing potentials for the normal, “flat” (no capil-

lary fluctuations) , and Cl�(H2O)3 systems. Due to the rapid increase in free energy

observed in the constrained (“flat” and Cl�(H2O)3 ) systems, it is necessary to use

smaller windows to adequately sample some regions. Window ranges along the Z-axis
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refer to a system center of mass located at Z = 0. The aqueous phase is located in

the -Z direction. Ranges of Z not listed in the following tables obtained good sampling

statistics without the use of an applied biasing potential. The biasing potentials follow

one of three equations:

1. Ubias(ZI) = ↵
(1 + tanh[�(ZI � ⇣])

2

2. Ubias(ZI) = ↵ZI + �(ZI � ⇣)2

3. Ubias(ZI) = ↵ZI + �Z2
I + ⇣Z3

I

with parameters given as follows:

Table D.1: Normal system

Window range (Å) Eqn. ↵ � ⇣

-1.5 < Z < 1.5 1 11.0 0.18 7.0
0.5 < Z < 3.5 1 11.0 0.18 7.0
2.5 < Z < 5.5 1 11.0 0.18 7.0
4.5 < Z < 7.5 1 11.0 0.18 7.0
6.5 < Z < 9.5 1 11.0 0.18 7.0
8.5 < Z < 11.5 1 11.0 0.18 7.0
10.5 < Z < 13.5 1 11.0 0.18 7.0
12.5 < Z < 15.5 1 11.0 0.18 7.0
14.5 < Z < 17.5 1 11.0 0.18 7.0
16.5 < Z < 19.5 1 11.0 0.18 7.0
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Table D.2: “Flat” system

Window range (Å) Eqn. ↵ � ⇣

-3.5 < Z < -0.5 1 22.0 0.36 1.5
-1.5 < Z < 0.0 2 1.75 0.0 0.0
-0.5 < Z < 1.0 2 2.30 0.0 0.0
0.5 < Z < 2.0 2 3.0 0.0 0.0
1.5 < Z < 3.0 2 0.0 1.45 0.3
2.5 < Z < 4.0 2 0.0 -3.4 4.3
3.5 < Z < 5.0 3 2.9 -40.8 189.4

Table D.3: Cl�(H2O)3 system, “flat interface”

Window range (Å) Eqn. ↵ � ⇣

-3.5 < Z < 0.5 1 21.5 0.30 2.0
-1.5 < Z < 1.5 1 20.0 0.30 2.0
0.5 < Z < 3.5 1 22.0 0.30 2.0
2.5 < Z < 5.5 1 23.0 0.35 2.5
4.5 < Z < 6.0 1 19.0 0.60 4.2
5.5 < Z < 7.0 1 23.5 0.80 4.0
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Appendix E

Miscibility at the immiscible

liquid/liquid interface: A molecular

dynamics study of thermodynamics and
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mechanism

E.1 Representative simulation snapshots

Figure E.1: Representative snapshots of the water/nitrobenzene (left) and water/hexane
(right) liquid/liquid simulation boxes. Water and the organic solvents are shown using
the ‘licorice’ representation. The tagged water is represented by its Van der Waals
surface.
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E.2 Water finger coordinate calculation

For convenience, we include an abbreviated algorithm for the calculation of

the water finger coordinate w but also refer the interested reader to the initial work of

Morita and co-workers. [106, 107]

1. Define an undirected mathematical graph

a. Vertices are the water oxygen atoms

b. Edges are the distances between the vertices

c. Sort these edges into an ascending list

2. Perform a binary search of this list to find the minimum threshold value (w) that

connects the transferring water to bulk water.

a. Start with the middle distance in the list. Use this distance as the threshold

distance and perform a breadth-first search using the transferring water as

the tree root (or ‘search key’) to see if bulk water can be reached.

b. Depending whether the answer is ‘yes’ or ‘no,’ bisect the list (discarding the

half of the list that is entirely too short or entirely too long) and continue

the binary search for the cuto↵ distance.
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Figure E.2: An illustration of w in several di↵erent system configurations. In the left-
hand panels w is approximately the O–O distance of a water-water hydrogen bond since
the transferring water (shown as Van der Waals surface) is tethered to the aqueous phase
by hydrogen bonded waters. In the right-hand panels, w is increasing rapidly as the
dissolved water di↵uses into to the nitrobenzene. In the lower right panel, note that the
trimer constraint results in w being defined by a solvation shell water, not the “tagged”
water.
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