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ExTreeM: Scalable Augmented Merge Tree Computation via
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Fig. 1: The input of ExTreeM is a piecewise-linear scalar field f : K — R defined on a connected simplicial complex K (left). First,
ExTreeM derives the descending manifold d : V(K) — M(K) that assigns to each vertex of K the maximum that would be reached by
following the gradient of f along the steepest ascent on X (middle; background color) via path compression. Then the algorithm uses d
to efficiently identify split saddles of f (middle; gray nodes). Next, ExTreeM derives the extremum graph G of f by connecting saddles
and maxima according to the descending manifold of the local saddle neighborhood (middle; black lines) and the global minimum
and maximum (middle; dashed line). Then ExTreeM derives the unaugmented merge tree 7 of f on G instead of K (right; black
edges). The key aspect of the proposed approach is that the merge trees of f on K and G are equivalent, but the computation on G is
much faster than on K since G contains, in general, several orders of magnitude fewer simplices than K. Moreover, we describe a
specialized merge tree algorithm for extremum graphs that further accelerates computation. Finally, in a post-processing procedure,
ExTreeM derives a merge tree augmentation that assigns each vertex of K to an edge of 7 (right; background).

Abstract—Over the last decade merge trees have been proven to support a plethora of visualization and analysis tasks since they
effectively abstract complex datasets. This paper describes the ExTreeM-Algorithm: a scalable algorithm for the computation of merge
trees via extremum graphs. The core idea of ExTreeM is to first derive the extremum graph G of an input scalar field f defined on a
cell complex K, and subsequently compute the unaugmented merge tree of f on G instead of K; which are equivalent. Any merge
tree algorithm can be carried out significantly faster on G, since K in general contains substantially more cells than G. To further
speed up computation, ExTreeM includes a tailored procedure to derive merge trees of extremum graphs. The computation of the fully
augmented merge tree, i.e., a merge tree domain segmentation of K, can then be performed in an optional post-processing step. All
steps of ExTreeM consist of procedures with high parallel efficiency, and we provide a formal proof of its correctness. Our experiments,
performed on publicly available datasets, report a speedup of up to one order of magnitude over the state-of-the-art algorithms included

in the TTK and VTK-m software libraries, while also requiring significantly less memory and exhibiting excellent scaling behavior.

Index Terms—Scalar field topology, merge trees, persistence pairs, high performance computing.
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Merge trees are fundamental data abstractions of scalar field topology
that record at which scalar values superlevel set components appear
and merge (Fig. 1; right). Due to their ability to capture the inher-
ent structure of scalar fields, and to effectively characterize features,
they are the basis for many advanced data analysis and visualization
approaches [21] (Fig. 2). Several efficient algorithms have been de-
veloped for their computation (Sec. 3), yet for large datasets these
approaches still require a significant amount of time. To enable interac-
tive visualization and analysis for ever-growing data sizes, the merge
tree computation needs to be further and further accelerated.
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In this paper, we describe ExTreeM: a scalable merge tree algo-
rithm with high parallel efficiency and low memory footprint (Sec. 4).
The core idea of ExTreeM is to first derive the extremum graph G of
the input scalar field f defined on an input complex K, and then to
compute the merge tree of f on G instead of C. The key aspect of
this concept is that the merge tree of f on G is equivalent to the one
of f on KC; which we prove formally (Sec. 5). Since G can be up to
multiple orders of magnitude smaller than /C, the merge tree compu-
tation can be performed much faster on G than on K. In this generic
approach of ExTreeM, any algorithm can be used to compute the merge
tree of f on G. To further boost performance, we also describe a spe-
cialized algorithm to compute merge trees on extremum graphs. The
last step of ExTreeM then uses the derived merge tree to compute the
corresponding segmentation of /C.

We compare ExTreeM to two state-of-the-art merge tree algorithms
available in the Topology ToolKit (TTK) [19,28,40] and the Visualiza-
tion Toolkit (VTK-m) [7,29,37]. In all our experiments ExTreeM out-
performed the competitors; in the best case even by up to an order of
magnitude (Sec. 6).
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Fig. 2: Merge tree leaf segmentations for the ctBones [41], Richtmyer-Meshkov instability [10], and the magnetic reconnection [20] datasets, which
characterize bones of the foot, hills of higher entropy, and high-density boundaries, respectively. Generating such visualizations requires the
computation of the merge trees, which with respect to each dataset takes 1.74s, 196.00s, and 159.71s with Parallel Peak Pruning (VTK-m), whereas
ExTreeM only requires 0.50s, 39.15s, and 14.26s (which is 3.5, 5.0, and 11.2 times faster while also requiring only half as much memory). Thus,
ExTreeM is one step towards performing interactive topological data analysis and visualization of large datasets on common workstations.

The main aspects of this paper are:

1. an overview of common merge tree algorithms (Sec. 3);

2. our main contribution: a novel merge tree algorithm with high
parallel efficiency (Sec. 4);

3. alookup-table-based approach for critical point classification on
regular grids that can be utilized by existing algorithms (Sec. 4.2);

4. aformal proof of correctness of the proposed approach (Sec. 5),

5. acomparison between three merge tree algorithms (Sec. 6); and

6. an implementation of the proposed algorithm in TTK.

2 BACKGROUND

This section provides the theoretical background of the proposed ap-
proach and introduces the notations used throughout the manuscript.
For a comprehensive introduction to computational topology, we refer
the reader to the textbook of Edelsbrunner and Harer [13].

2.1 Scalar Fields

The input of our approach is a piecewise-linear (PL) scalar field
f: K — R, where real-valued data is given at the vertices of a con-
nected simplicial complex /C, and values on edges are linearly interpo-
lated. We denote the vertices (0-simplices) and edges (1-simplices) of
the complex K with V(K) and £(K), respectively. Neighbor vertices
of a vertex v are denoted by N'(v,K) ={u e V(K) : {vu) € E(K)}.
KC does not need to be simply connected, but we require that f is injec-
tive on the vertices of /C, which can always be enforced by applying a
variant of Simulation of Simplicity [15].

2.2 Critical Points

The superlevel set f;}o (£,K) for a level £ € R consists of all points of
the underlying space of IC whose scalar values are greater or equal to /,
ie., f;}o(ﬁ,lC) ={pe€|K| : f(p) >£}. As{ continuously decreases,
the topology of f;lo(é ,KC) changes at certain vertices of K, called the
critical points of IC for f. Specifically, new components appear at max-
ima and merge at saddles. The same can be observed symmetrically for
sublevel sets f~1(0,K)={p € |K| : f(p) <} while continuously
increasing the level /.

Banchoff [3] introduced a PL characterization of critical points
based on their local neighborhood, which is represented by the up-
per and lower link of a vertex. The upper link Lk™(v) of a ver-
tex v € V(K) is defined as all simplices of its link which exceed
the scalar value of v: Lk™ (v) = {0 € Lk(v) | Vu € |o]: f(u) > f(v)}
(blue vertices and edges in Fig. 3). Symmetrically, the lower link is de-
fined as Lk~ (v) = {o € Lk(v) | Vu € |o| : f(u) < f(v)} (red vertices
and edges in Fig. 3). If both the lower and upper link of a vertex v
are simply connected, then v is called a regular point, i.e., not criti-
cal (Fig. 3a). Otherwise, if the lower or upper link is empty, then v is
called a minimum or maximum, respectively (Fig. 3b-c). If the lower or
upper link consists of more than one connected component, then v is
called a join saddle or split saddle, respectively (Fig. 3d). In the context
of merge trees, we further need to distinguish between saddles that

actually merge distinct superlevel or sublevel set components, called
merge saddles (Fig. 3e), and saddles that only change the genus of
the components, further referred to as genus saddles (Fig. 3f). It is
important to note that only merge saddles appear in the merge tree, but
just based on the local neighborhood of a saddle it is not possible to
distinguish between merge and genus saddles.

2.3 Ascending and Descending Manifolds

Let M(K) C V(K) be the set of maxima of K for f. Then the de-
scending manifold is a map d : V(K) — M(K) that assigns to each
vertex v € V(K) the maximum m € M(K) that would be reached
by following the path starting at v along the steepest ascent on K.
This path is a sequence of n vertices (v = vy,vp,...,v, = m) where
Vit1 = argmax,e ar(y, k) f (). The ascending manifold is defined sym-
metrically for minima reached by following the path starting at v along
the steepest descent. These paths are unambiguous since f is injective.

2.4 Extremum Graphs

We define the extremum graph as a one-dimensional simplicial com-
plex G, whose vertices correspond to the union of the maxima and
split saddles of f on K. If and only if the descending manifold maps
a larger neighbor of a saddle s to a maximum m, then there exists an
edge between them in the extremum graph, i.e.,

(s;m) €G <= TueN(s,K): f(u)> f(s) A d(u)=m.

Symmetrically, we can define an extremum graph for minima, join sad-
dles, and the ascending manifold, but the remainder of the manuscript
focuses on extremum graphs induced by maxima and split saddles.

a) Regular Point

b) Minimum

¢) Maximum
(+) = |
O 0

d) Saddle e) Merge Saddle f) Genus Saddle

Fig. 3: Critical point classification in cell complexes based on the con-
nectivity of upper (blue) and lower link (red) of a vertex v. v is regular if
both are simply connected (a). If either is empty, then v is a minimum or
maximum, respectively (b-c). If lower or upper link consist of more than
one component, then v is a join or split saddle (d). A merge saddle (e) v
merges distinct components; otherwise, a component changes its genus
and v is a genus saddle (f). As shown in (e-f), it is not possible to distin-
guish between merge and genus saddles solely based on neighborhood.



Since the vertices V(G) are a subset of the vertices V(K), we extend
the definition of the scalar field f to also cover G, i.e., f assigns the
same scalar value to the vertices of G and K, and values of edges of G
are again linearly interpolated. The key aspect of ExTreeM is that the
merge tree of f on G is equivalent to the merge tree of f on K.

2.5 Merge Trees

The merge tree T is a one-dimensional simplicial complex that either
records the connectivity changes of superlevel or sublevel set compo-
nents. In the first case, the merge tree is also called a split tree, and in
the latter case a join tree. The join and split tree can be combined to
form the contour tree that encodes the evolution of level set compo-
nents (contours) [6]. The remainder of this paper focuses on split trees,
but all arguments apply symmetrically for join trees.

The construction of the merge tree based on Kruskal’s serial algo-
rithm [6,25] for 1D and 2D scalar fields can be illustrated through
the metaphor of flooding a landscape whose elevation corresponds to
the scalar field. Imagine that this landscape is initially completely
submerged. As the water level now continuously decreases, islands
(superlevel set components) appear at maxima and grow until they
merge at merge saddles. When a component appears, the correspond-
ing maximum is added to 7 and becomes the representative of that
component. Then, when two or more distinct components merge at
a saddle, then this merge saddle is added to 7, as well as an edge
between each component’s representative and the saddle; after which
the saddle becomes the representative of the merged components. By
convention, when the water level is below the global minimum, then
that minimum is added to 7~ and connected to the smallest vertex of 7.

ExTreeM derives a persistence-based branch decomposition B of
T [34], where each branch B € B is a monotone path m = v{,vy,...,v,
starting at a maximum m € M(K) towards the root until the path
reaches a vertex at which the branch merges with another branch that
originated at a larger maximum. The termination of the branch orig-
inating at the smaller (younger) maximum and the continuation of
the larger (older) maximum is referred to as the elder rule [13]. We
denote the first and last vertex of a branch B by o¢(B) and w(B), respec-
tively. Then, the persistence p (significance) of each branch B € B is
measured by the function value difference of its first and last vertex:
p(B) = f(a(B)) — f(w(B)). Thus, the first and last vertex of each
branch form a maximum-saddle persistence pair.

Every branch is uniquely identified through its starting point, i.e.,
the maximum at which the branch originates. We refer to a branch orig-
inating at maximum m by B[m]. Furthermore, the last vertex of every
branch B € B is contained in at least one other branch B’ € B. From
those branches, the one originating at the largest maximum is called
the parent branch of B, i.e., P(B) = argmax(g g | w(p)cp} f(0(B)).
Note, this implies that the branch originating at the global maximum is
its own parent branch. We also define leaf branches as those branches
that are not a parent of any other branch.

3 RELATED WORK

Since merge trees are fundamental abstractions for topological data
analysis, several approaches have been developed for their computation.
In this section, we briefly describe five of these algorithms and discuss
similarities and differences to ExTreeM. There also exists a different
family of merge tree algorithms based on localized data structures [23,
30,31], which first create a forest of merge trees for individual parts
of an input domain, and then derive the global merge tree in a post
processing step. Such algorithms naturally leverage themselves for
distributed computation. However, we focus on directly computing the
global merge tree on single shared memory machines.

3.1 Serial Merge Tree Computation via Union-Find

The most common merge tree algorithm is based on Kruskal’s algorithm
for the computation of the minimum spanning tree [25]. We already
described this algorithm when introducing merge trees in Sec. 2.5. This
algorithm can be used to serially compute the merge tree on an input
complex with n vertices and m edges via a union-find data structure in
O(mlogn) time [6,39].

3.2 FTM-Tree (TTK)

Gueunet et al. [19] proposed a task-parallel version of Kruskal’s al-
gorithm, called FTM-Tree, which currently is the fastest merge tree
algorithm available in the Topology ToolKit [28,40]. In short, FTM-
Tree starts to grow superlevel set components at all maxima, where
each growth operation (called propagation) is a task than can be exe-
cuted in parallel. Propagations terminate as soon as they reach a merge
saddle, except for the last propagation that reaches the saddle, which
then merges all propagations that reached that saddle and continues the
propagation. Therefore, this procedure requires some light synchro-
nization at the saddles. The major drawback of this approach is that
the entire sweep front of the propagations—i.e., all vertices that are
adjacent to the corresponding superlevel set components—need to be
maintained in a Fibonacci heap. Despite their theoretical advantages,
these heaps require a lot of memory—especially for huge sweep fronts
that are common in large datasets—and are therefore slow in practice
when they contain many elements (as shown in Table 1).

3.3 Parallel Peak Pruning (VTK-m)

In contrast to the task-parallel approach of FTM-Tree, Carr et al. [8]
described a fundamentally data-parallel merge (contour) tree algorithm,
called Parallel Peak Pruning (PPP), which is implemented in the VTK-
m library [29]. Instead of performing a sweep, PPP makes heavy use of
data-parallel primitives, such as sorting. PPP and ExTreeM follow the
same global strategy: identify leaf branches of the current input, remove
(prune) them from the current input, and then repeat this procedure until
all branches of the original input have been identified. Furthermore,
similar to the extremum graph used in ExTreeM, PPP also first reduces
the size of the input complex to accelerate computation [5].

Although PPP and ExTreeM share many concepts (such as using
path compression to determine the descending manifold) there are
significant differences. For one, PPP does not explicitly compute
saddles, just saddle candidates. Those are vertices whose upper link
is part of at least two different regions in the descending manifold.
However, this is true for many vertices, hence PPP has to process
significantly more vertices than ExTreeM, which in turn can efficiently
compute the actual saddles (Sec. 4.2). Conversely, this means PPP
can probably be improved in the future to only process the critical
points identified by ExTreeM. To identify the leaf branches, these
candidates also have to be sorted in each iteration of PPP according
to multiple criteria, whereas ExTreeM utilizes the special structure
of extremum graphs to replace the sorting with a simpler and more
efficient maximum polling procedure (Sec. 4.4). Another difference
is that ExTreeM only derives merge tree augmentations, whereas PPP
immediately derives contour tree augmentations, by merging both trees
and then deriving a hyperstructure [4], which is queried for each vertex
of the domain.

3.4 Merge Tree Computation via Integral Lines

The concept of accelerating the merge tree computation by utilizing an
extremum-graph-like structure has also been employed in the approach
of Maadasamy et al. [27], which is in turn a multi-threaded version of
the approach of Chiang et al. [9]. Their approach first determines all
critical points of the domain, then explicitly computes integral lines
from saddles towards maxima, and incrementally constructs the merge
tree from the leaves towards the root based on these integral lines.

The major difference to ExTreeM is the design of the iterations that
yield the merge tree. In their approach, each iteration adds critical
points toward the root, whereas iterations in our approach add multiple
leaf branches. This has an important implication in practice since most
datasets exhibit significantly more genus saddles than merge saddles.
Currently (also in our approach) there is no way to predetermine if a
saddle is a merge or genus saddle (that is the whole point of the merge
tree computation). Thus, according to their iteration scheme, these
saddles are added sequentially to the merge tree; effectively serializing
the algorithm and therefore reducing parallel performance. In contrast,
the number of iterations in our approach does not dependent on the
number of critical points, but instead depends on the nesting depth of
branches; which is several orders of magnitude smaller.



Ande et al. [2] improved the preliminary steps of computing critical
points and integral lines for shared-memory machines. A significant dif-
ference to ExTreeM is that their approach explicitly computes integral
lines seeded at the saddles, whereas we first apply path compression
on the entire domain to determine the reachable maxima from the sad-
dles. Although path compression has been shown to have excellent
parallel scaling [8,26], a comparative study between path compres-
sion and explicit integral line traversal is needed, but not within the
scope of this paper.

3.5 Triplet Merge Trees

Smirnov and Morozov [38] proposed an alternative approach to merge
tree computation, called triplet merge trees (TMT), which is also data-
parallel and only requires the compare-and-swap parallel primitive.
The core idea of TMT is not to directly compute merge tree edges, but
instead derive its branches by representing them as vertex triplets. The
first two entries of a triplet correspond to the endpoints of branches, and
the third entry corresponds to the starting point of its parent branch. The
concept behind the main procedure of TMT is to initialize its output
as if the complex would not contain any edges—i.e., every vertex
forms its own triplet—and then add edges of the input complex one
by one and “merge” the triplets of the edge vertices. Thus, at every
iteration, the triplets correspond to the branch decomposition for the
current connectivity, and all branches have been found as soon as all
edges have been processed. Moreover, the iteration over all input edges
can be parallelized by protecting the merge operation with a compare-
and-swap lock. Recently, it was shown that a shared-memory parallel
implementation of TMT can outperform Parallel Peak Pruning [32].

Although ExTreeM also derives a branch decomposition, it uses
a fundamentally different strategy to do so. Since TMT scales with
the number of input edges and for many datasets the extremum graph
can have multiple orders of magnitude fewer edges than the original
complex (Table 1), it seems promising to first apply ExTreeM to derive
the extremum graph, and then to use TMT to derive its merge tree.

4 THE EXTREEM-ALGORITHM

The ExTreeM-algorithm outlined in Alg. 1 consists of five high-level
procedures: the computation of the descending manifold, critical points,
extremum graph, merge tree, and optionally the merge tree augmenta-
tion. This section details every procedure in its own subsection.

Algorithm 1: ExTreeM
Inputs: e simplicial complex C
e scalar field f : K — R
o merge tree branch decomposition 3
o merge tree augmentation a : V(K) — V(B)

Outputs:

d + ComputeDescendingManifold( I, 1)

M, S + ComputeMaximaAndSaddles( C, f, d )

g <+ ComputeExtremumGraph( /C, f, d, M, S)

B < ComputeMergeTree( G, f)

a + ComputeMergeTreeAugmentation( K, f, d, B )

[ T R

4.1 Descending Manifold Computation

We compute the descending manifold d : V(K) — M(K) via path
compression, also known as pointer doubling. This procedure scales
well [26] and is also used in other merge tree algorithms such as parallel
peak pruning [7]. Path compression is an improvement over the naive
approach of explicitly computing the integral path from each vertex to-
wards a maximum along the steepest ascent. Instead, path compression
operates in global iterations, wherein in the first iteration every vertex
points to its largest neighbor, and then in subsequent iterations, each
vertex points to the vertex its current pointer points to. This procedure
is repeated until all pointers converged to the maxima M of f on K.
Alg. 2 outlines this procedure, where line 1 initializes the output.
Note, all vertices can be uniquely identified by their index, so the output
is a simple integer array that will record at position i the index of the
assigned maximum of vertex i. At first, each vertex is assigned to

its largest neighbor (line 2-3). Since this can be done for each vertex
independently, this task is trivial to parallelize. To perform the actual
path compression in parallel, we distribute all vertices to the available
threads (line 4-5). Thus, each thread has to only process its own list
of active vertices A, where a vertex is called active as long as it is
not pointing to a maximum. For each active vertex v, the thread first
retrieves the current pointer u of v (line 8), and then retrieves the vertex
w pointed to by u (line 9-10). Note, only the current thread will update
the pointer of v, but some other thread might update the pointer of
u while the current thread resolves the pointer. This is why the first
lookup does not need to be synchronized, but the second lookup needs
an atomic read lock (line 9). Only if both pointers u and w are equal,
i.e., v now points to a maximum, then v can be removed from the list of
active vertices (line 12). Otherwise, the pointer of v is updated to point
to w (line 14). Since only the current thread updates the pointer of v,
this write operation does not require synchronization.

It is possible to perform path compression without any synchroniza-
tion by maintaining two arrays, and only reading from one array and
writing into the other during block synchronous iterations. However,
in our experiments the described approach using light synchronization
outperformed the lock free alternative; probably due to memory over-
head and cache locality. Alg. 2 requires O(2n) memory, where n is the
number of vertices of the input complex, where half of the memory is
required for the output, and the other half to maintain the lists of active
vertices. In the worst case, Alg. 2 requires as many iterations in line
6 as the number of vertices in the longest monotone path. However,
these paths are relatively short compared to the extent of the input
domain, and the parallization effectively doubles in each iteration the
lengths of the computed monotone paths; hence Alg. 2 only required
few iterations for all our experiments.

Algorithm 2: ComputeDescendingManifold

Inputs: e simplicial complex C
e scalar field f: L — R
Outputs: o descending manifold d : V(K) — M where
M are the maxima of f on K

entries

1 d +array(|V(K)|) // create integer array with |V (K)

2 parallel foreach vertex v € V(K) do
Ld[v] < argmax,e nr(v,ic) f () // assign v to largest neighbor

w

4 parallel foreach thread t do

5 | A < AssignVerticesToThread(z, V(K))
6 | while |[A| >0do

7 foreach vertex v € A do

8 u « d[v] /I current pointer of v

9 # atomic read

10 w < d[u] // current pointer of u
11 if u = w then

12 | A< A\{v} // delete v from active vertices
13 else

14 LdM —w [ assignw to v

4.2 Critical Point Computation

As described in Sec. 2.2, critical points are characterized by the connec-
tivity of their upper and lower link. For the computation of the split tree
we only need to determine maxima and split saddles, i.e., examine the
upper link of a vertex. Alg. 3 outlines this procedure that iterates over
each vertex in parallel (line 2-11). For each vertex v, the procedure first
retrieves the vertices U of the upper link of v (line 3). If that set is empty,
then v must be a maximum (line 5-6). Otherwise, we additionally need
to retrieve the edges between the vertices of U (line 8), and only add
v to the saddles if these edges are all connected (line 9-11). However,
fetching these edges and checking their connectivity via union-find is
relatively expensive. We can accelerate the overall procedure by only
performing this check if it is actually necessary. To this end, we can
exploit the fact that a vertex v can only be a split saddle if its upper link



Algorithm 3: ComputeMaximaAndSaddles

Algorithm 4: ComputeExtremumGraph

Inputs: e simplicial complex /C

e scalar field f: K - R

e descending manifold d : V(K) — M
o maxima M of f on IC

o saddles S of f on K

Outputs:

1 M, 8§+ 0 // initialize output
2 parallel foreach vertex v € V(K) do

3 | U—{ueNWK)|f(w) > f(v)} //upper link vertices of v
4 |R+{du) |ueU} /I reachable maxima of v

5 | if U] < 1 then
‘ M — MU{v} /] add v to maxima

6

7 | elseif |R| > 1 then

8 U {{uv) € E(K) |u,ye U} I/ upper link edges
9 n + ComputeNumberOfConnectedComponents( U’ )
10 /l'if U' has more than one component add v to saddles
1 ifn>1then S < SU{v}

vertices U lead to at least two distinct maxima through an ascending
monotone path. Since this necessary condition will not be true for
a majority of the regular vertices, this additional check significantly
accelerates the overall procedure. Moreover, this information is al-
ready recorded in the descending manifold, so the number of reachable
maxima can be efficiently retrieved (line 4 and 7).

ExTreeM also includes an optimization of Alg. 3 for regular grids.
As stated before, fetching the edges of the upper link and checking
their connectivity is relatively expensive, but for regular grids this
subprocedure (line 8-9) can be completely replaced with a lookup
table. Note, for regular grids the number of neighbors of interior
vertices is always constant: 6 for 2D and 14 for 3D grids according to a
Freudenthal triangulation [14, 17] (the default triangulation scheme of
TTK and PPP). We can also consistently enumerate these neighbors and
build a binary number based on their presence in the upper link (Fig. 4).
This binary number is then interpreted as an address index in a lookup
table that records if for this setting the upper link is connected or not.
To generate this lookup table one has to iterate over every possible
setting and explicitly perform a connectivity check via union-find. This
includes 2° = 64 different settings for 2D, and 2!4 = 16384 for 3D.
Since the lookup table only needs to store one byte per setting, the
lookup table for 3D grids only requires 16kb of memory, and the table
can even be computed at compile time. This lookup table approach
further significantly accelerates the critical point computation, since
only boundary vertices need to perform runtime connectivity checks.
Obviously, this optimization only supports regular grids, but such grids
are frequent use cases in scientific computing.

4.3 Extremum Graph Computation

After the computation of the descending manifold and the critical
points, it is straightforward to derive the extremum graph. As outlined
in Alg. 4, first the maxima and saddles are added to the output (line 1).
Then the algorithm iterates over the saddles in parallel (line 2) and adds
an edge between the saddle and every reachable maximum of its upper
link (line 3-6). This entire procedure can be performed lock-free by
only storing the outgoing edges at each saddle.

4.4 Merge Tree Computation

Once the extremum graph G is computed, one could apply any merge
tree algorithm to derive 7 of f on G. However, we propose an approach
that utilizes the special structure of extremum graphs, called Extremum
Graph Pairing (EGP). The execution of EGP for the running example
is shown in Fig. 5. The algorithm is based on the core observation that
some edges of G correspond to persistence pairs of f on G, and therefore
to branch endpoints of 7. Specifically, those edges (m,s) € £(G) where
(1) s is the largest saddle directly connected to m, and (ii) m is the
smallest maximum directly connected to s. Fig. 5 highlights these
edges in red for the running example.

Inputs: e simplicial complex K

e scalar field f: £ — R

e descending manifold d : V(K) — M
e maxima M of f on KC

e saddles S of f on IC

Outputs: o extremum graph G of f on

1 G < MUS // initialize output
2 parallel foreach saddle s € S do

3 | U« {ueN(s,K)| f(u)>f(s)} // upper link vertices of s
4 | R<—{du)|ueU} /I reachable maxima of s
5 | for maximum m € R do

6 | G < GU{(m,s)} // add edge between s and each m

The strategy of EGP is to first identify these edges and add
the corresponding persistence pairs/branch endpoints to the output.
Afterwards, EGP performs a specialized topological simplification
of the extremum graph such that it no longer exhibits these pairs.
Then, the core observation holds again for the simplified extremum
graph G’ (Fig. 5 right; red edges), so the procedure is repeated on G’
until it only contains the global maximum. The remainder of this sec-
tion describes the technical details of our EGP implementation, and the
appendix contains a formal proof that the outlined procedure actually
derives the merge tree of f on G. EGP can be efficiently parallelized
using four arrays:

B: the output array that records at index i the branch of the merge
tree that originates at the i-th maximum;

R: the replacement map that records the maximum that replaced
another maximum during the simplification;

L: the array that records for each iteration the largest (saddle) neigh-
bor of each maximum; and

N: the array that records for each iteration the current neighbors of
the saddles.

Our implementation, outlined in Alg. 5, first initializes these ar-
rays (line 1-8) such that each maximum points to itself in the replace-
ment map R, and the neighbors recorded in N correspond to the saddle
neighbors of the input extremum graph. Then the root branch between
the global maximum and minimum is already added to the output
branches (line 9-11). To perform the iterations, EGP maintains a list
of unpaired maxima M’ and saddles &', i.e., the vertices of the simpli-
fied extremum graph G’, which initially correspond to the maxima and
saddles of the input extremum graph G (line 13).
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41

000001 = 1 000101 =5—>5 0
6 1

>7 1

54 0

(4) 63 1

000111 =7 110110 = 54 LUT

Fig. 4: Lookup-table-based critical point computation on regular grids:
Neighbors of interior vertices of such grids can be consistently enu-
merated (vertex numbers), where the i-th bit encodes whether the i-th
neighbor is part of the upper link (blue vertices). For 2D grids with a
Freudenthal triangulation [14,17], 6 bits are needed, and 14 bits for 3D
grids. Interpreted as an integer, this number is an address into a lookup
table (LUT) that records whether the upper link is connected or not.



As long as there is more than one unpaired maximum, EGP performs
the following iteration. First, EGP determines the largest saddle cur-
rently connected to each maximum (line 15-21). This is done by first
initializing L for each maximum with the global minimum (line 16-17),
and then iterating in parallel over every unpaired saddle. Here, EGP it-
erates over each saddle neighbor (i.e., connected maximum) and checks
if the current saddle is larger than the saddle currently recorded in L for
that neighbor (line 19-21). If yes, then EGP needs to replace that entry
in L with the current saddle. This operation needs to be synchronized
with an atomic compare and swap lock (line 20).

Next, EGP iterates in parallel over every unpaired maximum to
identify all pairable maxima M of the current iteration (line 22-31).
First, EGP retrieves for each maximum the largest connected saddle
via L (line 25). If the current maximum is also the smallest neighbor of
that saddle, then EGP found an edge that corresponds to a persistence
pair (line 27). In this case, the current maximum is removed from
M’ (line 28) and added to M” (line 29), and R records that the current
maximum is replaced by the largest saddle neighbor (line 30). Finally,
EGP adds an output branch between the current maximum and the
saddle (line 31).

Since one iteration can pair multiple maxima, it is possible that
paired maxima point to also paired maxima in R (see the dashed blue
arrow in Fig. 5. To resolve this issue, EGP needs to essentially perform
a path compression on R (line 32-37). Thus, as long as the current
pointer of a maximum is not pointing to itself—i.e., as long as it is
pointing to a paired maximum—EGP needs to recursively update the
pointer until it does. Note, similarly to the path compression described
in Alg. 2, this step requires an atomic read lock (line 35).

In the last step of each iteration, EGP iterates in parallel over all
unpaired saddles and replaces their neighbors according to R (line 38-
40). After this replacement, some saddles will now have only one
neighbor and can therefore never be a merge saddle in the simplified
extremum graph. Thus, these saddles can safely be removed from the
list of unpaired saddles (line 42).

After the extremum graph has been simplified until it only contains
the global maximum, all necessary branches have been added to the
branch decomposition B. However, each branch currently consists only
of its start and end point, i.e., the maximum-saddle persistence pair.
For the merge tree, the branches also need to be connected, i.e., EGP
needs to determine the parent branch of each branch (line 43-49). Note,
this information is already available in R (for a formal argument see the
proof in the appendix). To shorten the following description, we say
that a branch X was replaced by the branch Y if a(Y) = R[a(X)]. So
to retrieve the parent branch of B, EGP first has to retrieve the branch
B’ that replaced B, i.e., find the branch that originates at the maximum
that replaced a(B) (line 45). Then, EGP recursively searches for the
branch that replaced B’ until the endpoint of B’ is smaller than the
endpoint of the original branch B (line 47). The last B’ of this search
operation is the parent branch of B, so EGP adds the endpoint of B to
B’ (line 49). Since multiple threads might want to simultaneously add
vertices to a branch, this write operation needs to be synchronized with
a lock (line 48).

If more than two branches merge at a saddle, then each child branch
will add that saddle to the parent branch; hence the saddle duplication
on the parent branch and the need for their removal (line 50-52). After-
wards, BB corresponds to the branch decomposition of the merge tree of
f on G as defined in Sec. 2.5.

4.5 Augmented Merge Tree Computation

The last step of ExTreeM is to compute the merge tree augmentation
a:V(K) — V(B) that assigns each domain vertex to a vertex of the
branch decomposition B. This assignment trivially parallelizes over
vertices, as outlined in Alg. 6 (line 2). For each vertex v, we first have
to find the correct merge tree branch that would contain v. For this,
consider the superlevel set component C C f;‘i( f(v),K) that contains
v,1i.e., v € C. Every maximum of C is the starting point of a branch, and
by the definition of the merge tree, all these branches are connected by
vertices that are larger than v (otherwise they would not be part of the
same component). Since the endpoints of these branches are persistence

Algorithm 5: ComputeMergeTree / ExtremumGraphPairing

Outputs:

e N N R W N =

10
11

12
13
14

15
16
17
18
19
20
21

22
23
24
25
26
27
28
29
30
31

32
33
34
35
36
37

38
39
40
41
42

43
44
45

46
47

Inputs: e extremum graph G

e scalar field f : G — R

e descending manifold d : V(G) — M

e maxima M of fon G

e saddles S of fon G

o merge tree branch decomposition B of f on G

B« array(|M]|) /] branch array with | M

entries

R « array(|M|) // replacement map

L < array( |M|) /I records only largest neighbor of each max
N < array(|S'|) /l records current neighbors of saddles
parallel foreach maximum m € M do

L

R[m] < m // initially all maxima point to themselves

parallel foreach saddle s € S do

L

NisJ«{m | (m,s) € £(9)}

/I add root branch between global max and min
(1, m)<— (argmax,cy(g) f(v), argmin,cy(g) f(v))
B[]« (s, h)

/I compute remaining branches
M 8" M,S [/l initialize unpaired maxima and saddles
while [M'] > 1 do

/1 find largest saddle for each maximum (update L)
parallel foreach maximum m € M’ do
| L[m] = & // reset to global minimum
parallel foreach saddle s € S’ do
foreach maximum m € N|s] do
# atomic compare and swap
Liff(L[m]) < f(s) then L[m] < s

/I find all pairable maxima
M" < 0 /] set of maxima paired in the current iteration
parallel foreach maximum m € M’ do
s < L[m] /] retrieve largest saddle connected to m
/l'if m is also the smallest neighbor of s then pair
if m = argmin,c [y f(v) then
M — M'\{m} I remove from unpaired maxima
M~ M"U{m} I add to paired maxima
R[m| «argmax ey f(v) // update replacement map
Blm] < (m,s) // add branch endpoints / persistence pair

/I path compress replacement map
parallel foreach maximum m € M" do
m < m
# atomic read
while m’ # R[m'] do m' < R[]
Rim] < m'

/I update saddle neighbors (i.e., replace edges)

parallel foreach saddle s € S’ do

NIs] < {R[m]|m € Nls] }

/l'if s has only one neighbor remove from unpaired saddles

| if [N[s]| =1then S’ &' \{s}

/I add intermediate saddles to each branch
parallel foreach branch B € 5 do

B’ « BI[R[a(B)]] / retrieve branch originating at R[o.(B)]

I while w(B'") is larger than @(B) get next branch
while B#B' A f(o(B')) > f(o(B)) do B' <+ B[R[o(B')]]

# lock and then unlock B at ot (B')

gB[Oc(B')] + B'U{w(B)} // add saddle o(B) to parent

/I finally format branches
parallel foreach branch B € 5 do

L

B < sortAndRemoveDuplicate Vertices(B)




Algorithm 6: ComputeMergeTree Augmentation

Inputs: e simplicial complex /C
e scalar field f: I — R
e descending manifold d : V(K) — M
e merge tree branch decomposition B

Outputs: o merge tree augmentation a : V(K) — V(B)

1 a <« array( |V(K)|)/l create integer array with |V (K)| entries

2 parallel foreach v € V(K) do

3 | /I get some maximum of the superlevel set

4 /I component C C f, o]c(./'(k")-/\'j) that contains v
5 | m< dy

6 | /I find the branch originating in C that contains v
7 | B < B|m] // start with the branch originating at m

8 | // while last vertex of B is larger than v get parent branch
9 | while f(o(B)) > f(v) do B < P(B)

10 | // perform binary search on branch for upper bound of v
11 | a[v] « UpperBound(B, v, f)

pairs, there can only be one branch whose last vertex is smaller than v.
This branch belongs to the largest maximum of C, and therefore also
has the highest persistence. The strategy of Alg. 6 is to first find some
maximum of C, by using the the descending manifold (line 5). Then
retrieve the corresponding branch (line 7), and follow the chain of
parent branches until finding the target branch whose last vertex is
smaller than v (line 9). Once the target branch has been identified, find
the smallest vertex of that branch that is not smaller than v, the upper
bound of v on B (line 11). Since the vertices of B are sorted, the upper
bound can be found using binary search and then assigned to v in the
augmentation. An example of the augmentation is illustrated in Fig. 6.

5 PROOF OF CORRECTNESS

Let f be a scalar field defined on a simplicial complex /C, and let G
be the extremum graph of f. To prove the correctness of the generic
concept of ExTreeM (Alg. 1), we show that the merge tree of f on K is
equivalent to the merge tree of f on G. The proof that EGP computes
the correct merge tree can be found in the appendix.

We show the equivalence of the two merge trees of G, f and IC, f
in two directions. First, we show that the superlevel set components
of the extremum graph are covered by superlevel set components of
the domain. Then we show that the superlevel set components of the
domain are covered by superlevel set components of the extremum
graph. This means that at each level the partition of maxima induced by
connected components of the superlevel set are identical and thereby
also the nesting of merge tree nodes. Hence, we can conclude that the
two merge trees are isomorphic.

Lemma. For each connected component C of a superlevel set f;olc (£,G)
exists a connected component C of f1.1(£,K) with M(C) € M(C).
Proof. Let u,w € M(C). Then, f(«) > ¢ and f(w) > (. Also, there
is a path (4= vy,va,...,v, = w) with v; € V(€) CV(G), (v;,viy1) €
E(G), and f(v;) > ( for all i € [1,n]. Since (v;,viy) € E(G), there is
a monotone path p from v; to vy in IC with f(x) > ¢ for each x € p.
Appending these paths, we get a path p from u to w in K with f(x) > ¢
for each x € p’. Thus, u and w are in the same connected component C
of f75(¢,K). In total, we can conclude that M(C) C M(C). O

Lemma. For each connected component C of a superlevel set f;olo (¢,K)
exists a connected component C of f11(£,G) with M(C) € M(C).

Proof. We show this through an induction over the size of C. If
|C| = 1, then C contains exactly one maximum. This maximum has to
appear in some component of f;i(@, G). Now assume that the claim
holds for any C with [C| <iand all £ € R.

Consider a component C of f;;,((,IC) with |C| =i+ 1. Let
v =argmin,cy(c) f (v) be the vertex in C with minimal scalar value.
Then v is either a regular vertex or a saddle.

D,
(R}

S No N N
S0 {my,m; } {mo} M Ry Ri R B
S1 {mo,m] 7mz} {mo,m4} {1714} moy ny (mo,sl)
52 {my,ms} {my} m mo (m1,s0)
53 {m3z,m4} {ma} my my (ma,s2)
Sa {mo,m1} {mo} m3 my (m3,s3)
S5 {m3z,mq} {ma} my (m4,R)
se  {ma,mz,ma}  {ma}

Fig. 5: Extremum Graph Pairing (EGP) procedure (Alg. 5). EGP main-
tains connectivity of the current extremum graph G’ through the neigh-
borhood array N, which records the saddle neighbors for each itera-
tion (left table). Per iteration, EGP first detects all edges (m,s) € G’ where
the maximum m is the smallest neighbor of the saddle s, and s is also the
largest neighbor of m (red edges). These edges correspond to persis-
tence pairs and are added to the output (right table; column B). Then,
EGP performs a topological simplification of G’ using the replacement
map R. At the beginning of each iteration, R records if an unpaired maxi-
mum replaced an already paired maximum (right table; blue entries). So
if a pair (m, s) is found, then R[m] at first points to the largest neighbor of
s (blue edges). Since one iteration can identify multiple pairs, R needs to
be path compressed to guarantee that ultimately every paired maximum
points to an unpaired maximum. In the example above, m; is initially
replaced by m3 (dotted blue line), but will point to my4 after the path com-
pression. Next, EGP replaces all saddle neighbors according to R, and
then all saddles with one neighbor (left table; red entries) are removed
from G’. This procedure is repeated until all pairs are found, except
between the global maximum and minimum which is added explicitly.

Fig. 6: lllustration of the merge tree augmentation procedure outlined
in Alg. 6. Consider the example vertex v of K. Alg. 6 first retrieves
the maximum that is assigned to v by the descending manifold (left;
background), here my. Next, Alg. 6 retrieves the corresponding branch
B = (my,so,s1) € B of the branch decomposition (black edges). Since
f(o(B)) = f(s1) < f(v), v belongs to B. Now Alg. 6 determines the
smallest vertex of B that is still larger than v, in this case my, and assigns
this vertex to the augmentation (right; background). For the example
vertex u, Alg. 6 first retrieves the branch B’ = (my,s,) € B, but since
f(o(B)) = f(s2) > f(u), Alg. 6 must follow the chain of parent branches
until the last vertex is no longer larger than u. For u, this is the parent
branch P(B') = (m4,s3,s2,51,R), and the smallest vertex of P(B’) that is
still larger than u is s;.



If v is regular, then C’' := C\ {v} is a connected component of
Frl(f(v) + €,K) and M(C') = M(C). By induction hypothesis
there is a connected component ¢’ of fL(f(v)+€,G) with M(C') C
M(C'). Furthermore, ¢’ is included in some component € of £ (¢,G).
Thus, M(C) = M(C") € M(C") € M(C).

If vis a saddle, then C' :=C\ {v} =C; UC,U---UC, where each C;
with i € [1,n] is a connected component of £ (f(v)+¢,K). Since v is
not a maximum, we again have M(C) = M(C') = Uje[ g M(C). If
n=1 (i.e., if v is a genus saddle) then this case is analogous to the case
where v is regular. If n > 1 (i.e., if v merges n connected components)
then for each component C; exists by induction hypothesis a component
Ci of f2L(f(v) +¢,G) with M(C;) € M(C;). Note that the following
fact always holds: the upper link Lk™ (v) of v has m > n connected
components Uy, U, ..., Uy, and for each component C; exists at least
one U; such that U; C C;. Since each C; contains at least one Uj,
we know that by construction of G that v is connected to at least one
maximum in each C; in G. Thus, with f(v) > ¢ we can conclude that
€:=C U---UC,U{v} is a connected component in f,.L(£,G). We
then get M(C) = Use(1 g M(Ci) € Usept g M(C;) = M(C). O

6 EXPERIMENTS

This section describes our experiments in which we compare
ExTreeM with two state-of-the-art merge tree algorithms. ExTreeM is
implemented in the Topology ToolKit (TTK) [28,40] and utilizes its
general data structures. We also added the optimization for lookup-
table-based critical point classification on regular grids.

6.1 Setup

We compare ExTreeM with the FTM-Tree algorithm [19] of TTK, and
the Parallel Peak Pruning (PPP) algorithm [4, 8] of VTK-m [29,37].
We described these algorithms operate Sec. 3. All implementations
have been parallelized via OpenMP [12,33], and they were configured
to compute the same output: the join tree, the split tree, and the aug-
mentation of both trees. However, PPP does not compute the merge
tree augmentations separately, it instead immediately derives a contour
tree augmentation. To this end, PPP combines the split and join tree
into the contour tree, and then derives a hyperstructure to perform the
contour tree augmentation. So one has to be aware that this can lead to
imprecise timing comparisons with the other algorithms regarding the
augmentation output. However, as discussed later in detail, our experi-
ments still show significant speedups of ExTreeM over PPP without
the augmentation step.

All experiments were run on a workstation containing 5S00GB of
RAM and two AMD EPYC 7453 28-Core processors, leading to 56
physical cores. We ran the experiments with at most 56 threads, to
exclude effects from hyperthreading, However, since the mainboard
has two processors with their own caches, performance gains might
deteriorate as we scale to more than 28 threads; depending on the data
locality of the algorithms.

Our experiments were performed on regular grid datasets down-
loaded from the Open Scivis (OSV) Data [22] repository. In addi-
tion, we derived an interval volume—i.e., an unstructured grid—of
the Richtmyer-Meskov instability [10] dataset. As PPP currently only
supports regular grids, we only compare ExTreeM to FTM-Tree for this
unstructured grid, where we derived the largest grid that could still be
processed by FTM-Tree on our machine.

Additionally, we generated synthetic datasets of various resolutions
consisting of one layer of Perlin Noise [35] with a frequency of one in
every dimension, and an amplitude of one. These datasets are in the
class of worst-case inputs for ExTreeM, as almost every second vertex
is critical, and therefore part of a huge extremum graph.

6.2 Results

Table 1 provides an overview of the timing results of our experiments,
where rows are first grouped by dataset, and then by algorithm. We
report the total runtime speedup of ExTreeM over the other algorithms
for 56 threads in the third column. As the table shows, PPP always

Speedup Parallel Efficiency
// 1 i
324 I
- 0.8 1
16 1 //
8 067
4l / 0.4 1
24 0.2 1
1 T T T T T 0 T T T T T
1 2 4 8 16 32 1 2 4 8 16 32
#Threads #Threads

Fig. 7: Comparison of parallel speedup and efficiency between
ExTreeM (red) and PPP (blue) on the tested datasets. The bold lines
correspond, from top to bottom, to the Jet in Crossflow [18], Rayleigh-
Taylor instability [11], and Perlin Noise (256°) datasets, respectively. The
left plot shows the parallel speedup (y-axis) defined as the runtime of
1 thread divided by the runtime of n threads (x-axis). The right plot shows
the parallel efficiency (y-axis) as the speedup divided by the number of
threads (x-axis). The plots show that ExTreeM scales similarly to PPP,
where for small and large extremum graphs ExTreeM'’s scaling is slightly
better or worse, respectively. Even for the worst-case inputs, i.e., the
Perlin noise datasets, ExTreeM does not perform much worse than PPP.

outperforms FTM-Tree, and ExTreeM always outperforms PPP. It
becomes evident that the performance of ExTreeM depends on the

ratio between the number of simplices of the extremum graph and

the original complex, i.e., %, which we report next to the

datasets as percentages. Hence, ExTreeM achieves its best result for
the Jet in Crossflow dataset with a speedup of around one order of
magnitude over PPP, since the extremum graph corresponds to only
0.03% of the input complex. Conversely, ExTreeM exhibits its weakest
speedups for the Perlin noise datasets due to the huge sizes of the
extremum graphs. Our results also highlight the performance issues
of FTM-Tree for large datasets and scaling issues for unstructured
grids. The core procedure of FTM-Tree relies on Fibonacci heaps,
which require a lot of memory and become slow if they contain a lot of
elements. For some datasets, it was not possible to report timings for
FTM-Tree as the machine ran out of memory. In contrast, ExTreeM only
required roughly half as much memory than PPP for all experiments.

We compare the timings of PPP and ExTreeM in Table 2 in more
detail. Subroutines of both algorithms can roughly be attributed to
solving the same task: (i) the computation of the path compression;
(i1) the extremum graph (the topology graph [5] for PPP); (iii) both
merge trees; and (iv) both merge tree augmentations (the contour tree
computation and augmentation for PPP). We concede that the compu-
tation of the contour tree itself requires a significant amount of time,
but as shown in Table 2, even excluding the time for the augmentations,
ExTreeM can still report strong speedups over PPP. It is important to
note that if PPP would use the path compression and extremum graph
subroutines of ExTreeM, then the total speedup of ExTreeM would
still outperform PPP due to the significant speedup of the merge tree
subroutine. Specifically, the merge tree subroutine of ExTreeM exhibits
the largest speedup, while also having the weakest scaling behaviour as
its total time is already relatively low compared to the other tasks. The
other tasks have excellent scaling behaviour, with the augmentation step
almost scaling perfectly as it can process each vertex independently.

To further evaluate the scaling of ExTreeM, we show in Fig. 7
plots of the total parallel speedup and efficiency of PPP and ExTreeM.
Overall, the plots show that ExTreeM and PPP scale similarly, and
that ExTreeM scales with the relative size of the extremum graphs.
However, as already shown in Table 2, ExTreeM’s merge tree subrou-
tine (EGP) is short in terms of absolute time, but that time is almost con-
stant for all thread counts; which weakens the overall scaling behaviour
of ExTreeM. In future work, we may investigate if ExTreeM would
benefit from another merge tree subroutine which might take longer
than EGP at first, but scales better for large thread counts.



Table 1: Timing results of our experiments first grouped by dataset, and then by algorithm. The third column reports the total runtime speedup
(SU) of ExTreeM over the current algorithm for 56 threads. The remaining columns show, per thread count, the total runtime of the two merge tree
computations and augmentations in seconds. Datasets were downloaded from the OSV Data [22] repository, and the last two datasets correspond to
generated Perlin noise. For each dataset we provide the original size, as well as the relative size of the extremum graph (percentages). The results
show that PPP is always faster than FTM-Tree (at scale), and that ExTreeM is always faster than PPP. In the best case, ExTreeM is up to an order of
magnitude faster than PPP (blue). Even for the Perlin noise dataset, which corresponds to the class of worst-case inputs, ExTreeM still outperforms
PPP, but not by much (red). For some datasets the FTM-Tree computations ran out of memory and are therefore missing from the table.

Dataset Algorithm SU 56T 32T 16T 8T 4T 2T 1T

ctBones [41] ExTreeM - 050 056 0.80 1.17 2.11 3.27 5.98

1283 (3.26%) PPP| 3.48 1.74 190 250 396 5.74 10.86  20.36
FTM-Tree | 1434 7.17 513 437 5.08 5.74 6.47 9.66

Backpack [24] ExTreeM - 442 467 681 10.58 14.01 2525  45.23

512 % 512 x 373 (4.79%) PPP| 3.03 1341 1559 21.89 3497 6444 9150 17245
FTM-Tree | 14.32 63.33 4528 4027 44.69 41.73  51.31 79.02

Magnetic Reconnection [20] ExTreeM - 21.58 2392 33.15 48.13 60.79 105.52 195.81
5123 (8.84%) PPP| 295 63.72 73.39 103.75 164.92 210.57 39535 726.40
FTM-Tree | 42.35 914.22 787.64 865.48 830.96 820.62 924.67 931.89

Rayleigh-Taylor instability [11] ExTreeM - 1421 2150 39.16 7256 137.31 268.47 503.67
10243 (0.30%) PPP| 8.01 113.76 157.82 262.92 482.16 738.87 1513.28 3009.64
FTM-Tree | 10.41 147.88 147.78 167.88 207.60 376.77 725.51 1284.83

Neurons in Marmoset [16] ExTreeM - 3234 3739 48.04 67.86 95.01 149.20 262.18
1024 x 1024 x 314 (15.21%) PPP| 205 66.18 76.14 10582 157.29 280.86 44543 887.27
Kingsnake [36] ExTreeM - 3634 4399 59.17 9339 128.17 235.03 434.40

1024 x 1024 x 795 (4.71%) PPP| 279 9797 11847 170.53 272.38 44599 823.12 1641.87

Jet in Crossflow [18] ExTreeM - 1426 2139 37.51 71.55 134.80 270.67 521.87

1408 x 1080 x 1100 (0.03%) PPP| 11.20 159.71 226.46 386.06 718.04 1223.16 2386.21 4609.00
Richtmyer-Meshkov instability [10] ExTreeM - 39.15 56.85 98.95 18257 28742 502.10 844.03
1536 x 1536 x 1408 (0.31%) PPP| 5.01 196.00 258.66 422.94 756.77 1316.27 2110.14 4163.87
Unstructured Richtmyer-Meshkov [10] ExTreeM - 1.48 1.76 2.57 4.12 6.97 11.60 21.68
~Tx10° vertices, ~42x10° edges (12.82%) FTM-Tree| 67.85 10042 93.76 8738 92.12 94.69 94.48 100.61
Perlin Noise ExTreeM - 224 260 341 4.58 5.58 9.67 16.60

2563 (23.28%) PPP| 1.83 410 443 592 9.17 18.48  22.65 39.29
FTM-Tree | 139.85 313.26 281.10 273.31 207.78 272.25 204.69 273.59

Perlin Noise ExTreeM - 14881 181.72 243.14 379.63 490.85 897.46 1811.55

10243 (23.20%) PPP 1.41 209.42 251.81 373.76 604.46 892.84 1766.66 3285.86

Table 2: Detailed timing comparison between ExTreeM and PPP based
on their subroutines for the Jet in Crossflow dataset [18] (top group), and
the Richtmyer-Meshkov instability dataset [10] (bottom group). Subrou-
tines of both algorithms do not match perfectly, but rough comparisons
are possible. In the Path Compression subroutine both algorithms derive
the ascending and descending manifold (for ExTreeM this requires exe-
cuting 2xAlg. 2). Then, in the Extremum Graph step, ExTreeM derives
the extremum graph (2xAlg. 3+2xAlg. 4), and PPP derives a similar
(yet much larger) data structure called the topology graph [5]. Then,
ExTreeM performs the actual merge tree computations (2xAlg. 5), and
PPP performs its main procedure. In the final step ExTreeM derives
both merge tree augmentations (2xAlg. 6), while PPP computes the
contour tree, the hyperstructure, and the contour tree augmentation. The
table shows that even if we exclude the augmentation step, ExTreeM still
exhibits strong speedups over PPP; in particular for the merge tree com-
putation (blue). However, the merge tree computation also exhibits the
worst scaling behavior of all subroutines (red).

Subroutine Algorithm | 56T 32T 16T 8T 4T 2T 1T
Path ExTreeM| 7.6 10.5 17.3 32.1 599 119.8 231.1
Compression PPP|27.0 384 61.1 113.0 1769 3282 669.6
Extremum ExTreeM| 14 25 44 87 156 306 569
Graph PPP|66.6 107.4 204.3 394.7 660.0 1315.0 2537.8
Merge Tree ExTreeM| 0.2 0.2 03 03 0.2 0.3 0.3
PPP|34.0 449 67.8 1204 2242 4329 819.6

Augmentation ExTreeM| 4.8 8.0 153 30.2 589 119.8 2333
PPP|25.0 28.6 455 80.8 1539 300.5 572.2

Path ExTreeM |18.2 249 413 742 128.6 243.8 4105
Compression PPP|24.7 327 552 96.8 156.0 200.2 427.6
Extremum ExTreeM| 6.9 11.8 223 423 67.5 112.7 194.1
Graph PPP|61.5 95.6 170.3 327.8 569.3 979.9 1958.9
Merge Tree ExTreeM| 42 38 37 42 37 5.5 7.6
PPP|56.7 65.5 104.9 175.9 289.0 534.3 1037.8

Augmentation ExTreeM| 9.0 153 309 609 86.8 138.8 231.1
PPP|42.4 53.8 79.9 140.1 284.5 367.8 7019

7 CONCLUSION

We described a generic merge tree computation scheme, called
ExTreeM, that first derives the extremum graph G of a scalar field f
defined on a complex /C, and then uses any merge tree algorithm to de-
rive the merge tree of f on G instead of KC. We proved that this generic
scheme is correct by formally showing that the merge tree of f on G is
equivalent to the merge tree of f on K. Additionally, we described a
merge tree algorithm specialized for extremum graphs, called extremum
graph pairing (EGP). Our experiments showed that ExTreeM with the
EGP subroutine outperforms two state-of-the-art merge tree algorithms:
FTM-Tree [19] of the Topology ToolKit (TTK) [28,40], and Parallel
Peak Pruning (PPP) [4,8] of the Visualization Toolkit (VTK-m). In the
best case, ExTreeM achieves a speedup of up to one order of magnitude
over PPP, and two orders of magnitude over FTM-Tree.

Furthermore, we provide an implementation of ExTreeM in TTK,
which is open source and integrated in the widely-used ParaView [1]
frontend. However, as confirmed in our experiments, with the recent
advances in merge tree algorithms, FTM-Tree is no longer competitive
at scale. The integration of ExTreeM in TTK therefore makes TTK’s
merge tree algorithm again suitable for benchmarks, as well as benefits
a huge number of practitioners.

We consider the generic concept of ExTreeM to be its strongest
contribution. Specifically, in future work, we intent to investigate the
impact of different merge tree subroutines on the overall performance
of ExTreeM. In particular, the Triplet Merge Tree algorithm (TMT) [32,
38] is of special interest here as it scales with the number of input edges,
and the extremum graph can be up to multiple orders of magnitude
smaller than the original complex. We also see potential improvements
of PPP by further reducing the size of processed saddle candidates via
ExTreeM’s lookup-table-based critical point classification. PPP and
TMT can be executed on the GPU, but TTK—and therefore ExTreeM—
currently lacks a GPU backend. Since in this work we focused on CPU
architectures, the port of ExTreeM to the GPU is left for future work. It
also seems promising to adapt ExTreeM for distributed computing, as
the computation of the extremum graph, via descending manifolds and
critical points, can easily be distributed and is expected to scale well.
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APPENDIX
EGP derives the merge tree of f on G

In the following, we argue the correctness of Alg. 5. We start by
introducing some notation. Let M’ S be the sets M, S’ before the
i-th iteration of the while-loop in line 14. Let N* be the neighbor array
N at iteration i. Let G’: be the graph defined by the neighborhood N on
the vertex set M'US".

The overall idea of our arguments is as follows. In each iteration
of the while-loop, we simplify the graph G’ (starting with G = G%)
by simplifying leaf branches (i.e. those branches that are not a parent
of any other branch). In essence, we perform an iterated topological
simplification and remember the simplified branches, until the whole
set of persistence pairs is found.

Formally, we first show that the while-loop in lines 14-42 correctly
computes the persistence pairs P of f on G. Towards this, we show the
core invariants and termination of the loop, which implies correctness.
Afterwards, we show that lines 44-49 compute the correct nesting of
the persistence pairs and thereby the correct merge tree.

Lemma. [n the while-loop in lines 14-42, the following invariants
hold at each iteration i:

(i) At line 32, for all paired maxima m € M" with B[m] =

(m,s), it holds that R[m] and m are in the same component of

fra(f(s),GY).

(ii) At line 32, for all paired maxima m € M" with Bm] = (m,s) it
holds that (m,s) € P(G").

(iii) The persistence pairs of the current graph P(Gi) are the persis-
tence pairs Qf thg original graph P(G) restr'icted'to the unpaired
vertices M'US', i.e. P(G') =P(G)N(M' x S").

(iv) For any saddle s € S and any component C of f;}o(f(s),Gi),
there is a component C' off;i,(f(s), G)withC C C.

Proof. The invariants obviously hold initially with M/ = M, S'=8
and B = (0. Now consider a later iteration i + 1. We first assume (for the
sake of simplicity) that iteration i+ 1 only pairs (line 31) and removes
(lines 28 and 42) one maximum-saddle pair (m,s). Then, the loop in
lines 33 to 37 does not have any effect and we can ignore it for now.

Invariant (i). We now argue that invariant (i) is preserved. Let
m € M" in line 32. This means that m = argmin,c ;) f(v) (line 27)
and R[m| = argmax,cy[;) f(v) (line 30). Thus, m and R[m] are both
neighbors of s in G' and therefore in the same connected component of
f;olc (f(s),G"). Hence, invariant (i) is preserved.

Invariant (ii). We now argue that if (m, s) is added to B (i.e. s = Lm]
and m = argmin,cyq f(v) in line 27), then (m,s) is a pair in P(G).
Since s = L[m], we know that (m,s) € G’ and f(s) > f(s') for each
(m,s') € G'. Thus, for any path (m = v1,va,...,v) from m to some
other vertex, we know that f(v,) < f(s). This implies that there is
a connected component C with M(C) = {m} in f;;(ﬁ,Gi) for any
F(s) < £< f(m). |

Let C1,Cs,...,C; be the components of f;olo(f(s) +¢€,G") that are
merged by s. W.Lo.g. we can assume that M (C) = {m}. Since every
other neighbor of s is larger than m (as m = argmin, ¢y, f (v)), we
can conclude that each C; with j > 1 contains at least one maximum
larger than m and therefore has greater persistence than Cy. Thus, (m, s)
is a persistent pair. Since (m,s) is added to B, it follows that (ii) is
preserved.

Invariant (iii). By induction hypothesis, we know that invariant (iii)
holds for G'. We now show that simplifying (m,s) in G’ to obtain G'*!
preserves this property.

We have M1 = M? — {m}, and either ™! = S’ — {5} or S =
S’ (either s appears in exactly one persistence pair and is therefore
also removed in line 42 or s appears in multiple persistence pairs that
have not been found yet). We now argue that P(G'T!) = P(G') —
{(m,s)}. Consider any other persistence pair (s',m') € P(G"). Then

there is a path p = (s' = vy, v2,...,v = m') in G' connecting s’ to m/
with f(v) > f(s') for all v € p. We now argue that there is a path p’ in
G connecting s’ to m’ with f(v) > f(s') for all v € p’. This implies
that (m’,s') € P(G'*!) as well, since persistence (or scalar values at
all) of other branches are not changed by simplifying (m,s).

If m¢ pand s ¢ p, then p is still a path in G*! and (w/,s) €
P(G™!). Otherwise, if there is a j with v; = s, we do the following case
distinction: either s € S ors ¢ S1. If s € S+, then s can remain in
the path. Otherwise, s has been simplified, and thus m and R[m] are the
only neighbors of s in G': for v; = s we get {v;_1,v+1} = {m,R[m]}.
We can replace (vj_1,s,v4+1) by R[m] to obtain a path between s” and
m'. We now have to consider the only remaining case that m € p but
s ¢ p. Letv; =m, then v;;| and v;_; are connected to R[m] in G'*1,
thus we can remove m from p by replacing v; through R[m]. We obtain
a valid path between s’ and m’ in G'*.

Next, we argue that removing any other saddle (i.e. those that have
not been paired in this iteration) in line 42 does not change the Fer-
sistence diagram P (G™+1). Since s only has one neighbor in N'*!, it
is not a merge saddle in G'*! and thus not in the persistence diagram.
The connectivity of superlevel sets is also not changed, since s can not
be part of any connecting path, as it only has one neighbor.

Invariant (iv). To show invariant (iv) for G't1, let s’ be some saddle
with a component C of f7.1(f(s),G"). Let m' # m,m" # m be two
maxima in C, i.e. there is a path p between them with f(v) > f(s')
for all v € p. With the same arguments as for invariant (iii), we can
conclude that there is such a path in G* if and only if there is one in
G, Thus, if m’,m" are connected via a path above f(s') in G'*1,
they are so in G’ and by induction hypothesis in G.

It remains to show that the invariants are also preserved if, instead of
one pair (m,s), multiple pairs are simplified. Note that the arguments
for invariants (i) and (ii) are not changed in this case. For invariant (iii)
and (iv), we still need to argue that paths for all non-simplified pairs
exist. First, note that R[m] points to an unpaired maximum for each
m € M" after line 37. This follows directly from R not containing
any loops even after recursive replacement (f(R[m]) > f(m) prohibits
the existence of loops). Then, all arguments about the paths between
m’ and 5" can be applied analogously, as we simply have to replace
multiple simplified maxima recursively. The connectivity arguments
still hold, as for each m € M" the maximum R[m] is a vertex in G'*1.
O

Next, we want to show that the loop terminates, which directly
implies the computation of the full set of persistence pairs.

Lemma. Each iteration of the while-loop in lines 14-42 simplifies
at least one pair. Thus, after line 42, the set B contains exactly the
persistence pairs of G, i.e. B="P(G).

Proof. To see that each iteration finds a pair, note that the following
holds:

Fact. For every non-trivial extremum graph G, f, there is at least one
merge saddle s such that f;}o (f(s),G) has at least two components
Ci,...Cy with C; = {m;} for all 1 <i < k and m; € M(G).

For such asaddle s, (s,m;) € G for each 1 <i < k by definition. Let m be
the minimum within all m;. Then, s = L[m] and m = argmin, ¢y f(v).
Thus, (m,s) is found and pruned.

Since clearly for each iteration i, G’ is an extremum graph, we
know that always one pair is pruned. If no such saddle exists, then the
extremum graph is trivial and the global maximum is paired.

Then, since a maximum m is removed from M’ if and only if a pair
(m,s) is added to B, lines 14 to 42 compute the persistence diagram of
G, in particular, B = P(G) after line 42. O

As a last step, we now show that lines 44-49 compute the correct
nesting of branches.
Lemma. For each branch (m,s) = B € B, the branch B' determined
by lines 45-47 is the parent branch of B.

Proof. Let B = (71, §) = P(B) be the parent branch of B. Consider the

superlevel set component C = f;i,( f(s)) containing m. By definition,



7 is the largest maximum in C. Also, there is exactly one maximum
in C that is paired with a vertex that is smaller than s, in particular §
(to simplify our argument we assume that the global minimum is not a
saddle). Otherwise B would not be a valid persistence-based branch
decomposition.

Now consider the first branch B’ = (', s') retrieved for the input
branch B = (m, s) in line 45. Initially, we have m’ = R[m]. By invariants
(i) and (iv) from the lemma above, we know that m’ € C. Furthermore,
we know that f(m') > f(m).

If f(s') < f(s), then m’ is exactly the unique maximum in C as
discussed above and therefore has to be the origin of the parent branch B.
Otherwise, we continue the while-loop. So m’ is set to R[m'] and R
maintains that m’ € C and f(m') > f(m). Thus, the two properties are
invariant for the whole loop. The first property ensures that m’ always
gets strictly larger, thus prohibiting repeating m'. Since there are only
finitely many maxima in C, we can conclude that eventually m’ =
holds.

For completeness, consider the case where the saddle s is also the
global minimum. In this case, there is no other pair ', s’ with m € C
and f(s') < f(s). In particular f(5) = f(s). Nonetheless, the loop in
line 47 continues for any 5" # §, but if s’ = §, we also have B’ = B and
the loop stops. Therefore, the behavior is still identical and correct. [J
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