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ABSTRACT OF THE DISSERTATION

Robust, Personalized, and Context-aware Affect Monitoring in Daily-life

By

Seyed Amir Hossein Aqajari

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Irvine, 2024

Professor Amir M. Rahmani, Chair

Affect, encompassing both emotions and moods, plays a vital role in shaping human ex-

perience and behavior. Emotions are intense, short-lived reactions to specific stimuli, while

moods are prolonged, less intense affective states influencing overall perception and behavior.

Understanding and monitoring affect is crucial for enhancing mental health and emotional

well-being. This thesis explores the intersection of affect, mental health, and the autonomic

nervous system (ANS), emphasizing the significance of physiological signals in capturing

involuntary physiological processes.

With advancements in wearable IoT devices, continuous monitoring of physiological re-

sponses such as photoplethysmography (PPG) has become feasible. This research addresses

the limitations of traditional self-reporting methods by proposing a comprehensive system

architecture for affect monitoring in daily life. The system integrates three essential com-

ponents: Context-Awareness, Personalization, and Robustness. Context-awareness enables

the system to adapt its monitoring and decision-making processes based on the dynamic en-

vironment and user-specific conditions, ensuring that the responses are relevant and timely.

Personalization ensures that the monitoring is attuned to individual differences through

machine learning algorithms. Robustness guarantees reliable performance against daily-life

noise and motion artifacts.

xiv



First, we introduce pyEDA, a powerful tool that harnesses deep learning techniques to extract

more relevant features from physiological signals like PPG and EDA, with a focus on stress-

related indicators. We detail the methodology and implementation of pyEDA, emphasizing

its ability to handle large datasets and extract meaningful physiological features critical for

effective affective monitoring.

Then we focus on the development of a PPG motion artifact removal module. This mod-

ule is crucial for ensuring robust performance in everyday scenarios where motion artifacts

can significantly distort physiological data. We discuss various signal processing techniques

employed to mitigate these artifacts, ensuring the reliability of the collected data.

Next, we present a novel module for extracting respiration rate from PPG signals. Incorpo-

rating respiratory rate as an additional modality enriches the affective monitoring system.

We elaborate on the algorithms and validation processes used to accurately derive respiration

rate, demonstrating its significance in understanding physiological responses.

After that we describe the overall closed-loop system architecture, which integrates physi-

ological data, context data, and stress labels. This integration is crucial for developing a

context-aware affect monitoring system tailored for daily life. We provide an in-depth expla-

nation of the system components and their interactions, showcasing how this context-aware

closed-loop design enhances the accuracy and relevance of affective monitoring.

Finally, we apply a context-aware active reinforcement learning approach to the proposed

closed-loop system. This approach aims to enhance both performance and user engagement

by incorporating personalization, dynamically adapting to the user’s context, preferences,

and feedback. We discuss the reinforcement learning framework, the experimental setup,

and the results, demonstrating the effectiveness of this approach in real-world applications.

This work aims to develop a context-aware, robust, and personalized affect monitoring system

for real-world applications, advancing the field of mental health and affective computing.
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Chapter 1

Introduction

Affect is a broad term used in psychology to describe the experience of feeling or emotion,

encompassing both the immediate, intense responses known as emotions and the more pro-

longed, diffuse states referred to as moods. Emotions are typically short-lived and are often

a reaction to a specific stimulus, manifesting as intense feelings such as joy, anger, or fear

[14]. They are usually accompanied by distinct physiological responses and are often visi-

ble through facial expressions and body language. In contrast, moods are less intense than

emotions and are not necessarily tied to a specific event or trigger. Instead, they represent a

more sustained affective state that can influence a person’s overall perception and behavior

over a longer period [15]. Both emotions and moods play a critical role in shaping human

experience and behavior, serving as essential components of affective processing [16].

Recent data suggests that approximately 20% of U.S. adults experience mental health is-

sues annually, with a higher incidence among young adults compared to older age groups

as of 2019 [17]. Emotional well-being is significantly influenced by affect, which encom-

passes both the subjective feeling and physiological response to emotions, whether positive

or negative [16]. Assessing affect helps identify triggers of emotional states, allowing for

1



personalized therapeutic or medicinal interventions that enhance cognitive and behavioral

responses, thereby reducing emotional disturbances [15]. Understanding the intricacies of

affective responses is crucial in developing effective strategies for mental health treatment

and improving overall psychological resilience.

The autonomic nervous system (ANS) is a crucial component of the human body that reg-

ulates involuntary physiological processes, including heart rate, blood pressure, respiration,

and digestion [18]. ANS activity plays a direct role in mental health stressors, influencing

how the body responds to stress and anxiety [19]. These involuntary physiological processes

can be captured using various physiological signals, providing insights into an individual’s

autonomic function. With the rapid advancement of wearable IoT devices, collecting phys-

iological signals such as photoplethysmography (PPG) and electrodermal activity (EDA)

has become increasingly feasible in daily-life settings using smartwatches or wristbands [20–

22]. Recent advancements have leveraged differential private federated transfer learning

for stress detection in everyday settings, developed energy-efficient adaptive learning algo-

rithms for smart wearables, and utilized blockchain technology for secure data management

and anomaly detection in smart healthcare systems [23–25]. Building on the foundational

research in circuit design for biomedical applications, existing works in literature extend

previous efforts by developing efficient, low-power circuits that integrate seamlessly with

machine learning techniques, advancing the capabilities of healthcare technology [26–28].

Recent machine learning frameworks and simulation models have shown potential in reduc-

ing execution time and improving resource allocation, which could enhance the efficiency and

performance of affect monitoring systems [29, 30]. There is a rich body of literature on the

theoretical and experimental analysis of machine learning algorithms in medical, robotics,

transportation, and smart grid applications [31–50]. This technological progress enables con-

tinuous monitoring of physiological responses, offering valuable data for understanding and

managing mental health conditions.
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Traditional approaches for monitoring affect heavily rely on patient self-reporting or logging

through diaries, which often require assistance from a therapist or provider [51]. Recent

research studies have started to utilize contextual data and physiological responses collected

from wearable devices to predict daily-life affect, marking a shift towards more automated

and less intrusive methods [52, 53]. However, many of these studies are still conducted

in laboratory settings, limiting their applicability in real-world environments. The models

developed in these studies often cannot be used in daily-life settings as they are not robust

and are prone to noise [54].

Despite these challenges, some new research studies have begun to build affect monitoring

systems that can be used in daily-life situations [55]. These studies often ask for self-reported

assessments, which can result in higher rates of missing data due to the unsatisfactory ex-

perience of users. Additionally, while some studies only utilize smartphone contextual data,

others integrate physiological data from wearables to predict daily-life affect [56]. A signifi-

cant limitation of most of these works is the lack of personalization, which is an important

factor in affect monitoring as individual differences can greatly influence affective responses

and their manifestations [57].

Table 2.1 provides a comprehensive summary of recent advancements in the literature fo-

cused on detecting affect in daily-life settings. This table consolidates various methodologies

and technologies employed in real-world affect monitoring, highlighting the diversity and

evolution of approaches in this emerging field.

Table 1.1: Summary of existing works in literature.

Related Works Multi-Modality Context-Awareness Robustness Personalized modeling
Sano et. al. [58] ✓ ✓ ✓ ✗

HENKER et. al. [59] ✗ ✓ ✗ ✗

Kim et. al. [60] ✗ ✗ ✓ ✗

Fahrenberg et. al. [61] ✗ ✗ ✓ ✗

Lai et. al. [62] ✗ ✓ ✓ ✓

Costaldo et. al. [63] ✗ ✗ ✓ ✗

Shi et. al. [64] ✗ ✗ ✓ ✓

This Work ✓ ✓ ✓ ✓
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In this work, we propose a comprehensive system architecture that integrates three essential

components while maintaining multi-modality (Fig. 1.1):

Figure 1.1: Main components of our proposed system.

Context-Awareness: The system leverages context-aware algorithms to dynamically ad-

just its monitoring based on the user’s environment and activities. By integrating contextual

information such as location, time of day, and user activity, the system fine-tunes its moni-

toring processes, ensuring that affective states are interpreted accurately and in relation to

the surrounding context.

Personalization: The system uses personalized models tailored to each user, ensuring that

affective monitoring is accurately attuned to individual differences. Machine learning algo-

rithms adapt to unique patterns and preferences, enhancing the relevance and effectiveness

of the monitoring.

Robustness: Designed to be resilient against daily-life noise and motion artifacts, the
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architecture employs advanced signal processing techniques to ensure reliable and accurate

monitoring in real-world conditions. This robust design maintains functionality and accuracy

during various activities and settings.

The rest of this dissertation is organized as follows. In Chapter 2, we introduce pyEDA, a

tool that leverages deep learning to extract more relevant features from physiological signals

such as PPG and EDA, with a focus on stress-related indicators. In Chapter 3, we propose a

PPG motion artifact removal module to ensure robust performance in everyday scenarios. In

Chapter 4, we present a module for extracting respiration rate from PPG, adding respiratory

rate as an extra modality to our system. In Chapter 5, we describe our context-aware closed-

loop system architecture, which integrates physiological data, contextual information, and

stress labels, crucial for understanding affect in daily life. Finally, in Chapter 6, we apply

a context-aware active reinforcement learning approach to our proposed closed-loop system

which aims to enhance performance and user engagement by incorporating personalization,

dynamically adapting to the user’s context, preferences, and feedback.
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Chapter 2

Leveraging Deep Learning Techniques

to Extract more Relevant

Stress-Related Features

Physiological responses are automatic reactions that trigger physical changes in response to

stimuli such as stress, emotion, or pain. Examples of these changes include variations in

heart rate, respiration, perspiration, and pupil dilation. Key physiological signals, such as

Photoplethysmogram (PPG), Electrodermal Activity (EDA), and respiratory signals, serve

as major indicators for capturing these responses. However, analyzing these signals is com-

plex. Traditionally, statistical features are extracted from these signals to detect different

stimuli in human subjects. For instance, in the case of EDA, features like the number of

peaks and maximum peak amplitude are identified to monitor stimuli.

With the rapid advancement of AI and machine learning algorithms, various methods have

been developed to automatically extract features from these signals using deep learning tech-

niques. In many cases, these methods outperform traditional feature extraction techniques
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in terms of prediction accuracy. An open-source tool that provides automatic feature ex-

traction from physiological signals can significantly facilitate research studies and enhance

the performance of stimulus predictions in closed-loop systems.

In this chapter, we introduce pyEDA, an open-source Python toolkit designed for signal

preprocessing and both statistical and automatic feature extraction of EDA signals. Using

EDA as a case study, the automatic feature extraction module of pyEDA can also be ap-

plied to other physiological signals such as PPG or respiratory signals. To our knowledge,

this is the first effort to develop a versatile and generic tool capable of extracting numerous

automatic features from physiological signals. We evaluate our toolkit using various ma-

chine learning algorithms on the Wearable Stress and Affect Detection (WESAD) dataset.

Our results demonstrate higher validation accuracy for stress detection tasks using features

automatically extracted by pyEDA compared to traditional methods.

2.1 Introduction

The human body generates a number of physiological signals that can be used to extract

valuable information which measures the functional state of various physiological systems

[65]. Many studies have validated the effect of different stimuli on the functioning of the

physiological systems in the human body, such as emotion, stress, and sleep [66–70].

Table 2.1: Comparing the existing toolkits compared with pyEDA for preprocessing and
feature extraction of EDA signals.

Related Works Statistical Features Automatically Extracted Features Application-agnostic Python
pyEDA ✓ ✓ ✓ ✓

TEAP [71] ✓ ✗ ✗ ✗

PhysioLab [72] ✓ ✗ ✗ ✗

ANSLAB [73] ✓ ✗ ✗ ✗

NeuroKit [74] ✓ ✗ ✗ ✓

Pysiology [75] ✓ ✗ ✗ ✓

The Electrodermal Activity (EDA), also known as galvanic skin response (GSR), is one of
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these physiological signals widely used in biomedical and digital health research to detect

certain stimuli in human subjects. EDA refers to changes in sweat gland activity, which

reflects the intensity of the individual’s emotional state – or emotional arousal [76].

In prior studies, numerous prediction models are constructed to predict a stimulus based on

raw EDA signals [77, 78]. The EDA signals collected from commercially available devices are

usually raw and have motion artifacts that are common in natural, uncontrolled settings that

involve body gestures and movements. Therefore, the raw EDA itself cannot be used in these

prediction models directly. First, several signal processing steps are needed to remove noise

and extract the clean signal. Next, a variety of features are extracted from the clean EDA

signal. These features can then be fed to machine learning algorithms to build prediction

models detecting different types of stimuli.

Traditional methods extract statistical features such as the number of peaks, max peak ampli-

tude, average, standard deviation, etc., from the EDA signal for prediction models. However,

with rapid development of AI and machine learning algorithms, various automatic methods

are implemented to extract automatic features from the signal using neural networks [79, 80].

In many situations, these methods outperform the traditional methods’ performance in pre-

diction accuracy. Needless to say, an open-source tool providing automatic and statistical set

of features extracted from EDA signal can significantly facilitate the research studies in EDA

signal processing. Its worth mentioning that these neural network techniques are not lim-

ited only to automatic feature extraction from the signals. Zargari et al. used combination

of convolutional neural network and recurrent neural network to accurately track in-mouth

nutrient sensors position [81]. Mehrabadi et al. used convolutional neural network to detect

COVID-19 in patients with ARDS [82]. Ashrafiamiri et al. used deep neural networks to

secure autonomous driving [83].

The existing open-source tools for EDA signal processing only focus on the statistical features

and do not take into account the embedding features extracted using automatic methods
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(Table 2.1). Soleymani et al. [71] develop a toolbox to extract features from different sig-

nals including EDA. The author build classifiers solely using statistical features, including:

amplitude and number of peaks, mean, and standard deviation of the signal. Furthermore,

there are toolboxes that provide integrated software. PhysioLab [72] and ANSLAB [73] are

open-source tools for EDA analysis, which are implemented in Matlab. These tools aggre-

gate the information extracted from different signals including EDA. However, the feature

extraction module is limited to non-automated statistical features. Besides, researchers have

implemented toolboxes for EDA analysis in Python [74, 75]. These toolboxes also have the

same limitation since they also only consider statistical features including: number of peaks,

amplitude, rise time and decay time. It should be noted that all of these existing toolboxes

tailor the feature extraction phase to their target application (e.g., emotion recognition, pain

assessment, etc.) making them application-dependent to a certain degree.

In this chapter, we present pyEDA [84], an open-source tool in Python with the ability to

process EDA signals and extract statistical and automatic features from them. To the best

of our knowledge, this is the first work presenting a user-friendly open-source Python tool

which can be used to extract any number of automatic features of EDA signals without

the need to have a background in artificial neural networks and auto-encoders. Depending

on the application, different statistical features might be conceded for acceptable prediction

accuracy to a stimulus [85]. In other words, certain features to a stimulus may not be

captured using statistical methods. For these reasons, we present a tool to automatically

extract any number of automatic features highly correlated to any type of stimuli. Providing

such a versatile and generic tool to extract automatic features of the EDA signal is valuable

for the health science and technology community. We also demonstrate the efficacy of our

tool by using the Wearable Stress and Affect Detection (WESAD) dataset [86] and a set of

machine learning algorithms to evaluate both statistical and automatic features extracted

using pyEDA. Specifically, this work makes the following key contributions:

9



Preprocessing Feature Extraction

Downsampling
Moving 
Average

cvxEDA
Statistical 
Feature 

Extraction

 Automatic Feature 
Extraction

Preprocessed
EDA Signal

Phasic
Components Statistical 

Features

Automatic
Features

Figure 2.1: Proposed Processing Pipeline Architecture for pyEDA.

• Develop an open-source toolkit to extract any number of features of EDA signals.

• Build a scalable architecture to work with EDA signals with any arbitrary length.

• Enable the toolkit to perform generic automatic feature extraction.

• Evaluate the extracted features using a publicly available dataset on stress assessment.

The rest of this chapter is organized as follows. Section 2.2 briefly outlines the EDA back-

ground. Our proposed processing pipeline architecture is presented in Section 2.3. In Section

2.4 we evaluate our result using the WESAD data set. Finally, Section 2.5 concludes the

chapter.

2.2 EDA Background

To better understand how EDA is captured, it is helpful to study the physiological charac-

teristics of the skin described in [76]. Sweat glands are small tubular structures of the skin

producing sweat. Our body has approximately three million sweat glands having different

density across the body. Sweat glands can be found in large numbers on the soles of the

feet, the palms and fingers, and on the forehead and cheeks. They produce moisture through

pores towards the surface of the skin, whenever they are triggered. When the balance of

positive and negative ions in this secreted fluid changes, the electrical current flows more
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readily. This results in decreased skin resistance, or in other words, increased skin conduc-

tance. Electrodermal Activity (EDA) is a term used for this change. EDA is also known as

Galvanic Skin Response (GSR), Skin Conductance (SC), Electrodermal Response (EDR),

and Psychogalvanic Reflex (PGR).

Although one of the main purposes of sweating is thermoregulation, sweating is also trig-

gered whenever a person is exposed to a stimulus such as emotionally loaded images. This

type of sweating is called emotional sweating. Sweat secretion, which reflects the changes in

arousal, is driven unconsciously by the automatic nervous system (ANS) in order to meet be-

havioral requests. A number of commercially available devices (e.g., RespiBAN professional,

Empatica E4, Fitbit Sense, and Shimmer3 GSR+) can be used to collect EDA signals.

According to [76], EDA signals consist of two main components: Skin Conductance Level

(SCL) and Skin Conductance Response (SCR). The SCL changes slightly on a time scale of

tens of seconds to minutes. Depending on hydration, skin dryness or automatic regulation of

an individual respondent, the rising and declining SCL is continuously changing. SCL, which

is also called the tonic level of EDA signal, can differ significantly across different individuals.

Due to this, the actual tonic level on its own is not completely informative. SCR, which is also

known as the phasic component of EDA, rides on top of the tonic changes and shows much

faster alterations. Variations in the phasic component of a EDA signal are visible as EDA

bursts or EDA peaks. The phasic component is sensitive to specific emotionally arousing

stimulus events (event-related SCRs, ER-SCRs). These bursts can occur between 1-5 seconds

after the onset of emotional stimuli. Quite the opposite, non-specific skin conductance

responses (NS-SCRs) are not a consequence of any eliciting stimulus. These responses happen

at a rate of 1-3 per minute spontaneously. There is a need for a flexible and usable processing

toolchain that can be used to efficiently analyze these EDA signals. In the following, we

describe our pyEDA processing pipeline architecture that is designed to meet these needs.
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2.3 Proposed Processing Pipeline Architecture

Figure 2.1 shows the proposed processing pipeline architecture for pyEDA to analyze the

EDA data. There are two different stages in this pipeline: The pre-processing stage and the

feature extraction stage. As shown in this figure, the pre-processing stage consists of two

different modules. In the pre-processing stage, the signals are cleaned and prepared for the

feature extraction stage. Then, the feature extraction stage uses two different procedures to

extract the features from the pre-processed data. We use traditional manual statistical fea-

ture extraction as well as automatic feature extraction methods in our proposed architecture.

In the following, we explain each stage of the pipeline in detail.

2.3.1 Pre-processing

In this stage, we use down-sampling and moving averaging to pre-process the data. At the

end of this stage, a pre-processed EDA signal is ready and accessible for further analysis and

feature extraction.

The EDA data is usually sampled at much higher frequency than needed. Therefore, down-

sampling is done to reduce memory footprint and processing time of the data with a negligible

risk of losing important information in the signal. In the pre-processing stage, the raw EDA

data is down-sampled to the lower sampling rate. Based on the studies conducted in [76],

the EDA data can safely be down-sampled to 20 Hz or even less if the data originally was

collected at 128 Hz.

A raw EDA signal varies before or after a peak. This is due to individual differences in the

tonic component of EDA or due to the noise caused by movements or respiration artifacts

[76]. After down-sampling the data, a moving average across a 1-second window is first used

to smooth the data and reduce artifacts such as body gestures and movements, which are
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common in everyday settings.

2.3.2 Statistical Feature Extraction

The number of peaks, the mean of EDA, and the max peak amplitude are three statistical

features extracted in our pipeline. Calculating the mean of EDA is straightforward. To

calculate the other two features, we need to extract the EDA peaks that are induced by

eliciting stimulus. A number of signal processing steps are required to derive EDA peaks

that are a consequence of eliciting stimulus [76]:

1. The phasic component is extracted from the pre-processed EDA signal.

2. A low-pass Butterworth filter is applied on the phasic data to remove line noise. A

cutoff frequency of 5 Hz divided by sampling rate is typically used.

3. Onsets and offsets are identified from the phasic data.

4. The maximum amplitude value within each onset-offset is considered as a peak if and

only if its difference with the amplitude value at onset is higher than the threshold,

which typically is 0.005 µS.

One of the major tasks in analyzing the EDA signal is to correctly extract the phasic compo-

nent of the signal from the original signal. In this chapter, we use the cvxEDA algorithm to

decompose the original signal into a sparse phasic component and a smooth tonic component.

The cvxEDA algorithm is a novel algorithm presented in [87] for the EDA analysis based

on maximum a posteriori probability, convex optimization, and sparsity. This algorithm has

a desirable capability of properly describing the activity of the autonomic nervous system

in response to affective stimulation. This model describes the recorded EDA as the sum of

three terms: the phasic component, the tonic component, and an additive white Gaussian
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Figure 2.2: The architecture of the proposed autoencoder.

noise term incorporating model prediction errors, measurement errors, and artifacts. We use

this algorithm to extract the phasic component of the pre-processed EDA signal for further

analysis.

To calculate the number of peaks corresponding to events related to SCRs, we need to find

the maximum amplitude value within each onset-offset window in the original EDA signal

[76]. Onsets are all the points in which the phasic component of the signal crosses above the

onset threshold, which is typically 0.01 µS. To find the corresponding offset of the computed

onset, we check for the point in which the phasic component of the EDA signal crosses below

the offset threshold, which is typically 0 µS. For each window, the time difference between

its onset and offset needs to be above the duration threshold of 1s. Any peaks before this

duration threshold are considered as nonspecific skin conductance responses and does not

need to be extracted.

The clean EDA data, the peaks, and the tonic and phasic components of signal can be used

to easily extract extra statistical features if needed.
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2.3.3 Automatic Feature Extraction

Feature extraction becomes increasingly important when the data is high dimensional. There

have been several studies which attempt to create classification models based on statistical

features extracted from physiological signals such as EDA. However, there is no study sug-

gesting which specific set of statistical features is informative for any type of EDA analytics

regardless of the final application (e.g., assessing stress, emotion, pain, risk of seizure, etc.).

Therefore, using automatic feature extraction and selection to find the most important set

of features for any type of application can be significantly important.

An autoencoder is a type of unsupervised artificial neural network which is used to learn

efficient data coding [88, 89]. The aim of an autoencoder is to efficiently learn how to com-

press and encode the data to reduce the dimensional representation. This lower dimensional

representation can be regarded as an abstract set of features of the original high dimensional

data. An autoencoder consists of two different parts: the encoder and the decoder. These

two parts can be defined as two different functions as follows:

ϕ : X → Y (2.1)

ψ : Y → X ′ (2.2)

Given one hidden layer for encoder and decoder parts in the simplest case: Function (2.1)

can be defined as y = σ(Wx+b). σ is an element-wised activation function such as sigmoid.

W is a weight matrix and b is a bias vector of the encoder part. x is ∈ X and y is ∈ Y .

Function (2.2) can be defined as x′ = σ(W ′y+b′). σ is an element-wised activation function

such as sigmoid. W ′ is a weight matrix and b′ is a bias vector of the decoder part. x′ is

∈ X ′ and y is ∈ Y .
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Autoencoders are trained to minimize the following reconstruction loss:

loss(x,x′) = ∥x− x′∥2 (2.3)

Weights and biases are initialized randomly, and then iteratively updated based on the

reconstruction loss computed in (2.3) during training through Backpropagation. The image

y represents a latent code or latent representation of the input x. It can be directly used as

the set of features of input x for classification.

Figure 2.2 shows the architecture of the autoencoder implemented in our pipeline for auto-

matic feature extraction. First, a linear layer is used to downsample the input EDA signal to

the closest power of two length. This is done to make our tool scalable; thus, the input EDA

data with any arbitrary length can be entered to our proposed model. Based on this figure,

the encoder consists of three 1d convolutional layers. The output of the encoder is flattened

and then downsampled to the latent code size. The output of this linear layer is the lower

representation of the input signal which is extracted as the set of automatic features. In the

decoder part there are three 1d deconvolutional layers to reconstruct the input signal from

the latent code. At the end of this part, the data is flattened and a linear layer is used for

reconstruction. The Rectified Linear Units (ReLU) are used here as activation functions in

the network. It is worth mentioning that the number of extracted features are fed to our

tool as an input parameter before training the model (in this work the number of features

is 64). We use PyTorch library to implement our autoencoder architecture. PyTorch is an

open source machine learning library based on the Torch library, used for applications such

as computer vision and natural language processing [90].
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2.4 Results

2.4.1 Machine Learning based Classification

To demonstrate the efficacy of the pyEDA toolkit, we use it to build machine learning

based stress and affect models using the WESAD dataset and evaluate the performance of

our extracted features. We use four different machine learning algorithms: (1) K-nearest-

neighbor (kNN) with k between 1 to 10, (2) Näıve Bayes Gaussian classifier, (3) Random

Forest with depth between 1 to 10, and (4) support vector machine (SVM). The kNN method

uses k number of nearest data-points and predicts the result based on a majority vote [91].

The Näıve Bayes Gaussian classifier predicts the result based on the probabilities of each

feature’s Gaussian distribution [92]. The SVM tries to find the best hyper-plane to divide

the data points into different classes [93]. The Random Forest classifier fits a number of

decision tree classifiers on various sub-samples of the dataset and uses averaging to improve

the predictive accuracy and control over-fitting [94]. We use the scikit-learn software for

classification and prediction. The scikit-learn is an open-source machine learning library for

the Python programming language [95].

2.4.2 WESAD Dataset

Wearable Stress and Affect Detection (WESAD) is a publicly available multimodal dataset

for stress and affect detection [86]. In this data set, physiological and motion data are

recorded from Empatica E4 and RaspbiAN professional devices from 15 subjects during a

lab study.

The goal of this dataset is to elicit three affective states (neutral, stress, amusement) in the

participants. There are two different versions of the study protocol in this dataset. These
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Figure 2.3: Validation accuracy on two different stress models using different machine learn-
ing algorithms.

protocols consist of six different tasks labeled as Baseline, Amuesment, Medi I, Stress, Rest,

and Medi II. They distinguish two different classification tasks based on these protocols.

First, they define a three-class problem: baseline vs. stress vs. amusement. Second, they

define a binary classification: baseline vs. stress. In this work, we focus on creating a binary

classification to detect stress. We consider EDA data in the Baseline section labeled as ”not-

stressed” (0), and EDA data in the Stress section labeled as ”stressed” (1) to create our

model. Our model is created based on the EDA data collected from Empatica E4 wristband

[96].

2.4.3 Stress Models Accuracy

We build our stress model based on four different machine learning algorithms (kNN, Naive

Bayes, Random Forest, and SVM). We train two different models based on the input features

for each machine learning algorithm and report their accuracy: (1) The first model trains

the data using only statistical features. (2) The second model trains the data using only

automatic features. We consider 30 percent of the data (5 subjects) as test and the rest as

training. Figure 2.3 shows the accuracy of the four different classifiers used based on two

different stress models. The best accuracy for the first model belongs to the random forest

with depth equals to 1, which is 90%. The best accuracy for the second model belongs to the

NaiveBayes classifer which is equal to 97%. In [86], they achieve the accuracy of 79.71% on

the binary classification for EDA signals collected from Empatica E4 wristband. The results
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show that our proposed pipeline outperforms their method in extracting related features for

creating stress models (for both automatic and statistical features).

Our results show that, in all four machine learning algorithms, we achieve a higher accuracy

using automatically extracted features compared with statistical features. To detect other

types of stimulus than stress, one might need to add some extra statistical features to achieve

an acceptable accuracy. However, automatic feature extraction module in our tool can still

be used to extract the most important features regardless of the stimulus. This is the main

advantage of our open-source tool in comparison with other tools for EDA feature extraction.

2.5 Conclusion

We presented pyEDA, a user-friendly open-source toolkit in Python, to extract statistical

and automatic features from EDA data. To the best of our knowledge, this is the first

work presenting an automatic feature extraction module in an open-source tool for EDA

data. There is no previous study claiming what statistical features of EDA data are the best

features to detect different types of stimuli. Our tool uses autoencoders to automatically

extract any arbitrary number of features representing the lower dimensional representation

of the input data. These features can directly be used in machine learning algorithms for

classification and stimulus detection. Different types of stimuli can have different effects

on EDA signal, therefore the type of statistical features to extract from the signal can be

different in each scenario. As a result, presenting a toolkit which is able to extract both

statistical and automatic features of EDA data can facilitate and accelerate research in EDA
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Chapter 3

Motion Artifact Removal for Ensuring

System Robustness and Enhanced

Performance

Photoplethysmography (PPG) is a simple and cost-effective optical technique widely used

in healthcare to extract valuable health-related information such as heart rate variability,

blood pressure, and respiration rate. PPG signals can be easily and continuously collected

using portable wearable devices. However, these devices are susceptible to motion artifacts

caused by daily activities. The most common methods to eliminate these artifacts involve

using additional accelerometer sensors, which have two significant limitations: high power

consumption and the need to integrate an accelerometer sensor into the wearable device,

which is unnecessary for certain wearables.

In this chapter, we propose a low-power, non-accelerometer-based method for removing

motion artifacts from PPG signals, which outperforms existing methods in accuracy. In-

corporating a motion artifact removal module to accurately filter noise from PPG signals is
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essential to ensure the robustness of the system, significantly enhancing the performance and

accuracy of our closed-loop system architecture for improved stimuli predictions. We utilize

a Cycle Generative Adversarial Network to reconstruct clean PPG signals from noisy ones.

Our novel machine-learning-based technique achieves a 9.5 times improvement in motion

artifact removal compared to the state-of-the-art methods, without using additional sensors

such as an accelerometer, leading to a 45% increase in energy efficiency.

3.1 Introduction

A photoplethysmography (PPG) is a simple, low-cost, and convenient optical technique

used for detecting volumetric blood changes in the microvascular bed of target tissue [97].

Valuable health-related information can be extracted from PPG signals such as heart rate

and heart rate variability.

Nowadays, PPG signals can easily be collected continuously and remotely using inexpensive,

convenient, and portable wearable devices (.e.g., smartwatches, rings, etc.) which makes

them a suitable source in wellness applications in everyday life. However, PPG signals

collected from portable wearable devices in everyday settings are often measured when a user

is engaged with different kinds of activities and therefore are distorted by motion artifacts.

The signal with a low signal-to-noise ratio leads to inaccurate vital signs extraction which

may risk life-threatening consequences for healthcare applications. There exists a variety

of methods to detect and remove motion artifacts from PPG signals. The majority of the

works related to the detection and filtering of motion artifacts in PPG signals can reside

in three categories: (1) non-acceleration based, (2) using synthetic reference data, and (3)

using acceleration data.

The non-acceleration based methods do not require any extra accelerometer sensor for motion
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artifact detection and removal. In existing works, these approaches utilize certain statistical

methods due to the fact that some statistical parameters such as skewness and kurtosis will

remain unchanged regardless of the presence of the noise. In [98], such statistical parameters

are used to detect and remove the impure part of the signal due to motion artifacts. In

[99], authors detect motion artifacts using a Variable Frequency Complex Demodulation

(VFCDM) method. In this method, the PPG signal is normalized after applying a band-

pass filter. Then, to detect motion artifacts, VFCDM distinguishes between the spectral

characteristics of noise and clean signals. Then, due to a shift in the frequency, an unclean-

marked signal is removed from the entire signal. Another method in this category is proposed

in [100] that uses the Discrete Wavelet Transform (DWT) method.

In non-accelerometer based methods, the clean output signal is often shorter than the original

signal, since unrecovered noisy data is removed from the signal. To mitigate this problem, a

synthetic reference signal can be generated from the corrupted PPG signal. In [101], authors

use Complex Empirical Mode Decomposition (CEMD) to generate signals. In [102], two PPG

sensors are being used to generate a reference signal. One of the sensors is a few millimeters

away from the skin, which only measures PPG during movements. First a band-pass filter is

applied on both recorded signals; then, an adaptive filter is used to minimize the difference

between two recorded signals.

Sensors are the most critical part of wearable sensing devices, and their sensitivity plays

an important role[103, 104]. Often an accelerometer sensor is also embedded in wearable

devices. To eliminate the effect of motion artifacts, acceleration data can be used as a

reference signal. In [105], with the help of acceleration data, Singular Value Decomposition

(SVD) is used for generating a reference signal for an adaptive filter. Then, the reference

signal and PPG signal pass through an adaptive filter to remove motion artifacts. With

a similar approach, authors in [106] use DC remover using another type of adaptive filter.

Another method for motion artifact removal is proposed in [107] which follows three steps:
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(1) signals are windowed, (2) the output signal is filtered, and (3) a Hankel data matrix is

constructed.

Even though using an accelerometer-based method increases the model’s accuracy, it suffers

from two limitations: i) high power consumption and ii) the need to integrate an accelerom-

eter sensor in a wearable device (which is not required in certain wearables). To overcome

these issues, machine learning techniques can be employed as an alternative method to re-

move noise and reconstruct clean signals [83, 108, 109]. Furthermore, machine learning

techniques, proven to be useful in numerous research areas [32, 34, 37, 110, 111], are utilized

in healthcare domain in processing of a variety of physiological signals such as PPG for data

analysis purposes [4, 9, 10, 12, 112, 113]. The aim of this chapter is to propose a machine

learning non-accelemoter-based PPG motion artifacts removal method which is low-power

and can outperform the accuracy of the existing methods (even the accelerometer-based

techniques). In recent studies, applying machine learning for image noise reduction has been

investigated extensively. The most recent studies use deep generative models to reconstruct

or generate clean images [114, 115]. In this chapter, we propose a novel approach which con-

verts noisy PPG signals to a proper visual representation and uses deep generative models

to remove the motion artifacts. We use a Cycle Generative Adversarial Network (Cycle-

GAN) [116] to reconstruct clean PPG signals from noisy PPG. CycleGAN is a novel and

powerful technique in unsupervised learning, which targets learning the distribution of two

given datasets to translate an individual input data from the first domain to a desired out-

put data from the second domain. The advantages of CycleGAN over other existing image

translation methods are i) it does not require the pairwise dataset, and ii) the augmentation

in CycleGAN makes it practically more suitable for datasets with fewer images. Hence, we

use CycleGAN to remove motion artifacts from noisy PPG signals and reconstruct the clean

signals. Our experimental results demonstrate the superiority of our approach compared to

the state-of-the-art with a 9.5 times improvement with approximately 45% improvement in

the energy efficiency due to eliminating accelerometer sensors.
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The rest of this chapter is organized as follows. Section Methods introduces the employed

dataset and our proposed pipeline architecture. In section Results we summarize the result

obtained by our proposed method and compare our result with the state-of-the-art in motion

artifact removal from PPG signals. Finally, in the Conclusion section we discuss the strengths

and limitations of our method and we cover the future work.

3.2 Methods

In this chapter, we present an accurate non-accelerometer-based motion artifacts removal

model from PPG signals. This model mainly consists of a module for artifact detection and

another one for motion artifact removal. We present in Figure 3.1 the flow chart of our

proposed model.

No No

Raw PPG Signal

Clean PPG SignalArtifact Detection

Signal Segmentation
and Normalization Artifact Removal

Noisy?

Yes

Figure 3.1: Flowchart of the proposed method

The artifact removal module consists of sub-modules (Figure 3.2) that deliver the task of

cleaning the input signal by transforming it into a two dimensional image and using Cycle-

GAN to remove the two dimensional noise induced by the artifacts. Consequently, the clean

image is transformed to a signal that is returned in the output. Each of these modules are

discussed in detail in their corresponding sections.

In order to train this model, two datasets of PPG signals are required: one consisting of clean

PPG signals and the other one containing noisy PPG signals (In the rest of this chapter,

by noisy PPG signals we are refering to PPG signals affected by motion artifact). The
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Noisy Window Image Construction CycleGAN 
Noise Removal Signal Reconstruction

Figure 3.2: Flowchart of the artifact removal module

model’s evaluation requires both clean and noisy signals to be taken from the same patient

in the same period of time. However, recording such data is not feasible as patients are either

performing an activity, which leads to recording a noisy signal or are in a steady-state, which

produces a clean signal. For this reason, we simulate the noisy signal by adding data from

an accelerometer to the clean signal. This is a common practice and has been used earlier

in related work (e.g., [117]) to address this issue. This way, the effectiveness of the model

can be evaluated efficiently by comparing the clean signal with the reconstructed output of

the model on the derived noisy signal. In the following subsections, we explain the process

of data collection for both clean and noisy datasets.

3.2.1 BIDMC Dataset

For the clean dataset, we use BIDMC dataset [118]. This dataset contains signals and

numerics extracted from the much larger MIMIC II matched waveform database, along with

manual breath annotations made from two annotators, using the impedance respiratory

signal.

The original data was acquired from critically ill patients during hospital care at the Beth

Israel Deaconess Medical Centre (Boston, MA, USA). Two annotators manually annotated

individual breaths in each recording using the impedance respiratory signal. There are 53

recordings in the dataset, each being 8 minutes long and containing:
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• Physiological signals, such as the PPG, impedance respiratory signal, and electrocar-

diogram (ECG) sampled at 125 Hz.

• Physiological parameters, such as the heart rate (HR), respiratory rate (RR), and blood

oxygen saturation level (SpO2) sampled at 1 Hz.

• Fixed parameters, such as age and gender. The ages range from 19 to higher than 90.

Also, out of 53 subjects in this dataset, 20 of them are males and 32 are females (one

subject’s sex is not determined).

• Manual annotations of breaths.

3.2.2 Data Collection

We conducted laboratory-based experiments to collect accelerometer data for generating

noisy PPG signals. Each of these laboratory-based experiments consisted of 27 minutes of

data. A total of 33 subjects participated in the laboratory-based experiments. The ages of

the subjects ranged from 20 to 62, and 17 of them were males while 16 were females. In each

experiment, subjects were asked to perform specific activities while the accelerometer data

were collected from them using an Empatica E4 [119] wristband worn on their dominant

hand. The Empatica E4 wristband is a research-grade wearable device that offers real-time

physiological data acquisition, enabling researchers to conduct in-depth analysis and visual-

ization. A recent research study detects and discriminates acute psychological stress (APS)

in the presence of concurrent physical activity (PA) using the PPG and the Accelerometer

data collected from Empatica E4 wristband [120]. Figure 3.3 shows our experimental proce-

dure. Note that the accelerometer signals are only required for generating/emulating noisy

PPG signals, and our proposed motion artifact removal method does not depend on having

access to acceleration signals.
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Figure 3.3: Experimental procedure to collect accelerometer data.

According to Figure 3.3, each experiment consists of 6 different activities: (1) Finger Tapping,

(2) Waving, (3) Shaking Hands, (4) Running Arm Swing, (5) Fist Opening and Closing, and

(6) 3D Arm Movement. Each activity lasts 4 minutes in total, including two parts with

two different movement intensities (low and high), each of which lasts 2 minutes. Activity

tasks are followed by a 30 seconds rest (R) period between them. During the rest periods,

participants were asked to stop the previous activity and put both their arms on a table,

and stay in a steady state. Accelerometer data collected during each of the activities were

later used to model the motion artifact. We describe this in the next subsection.

3.2.3 Noisy PPG signal generation

To generate noisy PPG signals from clean PPG signals, we use accelerometer data collected in

our study. Clean PPG signals are directly collected from the BIDMC dataset. Accelerometer

data is taken at 32 Hz, thus we down-sample the clean signals to 32 Hz to ensure they are

synchronized with the collected accelerometer data.

Empatica has an onboard MEMS type 3-axis accelerometer that measures the continuous

gravitational force (g) applied to each of the three spatial dimensions (x, y, and z). The scale

is limited to ±2g. Figure 3.4 shows an example of accelerometer data collected from E4.

Along with the raw 3-dimensional acceleration data, Empatica also provides a moving average
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Figure 3.4: An example of Accelerometer data from Connect, the subject moves into position,
walks, runs, and then simulates the turning of a car’s steering wheel. The dimensional axes
are depicted in red, green and blue.

of the data. Every second, the following summation is calculated over the (32 samples) input

received from the accelerometer sensor,

S =
∑

t=132 max(|Accx[t]−Accx[1]|,|Accy [t]−Accy [1]|,|Accz [t]−Accz [1]|)

(3.1)

where Acci[t] is the value of the accelerometer sensor (g) along the i-th dimension at time

frame (sample) t, and Acci[1] is the first value of the accelerometer sensor (g) along the i-th

dimension in the current window. The max(a, b, c) function simply returns the maximum

value among a, b, and c. It is worth to mention that the values stored in the arrays Accx,Accy,

and Accz change after each window is processed.

Afterwards, the value of the moving average for the new window will be calculated based on

this summation and the value of the moving average on the previous window,

Avg[w] = 0.9× Avg[w − 1] + 0.1× S

32
(3.2)

Figure 3.5 visualizes this moving average over the data.

This filtered output (Avg) is directly used as a model for motion artifacts in our study.
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Figure 3.5: The same data as Figure 3.4 is visualized using the moving average. From
Connect, the subject moves into position, walks, runs, and then simulates the turning of a
car’s steering wheel. The dimensional axes are depicted in red, green and blue.

To simulate the noisy PPG signals, we add this artifact model to a 2 minutes window of

the clean PPG signals collected from the BIDMC dataset. We use 40 out of 53 signals in

BIDMC directly as the clean dataset for training. Among these 40 signals, 20 are selected

and augmented with the accelerometer data to construct the noisy dataset for training. The

13 remaining BIDMC signals and accelerometer data were added together to form the clean

and noisy datasets for testing. In the rest of this section we describe each part of the model

introduced in Figure 3.1.

3.2.4 Noise Detection

To perform noise detection, first, the raw signal , which is downsampled to 32 Hz, is normal-

ized by a linear transformation to map its values to the range (0, 1). This can be performed

using a simple function as below:

Signorm =
Sigraw −min(Sigraw)

max(Sigraw)−min(Sigraw)
(3.3)

where Sigraw is the raw signal and Signorm is the normalized output. Then, the normalized

signal is divided into equal windows of size 256, which is the same window size we use for
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noise removal. These windows are then used as the input of the noise detection module to

identify the noisy ones.

The similar type of machine learning network used in [81] can be employed as a noise detec-

tion system. To explain the network structure for the noise detection method (Table 3.1 and

Figure 3.6), first, we use a 1D-convolutional layer with 70 initial random filters with a size of

10 to select the basic features of the input data and convert the matrix size from 256× 1 to

247 × 70. To extract more complex features from the data, another 1D-convolutional layer

with the same filter size 10 is required. As the third layer, a pooling layer with a filter size

of 3 is utilized. In this layer, a sliding window slides over the input of the layer and in each

step, the maximum value of the window is applied to the other values. This layer converts

a matrix size of 238 × 70 to 79 × 70. To select additional complex features, another set of

convolutional layers are used with a different filter size. This set is followed by two fully

connected layers of sizes 32 and 16. Lastly, a dense layer of size 2 with a softmax activation

would produce the probability of each class: clean and noisy. The maximum of these two

probabilities would be identified as the result of the classification. The accuracy of our pro-

posed binary classification method is 99%, which means that the system can almost always

detect a noisy signal from a clean signal.

70
70

1

256 247 238

70

140

79 70

140

61

140

1

32
16

3

10
10

10

10

1D-Convolutional 
layer with 70 filters

1D-Convolutional 
layer with 70 filters

1D-Convolutional 
layer with 140 filters

1D-Convolutional 
layer with 140 filters

Max Pooling layer

Global Average
Pooling layer

Three Dense layers

Noiseless
OR

Noisy

Figure 3.6: The structure of the noise detection model.
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Table 3.1: The layer configuration of the noise detection model.

Layer Structure Output

Conv1D+Relu 70× 10 247× 70
Conv1D+Relu 70× 10 238× 70
Max pooling 1D 3 79× 70
Conv1D+Relu 140× 10 70× 140
Conv1D+Relu 140× 10 61× 140
Global average pooling N/A 140
Dense+Relu 128 32
Dense+Relu 16 16
Dense+Softmax 2 2

3.2.5 Noise Removal

In this section, we explore the reconstruction of noisy PPG signals using deep generative

models. Once a noisy window is detected, it is sent to the noise removal module for further

processing. First, the windows are transformed into 2-dimensional images, to exploit the

power of existing image noise removal models, and then a trained CycleGAN model is used

to remove the noise induced by the motion artifact from these images. In the final step of

the noise removal, the image transformation is reversed to obtain the clean output.

The transformation needs to provide visual features for unexpected changes in the signal

so that the CycleGAN model would be able to distinguish and hence reconstruct the noisy

parts. To extend the 1-dimensional noise on the signal into a 2-dimensional visual noise on

the image, we apply the following transformation:

Img[i, j] = floor((Sig[i] + Sig[j])× 128) (3.4)

where Sig is a normalized window of the signal, Img is the 2d array storing the grayscale

image, and i and j are time frames in the window. Each pixel, i.e. each entry of Img, will

then have a value between 0 and 255, representing a grayscale image. An example of such
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transformation is provided in Figure 3.7 for both clean and noisy signals. According to this

figure, the noise effect is visually observable in these images.

(a) Reference PPG (b) Noisy PPG

l l

1
Figure 3.7: An example of signal to image transformation.

Autoencoders and CycleGAN are two of the most powerful approaches for image translation.

These methods have proven to be effective in the particular case of noise reduction. Au-

toencoders require the pairwise translation of every image in the dataset. In our case, clean

and noisy signals are not captured simultaneously, and their quantity differs. CycleGAN,

on the other hand, does not require the dataset to be pairwise. Also, the augmentation in

CycleGAN makes it practically more suitable for datasets with fewer images. Hence, we use

CycleGAN to remove motion artifacts from noisy PPG signals and reconstruct the clean

signals.

CycleGAN is a Generative Adversarial Network designed for the general purpose of image-

to-image translation. CycleGAN architecture was first proposed by Zhu et al. in [116].

The GAN architecture consists of two networks: a generator network and a discriminator

network. The generator network starts from a latent space as input and attempts to generate

new data from the domain. The discriminator network aims to take the generated data as

an input and predict whether it is from a dataset (real) or generated (fake). The generator is

updated to generate more realistic data to better fool the discriminator, and the discriminator
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is updated to better detect generated data by the generator network.

The CycleGAN is an extension of the GAN architecture. In the CycleGAN, two generator

networks and two discriminator networks are simultaneously trained. The generator network

takes data from the first domain as an input and generates data for the second domain as

an output. The other generator takes data from the second domain and generates the first

domain data. The two discriminator networks are trained to determine how plausible the

generated data are. Then the generator models are updated accordingly. This extension

itself cannot guarantee that the learned function can translate an individual input into

a desirable output. Therefore, the CycleGAN uses a cycle consistency as an additional

extension to the model. The idea is that output data by the first generator can be used

as input data to the second generator. Cycle consistency is encouraged in the CycleGAN

by adding an additional loss to measure the difference between the generated output of the

second generator and the original data (and vice versa). This guides the data generation

process toward data translation.

In our CycleGAN architecture, we apply adversarial losses [121] to both mapping functions

(G : X → Y and F : Y → X). The objective of the mapping function G as a generator and

its discriminator DY is expressed as below:

LGAN(G,DY , X, Y ) = Ey∼pdata(y)[log logDY (y)]+Ex∼pdata(x)[log log(1−DY (G(x)))] (3.5)

where the function G takes an input from domain X (e.g., noisy PPG signals), attempting

to generate new data that look similar to data from domain Y (e.g., clean PPG signals). In

the meantime, DY aims to determine whether its input is from the translated samples G(x)

(e.g., reconstructed PPG signals) or the real samples from domain Y . A similar adversarial

loss is defined for the mapping function F : Y → X as LGAN(F,DX , Y,X).
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As discussed before, adversarial losses alone cannot guarantee that the learned function can

map an individual input from domain X to the desired output from domain Y . In [116], the

authors argue that to reduce the space of possible mapping functions even further, learned

mapping functions (Y and F ) need to be cycle-consistent. This means that the translation

cycle needs to be able to translate back the input from domain X to the original image as

X → G(X) → F (G(X)) ∼ X. This is called forward cycle consistency. Similarly, backward

cycle consistency is defined as: y → F (y) → G(F (y)) ∼ y. This behavior is presented in our

objective function as:

Lcyc(G,F ) = Ex∼pdata(x)[∥F (G(x))− x∥1] + Ey∼pdata(y)[∥G(F (y))− y∥1] (3.6)

Therefore, the final objective of CycleGAN architecture is defined as:

L(G,F,DX , DY ) = LGAN(G,DY , X, Y ) + LGAN(F,DX , Y,X) + λLcyc(G,F ) (3.7)

where λ controls the relative importance of the two objectives.

In Equation 3.7, G aims to minimize the objective while an adversary D attempts to maxi-

mize it. Therefore, our model aims to solve:

G∗, F ∗ = argminL(G,F,DX , DY ) (3.8)

The architecture of the generative networks is adopted from Johnson et al. [122]. This

network contains four convolutions, several residual blocks [123], and two fractionally-strided

convolutions with stride 0.5. For the discriminator networks, they use 70 × 70 PathGANs

[124–126].

After the CycleGAN is applied to the transformed image, the diagonal entries are used to
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retrieve the reconstructed signal.

Sigrec[i] = Img[i, i]/256 (3.9)

3.3 Results

In this section, we assess the efficiency of our model based on the following measures: root

mean square error (RMSE) and peak-to-peak error (PPE). A signal window size of 256 and

an image size of 256 by 256 were used for all experimental purposes, and 25% of the data was

assigned for validation. The noise detection module had an accuracy of 99%. The summary

of the results for noise removal, including the improvement for each noise type and noise

intensity, can be found in Table 3.2.

For each noise type, there are two entries in this table, one corresponding to the slow move-

ment and the other one corresponding to the fast movement. The average S/N value for

slow movements is 21.7dB, as provided in the table, while the average S/N value for fast

movements is 14.0dB. For each of the measures, RMSE and PPE, we calculated the error

between the generated signal and the reference signal as well as the error between the noisy

signal and the reference signal in order to observe the improvement of the model on the noisy

signal. The degree of improvement on each noise type is added in a separate column in the

table. According to the table, the average of improvement on RMSE is 41× and the average

of improvement on PPE is 58×.

An example of a reconstructed signal is presented in Figure 3.8, together with the noisy PPG

and the reference PPG signal. As we can see in this figure, the noise is significantly reduced,

and the peak values are adjusted accordingly, confirming that the image transformation

successfully represents the noise in a visual format.
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Table 3.2: Results of the proposed method.

Noise Type S/N (dB) RMSE Gen. (BPM) RMSE Nsy. (BPM) RMSE Imprv. PPE Gen. (BPM) PPE Nsy. (BPM) PPE Imprv.

Waving 20.04 0.213 41.76 196.07× 0.136 32.89 241.60×
Waving 11.30 2.43 55.30 22.75× 1.088 37.90 34.84×
3D Arm Movement 20.17 1.644 92.12 56.03× 0.772 44.03 57.06×
3D Arm Movement 13.12 1.688 65.99 39.10× 0.700 48.49 69.29×
Shaking Hands 21.66 1.556 61.89 39.78× 0.576 28.62 49.71×
Shaking Hands 14.96 4.203 84.31 20.06× 2.677 64.58 24.12×
Finger Tapping 22.99 1.758 63.43 36.07× 0.653 45.14 69.14×
Finger Tapping 13.99 3.008 21.76 7.235× 1.191 10.70 8.99×
Fist Open Close 25.11 1.648 35.74 21.69× 0.528 24.51 46.44×
Fist Open Close 16.69 2.151 51.28 23.84× 1.113 42.65 38.33×
Running Arm 20.14 2.056 22.93 11.16× 0.715 19.32 27.02×
Running Arm 13.98 3.807 77.73 20.42× 1.348 50.75 37.64×
Average 17.85 2.18 56.19 41.18× 0.958 37.465 58.68×

3.3.1 Comparison

In this section we compare our model’s efficiency with the state-of-the-art (Table 3.3). To

minimize the difference between our experimental setup and the setups used in the related

works we use the same measures. Such comparison for the state-of-the-art artifact detec-

tion and artifact removal algorithms has been made comprehensively in [127] , where the

algorithms are compared according to their input/output PPE and RMSE. We use [127] as

the base of our comparison and we provide PPE and RMSE improvements of our method

to display its efficiency with respect to both measures. It should be noted that it is not

feasible to perform a close comparison between our model and the existing works, due to the

differences in the datasets and the lack of a public dataset providing noisy and clean signals

simultaneously.

Table 3.3: The summary comparison of our result with the existing methods. MAE stands
for Mean absolute error.

Paper Method Accelerometer Before Outcome

Proposed method CycleGAN No PPE 37.46 BPM
RMSE 56.18 BPM

PPE 0.95 BPM
RMSE 2.18 BPM

Hanyu and Xiaohui [98] Statistical Evaluation No PPE 8.1 BPM PPE 7.85 BPM
Bashar et al. [99] VFCDM No N/A 6.45% false positive
Lin and Ma [100] DWT No PPE 13.97 BPM PPE 6.87 BPM
Raghuram et al. [101] CEMD LMS Syn. PPE 0.466 BPM PPE 0.392 BPM
Hara et al. [102] NLMS and RLS Syn. RMSE 28.26 BPM RMSE 6.5 BPM
Tanweer et al. [105] SVD and X-LMS Yes N/A PPE 1.37 BPM
Wu et al. [106] DC remover and RLS Yes N/A STD 3.81
Bac´a et al. [107] MAR and AT Yes N/A MAE 2.26 BPM
Askari et al. [128] SSA + MA Removal No N/A RMSE 6.73 BPM
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(a) The clean reference signal of Figure 3.7 on the left, alongside its noisy signal in the middle, and
the reconstructed clean signal on the right.

↕ ↕ ↕ ↕

1
(b) A comparison of the reference signal and the reconstructed signal together with the residual
image of the reconstruction is included in this figure. The brighter the pixels are the more difference
the reconstructed image has in that pixel compared to the original image, meaning that the motion
artifact is slightly apparent in the reconstructed signal.

Figure 3.8: Signal reconstruction

In comparison to non-accelerometer-based methods, our model significantly outperforms

these models. The best performance observed in previous work is reported in [102] that

improves the average RMSE from 28.26BPM to 6.5BPM (4.3× improvement). However, our

model’s improvement on average RMSE is from 56.18 to 2.18 (25.8× improvement). In most

of the existing accelerometer-based methods, no value is provided for the degree of the input

noise. Although the best reported PPE belongs to [101] with an outcome of 0.392BPM, the

best improvement is achieved by [100] from 13.97BPM to 6.87BPM (2.03× improvement).

However, our model’s improvement on average PPE is from 37.46BPM to 0.95BPM (39.4×

improvement).
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3.3.2 Resource Usage

In this section, we provide detailed information about the resources being used. Previously,

we claimed that our implemented model consumes a lower amount of power in comparison to

the accelerometer-based models. We designed an experiment to measure the consumed power

for our implemented model and accelerometer-based models to compare power consumption.

First, we did 32Hz-sampling in a Raspberry Pi 4 device for five minutes by using a low-power

accelerometer, ADXL343 [129]. Then, we measured the average consumed power of this task

by using SmartPower2 5VDC Power Supply [130]. Secondly, we measured the average power

consumption of our CycleGAN model in the test phase for five minutes with the same

raspberry pi and power analyzer. In other words, we did these sub-tasks (1) trained the

model, (2) tested our pre-trained model on the raspberry pi, and (3) monitored the power

consumption. For embedded devices, the critical key is being low power in the training

phase is not crucial; since training can be done on the cloud instead of the device itself. In

table 3.4, you can find the results of this experiment. According to Table 3.4, our proposed

method in average uses 45% less power compared to an accelerometer-based artifact removal

method.

Table 3.4: Average power consumption of raspberry pi 4

Idle Accelerometer-based Proposed Method

Power Consumption 2.23 W 3.76 W 3.07 W

To complete the analysis for resource usage, we also considered average time and memory

consumption. We completed our proposed model’s training and testing phase on a server,

with a GPU of RTX 3080 Ti and a CPU of Xeon E5-2680 v2, and monitored the resources.

In table 3.5, the information about resource usage is provided. Since our purpose is cleaning

the PPG signal in real-time, low time consumption in the test phase is important. Based on

the results, our model needs just 0.3 Sec to clean the PPG signal, which makes it a feasible

solution for real-time PPG noise removal.
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Table 3.5: Average time and memory consumption of the proposed method in training and
testing phase

Time CPU Memory GPU Memory

Train 909.786 Sec 488 MB 10828MB
Test 0.398 Sec 26 MB 1MB

3.4 Discussion

Noise reduction has been extensively studied in image processing, and the introduction of

powerful models such as CycleGAN has shown promising results in terms of noise reduction

in images. Inspired by this fact, we proposed a signal to image transformation that visualizes

signal noises in the form of image noise. To the best of our knowledge, this is the first use of

CycleGAN for bio-signal noise reduction which eliminates the need for an accelerometer to

be embedded into wearable devices, which in turn helps to reduce the power consumption

and cost of these devices.

It should be noted that despite the significant benefits of our proposed method in removing

noise in different situations, it may not be effective in all possible scenarios. Clearly, the

intensity of noise applied to the signals, and the variations of the noise, also called noise

categories, are controlled for the purpose of this study. In other words, if the source of

the generated motion artifact is changed in a way that the range in heart rate variations

is observable in compared with existing activities in this work, this method may not be

applicable. Although it will improve the error, it does not guarantee a reasonable upper

bound. However, the same limitations also exist in the related works.
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3.5 Conclusions

In this chapter, we presented an image processing approach to the problem of noise removal

from PPG signals where the noise is selected from a set of noise categories that simulate

the daily routine of a person. This method does not require an accelerometer on the sensor,

therefore, it can be applied to other variations of physiological signals, such as ECG, to

reduce the power usage of the measuring device and improve its efficiency. In this work, the

novel use of CycleGAN as an image transformer is leveraged to transform such physiological

signals. On average, the reconstructed PPG performed using our proposed method offers 41×

improvement on RMSE and 58× improvement on PPE, outperforming the state-of-the-art

by a factor of 9.5.
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Chapter 4

Integrating Respiratory Rate

Extraction for Advanced Multimodal

Analysis

Respiratory rate (RR) is a crucial clinical sign indicating ventilation. Abnormal changes in

RR are often the earliest indicators of health deterioration as the body strives to maintain

oxygen delivery to its tissues. The growing interest in remotely monitoring RR in everyday

settings has made photoplethysmography (PPG) wearable devices an attractive option.

PPG signals are valuable for RR extraction due to the presence of respiration-induced mod-

ulations. Traditional PPG-based RR estimation methods primarily depend on hand-crafted

rules and manual parameter tuning. Recently, an end-to-end deep learning approach was

proposed. However, despite its automated nature, this method’s performance on real-world

data remains suboptimal.

In this chapter, we present a comprehensive, end-to-end pipeline for respiratory rate (RR)

extraction, utilizing Cycle Generative Adversarial Networks (CycleGAN) to accurately re-
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construct respiratory signals from raw PPG data. This integration adds a critical modality

to our system, enhancing its capability for advanced multimodal analysis. Our results show a

significant improvement in RR estimation accuracy, achieving up to twice the accuracy (mean

absolute error of 1.9±0.3 using five-fold cross-validation) compared to the state-of-the-art

methods on an identical publicly available dataset. Our findings suggest that CycleGAN is

a valuable technique for RR estimation from raw PPG signals.

In our proposed closed-loop system architecture, we collect PPG signals in daily life settings.

Consequently, having an accurate module to extract respiratory rate from PPG signals is of

significant importance.

4.1 INTRODUCTION

Respiratory rate (RR), often referred to as breathing rate, is the number of breaths a person

takes per minute. A normal resting RR for adults ranges from 12 to 20 [131]. Abnormal

changes in respiratory rate are an accurate indicator of physiological conditions such as

anxiety, hypoxia, hypercapnia, metabolic and respiratory acidosis [132]. A diverse body of

research studies has indicated the significance of respiration rate for forecasting events such

as cardiac arrest, patient deterioration, and care escalation [133–135].

The importance of respiratory rate as one of the first indicators of health deterioration has

attracted significant attention in RR’s daily monitoring [136]. However, RR’s reliable mea-

surement devices are bulky and cumbersome, and are mainly used for inpatients. With the

rapid development of wearable technologies, a change in an individual’s physiological sys-

tems’ functional state can be tracked and monitored in an everyday setting, for instance,

by using photoplethysmography (PPG) [97]. PPG signals can easily be collected continu-

ously and remotely using a wide range of inexpensive, convenient, and portable wearable
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devices (.e.g., smart watches, rings, etc.). The blood perfusion dynamics are known to carry

information on breathing, as respiration-induced modulations in PPG signals [137]. Hence,

PPG signals are considered as a suitable source for respiratory rate extraction to forecast

unexpected care admissions in a daily life setting .

The RR estimation from PPG signals has received remarkable attention in the literature

[138]. Traditional RR estimation methods require several steps, including digital filtering,

time/frequency domain analysis, extraction of signal components from composite signals,

deriving respiratory surrogate waveforms and features using the fiducial points, signal quality

estimations, and sensor fusion [139]. These techniques rely heavily on manual parameter

tuning, optimization, and hand-crafted rules designed for specific target patient population.

In the past few years, machine learning techniques and neural networks have been widely

used in health monitoring domains [4, 9, 81, 82, 140]. Bian et al. [141] recently proposed

an end-to-end deep learning approach in order to automatically and accurately estimate

RR from raw PPG signals. Despite the automatic nature of their proposed model, the

performance of this method is not ideal (mean absolute error (MAE) of 3.8 ± 0.5 bpm,

which is about %25 inaccuracy considering 16 bpm as an average RR per minute).

This chapter proposes an automatic end-to-end generative deep learning approach using cycle

generative adversarial networks (CGAN) [142] to reconstruct respiratory signals from raw

PPG signals and estimate RR with a high accuracy. CGAN is a novel and powerful approach

in the field of unsupervised learning, which targets learning the structure of two given data

domains to translate an individual input from one domain to a desired output from the

second domain. We also propose a novel loss function to be integrated in our CGAN model

that takes into account the key attribute (i.e., RR) of the generated respiratory signals.

Our results demonstrate that the proposed GAN-based approach estimates RR from raw

PPG signals with 2× higher accuracy compared with the state-of-the-art approach [141]

using real-world data. Furthermore, our method outperforms the classical RR estimations
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methods, despite utilizing the complete automatic end-to-end design.

In summary, this work makes the following key contributions:

• Proposing an end-to-end automatic approach based on CGAN which outperforms the

performance of the classical RR estimation methods (using an identical setting and

dataset).

• Proposing a novel loss function for our CGAN model that takes into account the RR

of the generated respiratory signals.

• Demonstrating the performance of our approach using the real-world data and com-

paring it against the state-of-the-art (using an identical setting and dataset).

The rest of this chapter is organized as follows. Section 4.2 introduces the employed dataset

and our proposed pipeline architecture. In Section 4.3 we summarize the result obtained

by our proposed method. Section 4.4 compares our result with the state-of-the-art in RR

estimation from raw PPG signal. Finally, Section 4.5 concludes the chapter.

4.2 MATERIAL AND METHODS

4.2.1 Dataset

We employed BIDMC PPG and Respiration Dataset [143] to evaluate our RR estimator

method. This is a publicly available dataset which contains signals and numerics extracted

from the much larger MIMIC II matched waveform Database, along with manual breath

annotations made from two annotators, using the impedance respiratory signal.

In this dataset, PPG and impedence respiratory signals are collected from 53 adult patients
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for about 8-minute duration at sampling rate of 125 Hz. This dataset is widely used to

evaluate the performance of different algorithms for estimating respiratory rate from PPG

signals [138, 141, 144, 145].

4.2.2 RR Estimation Pipeline

Figure 4.1 shows our proposed pipeline for estimating respiratory rate from PPG signals.

There are three different main stages in this pipeline: (1) Data Preparation, (2) PPG to

Respiration Translator (PRT), and (3) RR Estimator. In the following subsections, we

discuss each part in detail.

Data Preparation

The primary purpose of this stage is to prepare the data and pre-process it for the PPG-to-

Respiration Translator (PRT) module. PPG signals are sampled at much higher frequency

than required in the BIDMC dataset. Therefore, downsampling is done to save memory,

and reduce processing time and computational complexity of our model while preserving

the signals integrity. In this stage, first, raw PPG data are normalized to 0-1. Then, the

signals are down-sampled to 30 Hz. Finally, 30-second windows of data are extracted from

the signals to be used in the PRT module for translation.

PPG to Respiration Translator (PRT)

In this module, the Cycle Generative Adversarial Networks (The Cycle GAN) are employed

to reconstruct respiratory signals from raw PPG signals. The Generative Adversarial Net-

works belong to the field of unsupervised learning targeting to learn the structure of a given

data in order to generate new unseen data. The GANs are composed of two models: a gen-
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Figure 4.1: RR Estimation Pipeline

erator network and a discriminator network. The generator network starts at a point from

a latent space as an input and aims to generate new data similar to the expected domain.

The discriminator network on the other hand attempts to recognize if an input data is real

(belongs to the original dataset) or fake (generated by the generator network).

The Cycle GAN is an extension of the Generative Adversarial Networks which was first

proposed by Jun-Yan Zhu et al. [142]. The idea behind the Cycle GAN is to take an input

from the first domain and generate an output of the second domain. In our case, the goal of

Cycle GAN is to learn the mapping between PPG signals (domain X ) and respiratory signals

(domain Y ). Each domain contains set of training samples {xi}Ni=1 ∈ X and {yi}Ni=1 ∈ Y used

directly from BIDMC dataset. The model includes two generators with mapping functions

as G : X → Y and F : Y → X and two discriminators DX and DY . In the discriminator

networks, DX aims to distinguish between real PPG signals (xi) and synthetic PPG signals

(F (y)) while DY aims to discriminate between real respiratory signals (yi) and synthetic

respiratory signals (G(x)).

We indicate the distributions of our data as x ∼ pdata(x) and y ∼ pdata(y). Our objective

loss function contains three terms: (1) adversarial losses [146], (2) cycle consistency losses,

and (3) RR Loss.
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Adversarial losses are employed for matching the distribution of generated synthetic signals

to the data distribution of original signals. We apply adversarial loss function on both of our

mapping functions. The objective function applied to the mapping function G is expressed

as below:

LGAN(G,DY , X, Y ) = Ey∼pdata(y)[logDY (y)]

+Ex∼pdata(x)[log(1−DY (G(x)))]

(4.1)

where G tries to generate respiratory signals (G(x)) that look similar to original respiratory

signals collected from BIDMC dataset (domain Y), while DY aims to discriminate between

synthetic respiratory signals (G(x)) and real samples (y). In a same way, adversarial loss for

the mapping function F is expressed as LGAN(F,DX , Y,X).

A mapping function trained only by adversarial loss as an objective function can map the

same set of signals from the first domain to any random permutation of signals in the second

domain. Therefore, cycle consistency losses are added to guarantee the mapping from an

individual input (xi) to a desired output (yi) by considering learned mapping functions to be

cycle consistent. This means that for each PPG signal x from domain X we must have x→

G(x) → F (G(x)) ≈ x while for each respiratory signal y we have y → F (y) → G(F (y)) ≈ y.

This behaviour is indicated as:

Lcyc(G,F ) = Ex∼pdata(x)[||F (G(x))− x||1]

+Ey∼pdata(y)[||G(F (y))− y||1]
(4.2)

In order to force the synthesized respiratory signals to only keep their main features, we define
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RR loss function which attempts to take into account the RR of the generated respiratory

signals. The BioSPPy [147] public python library is used to calculate the respiration rate of

the synthetic and original respiratory signals. This additional loss function can be expressed

as:

LRR(G) = Ey∼pdata(y)[||G(F (y))RR − yRR||1] (4.3)

Therefore, the final objective is the weighted sum of the above loss functions:

L(G,F,DX , DY ) = LGAN(G,DY , X, Y )

+LGAN(F,DX , Y,X)

+λ1Lcyc(G,F )

+λ2LRR(G)

(4.4)

where λ1 and λ2 are the weights of cycle consistency loss and RR loss respectively (both are

empirically selected as 10 in our work).

G and F attempt to minimize this objective against adversaries DX and DY that try to

maximize it. Hence, we aim to solve:

G∗, F ∗ = argmin
G,F

max
DX ,DY

L(G,F,DX , DY ) (4.5)

We use the CGAN architecture proposed by [142]. The architecture of generative networks is
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adopted from Johnson et al. [148]. This network contains two stride-2 convolutions, several

residual blocks [149], and two fractionally-strided convolutions with stride 0.5. For the

discriminator networks we use 70×70 PathGANs [150–152] which aims to classify whether

the signals are fake or real.

RR Estimator

This module uses the BreathMetrics [153] for pre-processing, filtering, and calculating the

respiratory rate of the signals. The BreathMetrics is a Matlab toolbox for analyzing respira-

tory recordings. Breathmetrics was designed to make analyzing respiratory recordings easier

by automatically de-noising the data and extracting the many features embedded within res-

piratory recordings including respiratory rate. The methods used in this tool (de-noising and

features extraction) have been validated, peer-reviewed, and published in Chemical Senses,

a scientific journal.

4.2.3 Performance Metric

We calculate the mean absolute error (MAE) as the performance metric in our study in

order to evaluate our RR estimation method. MAE is calculated by averaging the absolute

differences between the values estimated by a model and the values observed.

MAE is defined as:

MAE =
1

N

N∑
i=1

|RRi
e −RRi

r| (4.6)

Where N is total number of respiratory segments. RRi
e and RR

i
r are estimated and reference
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Figure 4.2: Example of the synthetic respiratory signal generated by our PRT module,
from top to bottom: reference respiratory signal, synthetic respiratory signal, and processed
synthetic respiratory signal using the BreathMetrics module.

respiratory rate for each 1 minute data respectively.

To evaluate the performance of our algorithm, we use 5-fold cross validation. We split the

BIDMC dataset into five folds while making sure each subject’s data is appeared in one fold

only. We perform the training 5 times and each time 4 folds are for training and 1 fold is

for testing. The average MAE of 5 runs is presented as the final performance results for

our proposed model. We trained our models on Nvidia Quadro RTX 5000 GPU with 125

GB of RAM. For each training experiment we performed 100 epochs in which early stopping

technique were employed to reduce over-fitting.
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4.3 RESULTS

Figure 4.2 shows an example of a reconstructed respiration signal using our method alongside

with its reference respiration signal for the same timing window of the same test subject.

The blue signal represents the reference respiration signal from the BIDMC dataset. The red

signal is the synthetic respiratory signal which is an output of our PRT module. The green

signal shows the final respiratory signal after de-noising and pre-processing of the signal using

the BreathMetrics tool. By comparing the reference respiratory signal and the processed

synthetic respiratory signal it can be seen that our pipeline is capable of reconstructing the

respiratory signal itself from the PPG signal with high precision.

Table 4.1 shows the summary of the MAE performance (average±std) of our method com-

pared with the state of the arts. The same publicly available dataset (BIDMC) and the same

performance metric (MAE using five fold cross validation) are used to fairly evaluate and

compare the performance of our automatic approach.

Table 4.1: The summary of MAE Performances in compare with state of the arts

RR Estimation Models MAE
Bian et al. [141] DL method 3.8±0.5

Bian et al. [141] SmartQualityFusion method 2.6±0.4
Our proposed CycleGAN-based method 1.9±0.3

As can be seen from the table, our CGAN-based method significantly (up to 2×) outperforms

the state-of-the-art RR estimation methods from a raw PPG signals. In the next section,

we discuss the results in more details.
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4.4 DISCUSSION

Existing PPG-based RR estimation methods heavily rely on features derived from various

hand-crafted algorithms and tuning parameters for specific settings. In this chapter, we

presented a novel fully end-to-end automatic approach for estimating RR from raw PPG

signals.

A classical RR estimation method has been implemented in [141] which is referred as

SmartQualityFusion, as a combination of Smart fusion [154] and Quality fusion [155]. The

SmartQualityFusion algorithm achieved the MAE of 2.6±0.4 breaths/min (Table 4.1). Ac-

cording to Table 4.1, our proposed RR estimation pipeline demonstrate a significant im-

provement in accurately estimating RR compared with their algorithm (the MAE of 1.9

breaths/min), despite the complete end-to-end automatic environment of our method.

Bian et al. [141], also proposed an end-to-end learning approach based on deep learning

to estimate RR from PPG. Their results demonstrate a clinically reasonable performance;

however, the performance of their proposed automatic approach heavily depends to the

availability of real world data. They used the mean absolute error (MAE) as a performance

metric in their work. According to their results, their deep learning approach trained with

real data could achieve the MAE of 3.8±0.5 breath/minutes which is substantially higher

than the MAE error achieved by their classical algorithm (SmartQualityFusion). According

to Table 4.1, our proposed pipeline architecture provides about 2 times better performance

of estimating respiratory rate compared with their proposed deep learning approach.

One existing limitation of our work, which is also present in the other state-of-the-art meth-

ods, is the lack of noisy PPG data in the real datasets used for training our models. Therefore,

the performance of our proposed method might not be as expected on a noisy PPG data

collected during daily life and physical activities. This limitation is also present in the other

state-of-the-arts methods since the employed datasets are mostly consist of stationary data.
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However, as also mentioned in [141], this problem can easily be diminished by retraining the

model using the new existing noisy PPG and respiratory signals.

In [141], the authors increased the performance of their proposed method, by augmenting

the real datasets using the generated synthetic PPG data. This enhanced the MAE of their

model from 3.8 brpm to 2.5 brpm. Thus, the data augmentation approach significantly

enhanced the performance of their model. However, our proposed model still achieves a

better performance (1.9 brpm), despite being trained only on a real data. As a future work,

we intend to further increase the performance of our proposed method by augmenting our

dataset using synthetic data.

4.5 Conclusion

In summary, in this chapter we presented a novel pipeline architecture in order to estimate

respiratory rate using PPG signals. We are the first one to use cycle adversarial networks in

our model to reconstruct the respiratory signals from PPG signals. According to our results,

our proposed pipeline architecture is able to estimate RR with the MAE of 1.9 which has

the performance of 2.0x better than the state-of-the-art automatic RR estimation method.
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Chapter 5

Developing a Context-Aware

Closed-Loop System

In this chapter, we present our proposed context-aware closed-loop affect monitoring system,

which collects both physiological data (PPG) and contextual information (such as weather

conditions, phone battery level, phone usage, and location) in daily life settings. As a case

study, we focus on detecting stress—an important type of affect—to evaluate the performance

of our system.

Long-term unmanaged stress can lead to chronic health conditions such as diabetes, heart

disease, high blood pressure, and obesity. Consequently, recent research has focused on

developing systems to accurately monitor and predict daily-life stress in real time. However,

most existing research evaluates stress levels in controlled settings. Current daily-life stress

monitoring systems build their stress models using physiological data collected from wearable

devices, such as smartwatches. A major limitation of these works is the lack of contextual

data, leading to less reliable stress predictions. The literature highlights the significant

importance of context data in predicting stressful moments.
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To address this gap, we captured the stress levels of eleven volunteers through ecological

momentary assessments (EMAs) over a period of two weeks. Our system employs a binary

stress detector that differentiates between stressful and non-stressful samples, achieving an

F1-score of up to 70%. This result is promising, given that the data is collected in the

challenging environments of everyday settings.

5.1 Introduction

Based on recent reports, a remarkable 70% of individuals in the United States have en-

countered at least one symptom of stress within a given month [156]. Long-term stress can

lead to a compromised immune system, cancer, cardiovascular disease, depression, diabetes,

and substance addiction, among other serious effects [156]. In light of these consequences,

the routine monitoring of stress levels has become increasingly essential. Thus, developing

dependable techniques for promptly detecting human stress is paramount.

The utilization of physiological signals as a modality for identifying stress has been exten-

sively explored in the literature [157, 158]. Among the physiological signals, the photo-

plethysmograph (PPG) signal is considered a valuable information source for stress detec-

tion [159]. This signal is influenced by the cardiac, vascular, and autonomic nervous systems,

which are all known to be impacted by stress [160]. With the rapid development of wearable

technologies, PPG signals can now be conveniently monitored in daily life settings using

cost-effective wearable devices [157]. Moreover, the advancement of context-logging mobile

applications has furnished a mechanism for continuously monitoring and tracking a user’s

contextual information, which encompasses location, activities, weather, and other pertinent

factors, in real-time. Existing research has already illustrated the importance of this contex-

tual information in comprehending and detecting stressful events experienced by individuals

[161].
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Real-time monitoring of physiological signals and contextual data presents a formidable

challenge. The acquisition of physiological signals via smartwatches and wearable devices is

particularly prone to motion artifact noise [162], necessitating extensive filtering and pro-

cessing to enable their use in stress detection algorithms within daily life settings. Moreover,

developing a daily life stress monitoring system mandates access to real-time stress level

labels from participants, a task that poses several challenges [163]. The timing of label

querying is critical, requiring careful selection of moments when participants are not en-

gaged in activities such as sleeping, studying, or working, to ensure optimal participation

and reliable labels. Additionally, capturing the moments most conducive to experiencing

stressful situations is crucial [163]. Notwithstanding these obstacles, designing a robust and

accurate system that captures both physiological and contextual information in real-time

while querying labels from participants is an even greater challenge.

In this study, we present a context-aware daily life stress monitoring system that lever-

ages physiological and contextual data and incorporates a smart label querying method.

The system utilizes a publicly accessible life-logging mobile application to gather real-time

contextual data from participants. The task of simultaneously collecting both contextual

information and physiological signals while querying for stress labels in daily life presents

significant challenges. To address these challenges, we propose a three-tier Internet of Things

(IoT) based system architecture for our real-time monitoring system. In summary, the key

contributions of this paper are as follows:

• Propose a three-tier IoT-based system architecture to efficiently collect and record both

physiological and contextual data alongside labels throughout the day.

• Implement a smart EMA triggering-based system to capture sufficient and high-quality

labels multiple times daily.

• Investigate the impact of personalization on stress detection by examining how the
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performance of our algorithm improves with more subject-specific data available in the

training phase.

5.2 Related Works

This section presents an overview of the related works as summarized in Table 6.1. The ma-

jority of the existing research works in stress detection are conducted in laboratory settings

or controlled environments [164–166]. In these studies, participants are typically required to

wear wearable devices while engaging in a sequence of experimental tasks, such as viewing

a series of images or videos or being exposed to stressful activities. During the study, var-

ious kinds of bio-signals, such as PPG, Electrocardiogram (ECG), Electrodermal Activity

(EDA), and Electroencephalogram (EEG) are recorded and employed for building models

for stress detection. Despite the remarkable performance obtained by these controlled ex-

perimental methods, such algorithms are not feasible for usage in real-world stress detection

systems. The data gathered in daily life is susceptible to contextual confounders and motion

artifact noise resulting from movements and routine activities. Moreover, the type of stress

encountered in daily life scenarios can substantially differ from that induced in the controlled

laboratory setting [163].

Recent advancements in stress detection methods have involved using physiological signals

collected in real-world settings [167–171]. This is achieved through the use of wearable

devices, such as smartwatches or smart wristbands, which continuously collect physiological

data from participants. Multiple questionnaires are sent randomly throughout the day to

gather information on stress levels. Finally, machine learning techniques and statistical

algorithms are applied to the collected data to build a stress model. A disadvantage of these

studies is the absence of contextual information in their stress models, which can result in less

reliable stress detection algorithms. The importance of contextual data in stress detection
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tasks has already been extensively demonstrated in the literature [172].

Can et al. [171] propose an objective stress detection system that uses smart bands and con-

textual information, such as weather information and activity type (e.g., lecture, presenta-

tion, or relaxation). However, one of the major limitations of this study is its semi-controlled

setting. In their study, the data was obtained during an eight-day training event, where all

the participants followed a predetermined schedule, including designated training days, free

days, midterm presentations, and other similar activities. Consequentially, the contextual

data captured in this study was captured manually and is limited to the time and date of

the predetermined schedule.

Only a limited number of studies have investigated the integration of physiological signals

and contextual information in a non-controlled, real-world setting [173, 174]. However,

the issue with these studies is the infrequency of their survey administration (i.e., once a

day), as stress levels can vary greatly throughout the course of a day in response to various

daily life events. These models cannot be properly coupled with mHealth-based just-in-time

interventions due to their lack of assessing stress instantaneously. Increased frequency of

survey administration would improve the likelihood of capturing fine-grained stress-inducing

moments. Additionally, these studies lack a smart query system to capture the labels,

which can result in more missing labels, such as instances where wearable devices are not

being worn or carried. Our work aims to address these shortcomings using an objective and

automatic physiological and contextual data collection approach focusing on fine-grained

stress detection.
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Table 5.1: Related Works

Study EMA Smart Physiology Context Daily
Frequency Query Life

Jeong Han et al. [164] N/A ✗ ✓ (PPG, ECG, SC) ✗ ✗

Cho et al. [166] N/A ✗ ✓ (ECG) ✗ ✗

Wang et al. [172] every 3 months ✗ ✗ ✓ ✓

Yu et al. [167] 10/day ✗ ✓ (ECG, SC, ST,
Motion)

✗ ✓

Sah et al. [168] 4/day ✗ ✓ (PPG, SC, Mo-
tion, ST)

✗ ✓

Tazarv et al. [169] distribution based ✓ ✓ (PPG) ✗ ✓

Battalio et al. [170] 1/day ✗ ✓ (ECG, Motion,
Resp)

✗ ✓

Can et al. [171] 1/day ✗ ✓ (SC, PPG, ST,
Motion)

✗ ✗

Yu et al. [173] 1/day ✗ ✓ (SC, ST, Motion) ✓ ✓

Mundnich et al. [174] 1/day ✗ ✓ (ECG, Motion) ✓ ✓

This Work 7/day ✓ ✓ (PPG, Motion) ✓ ✓

5.3 Methods

5.3.1 Study

Starting in November of 2021, we recruited a sample of college students (n = 11) from the

University of California, Irvine, via flyers and faculty outreach. The participants, comprising

both male (n = 4) and female (n = 7) populations, ranged in age from 18 to 37 years

(Mean = 22.91, SD = 5.05). The students were enrolled on a rolling basis at different

intervals, depending on their enrollment date, and participated for a total of 2 weeks. During

the enrollment process, participants review our study information document and are asked

afterward if they agree to continue their participation. Consent is obtained verbally and

is then documented in an Excel file by the research team member running the participant

session. As a component of the enrollment process, students were instructed to download

2 mobile applications (one foreground app to provide EMAs and one background app to

perform passive mobile logging) and were equipped with a smartwatch. Throughout the
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2-week period, while wearing the smartwatch that continuously measured physiology and

activity levels, students were prompted to complete multiple daily EMAs that was triggered

by a smart EMA query system.

The experimental procedures involving human subjects described in this paper were approved

by the Institutional Review Board (IRB) at the University of California, Irvine.

5.3.2 System Architecture

The architecture of our proposed system is shown in Figure 5.1. The system comprises three

primary layers that facilitate the collection of physiological and movement data, capturing

contextual data, and querying labels.

Sensor Layer

This study uses Samsung Galaxy Gear Sport Watches as the wearable device. This smart-

watch is equipped with sensors capable of recording PPG (20Hz), accelerometer, and gy-

roscope (movement) signals. We designed a custom smartwatch application for Samsung

Galaxy Gear Sport Watches running on the Tizen operating system to gather these unpro-

cessed PPG and movement signals. The data collected by the watch is transferred to the

cloud layer when it is connected to a local Wi-Fi network, and in the absence of such a

network, the data is transmitted via Bluetooth to a smartphone. Two services and a user

interface (UI) are included in the raw signal acquisition program. The initial service delivers

sensor data to the cloud at intervals of two minutes which take place every fifteen minutes.

60



Figure 5.1: Proposed System Architecture

Edge Layer

We use the AWARE framework [175] to capture contextual data in everyday settings.

AWARE is an open-source mobile instrumentation framework for logging, sharing, and

reusing mobile context. AWARE uses smartphone built-in sensors to capture daily life

logging information such as phone battery level, weather, location, screen status, etc. In the

event that the Wi-Fi network is inaccessible, an alternative smartphone application installed

on the edge is employed to gather the raw PPG signals and accelerometer data from the

sensor layer via Bluetooth and then transmit the data to the cloud for storage. To elicit

stress level labels from the study participants, a supplementary smartphone application has
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been developed which employs an EMA to solicit stress level ratings from the participants.

Cloud Layer

A smart EMA query system is implemented (S-EMA) on the cloud to query labels throughout

the day. The followings are the summary of the main rules used by the S-EMA module to

trigger EMAs:

• Sending EMAs only between 7 AM and midnight.

• Sending EMAs only when the user is wearing the watch using the accelerometer data.

• Sending EMAs only when the collected data is recent (the watch may record the data

without the Internet and sync it later).

• It is intended to query labels seven times per day. The frequency of querying labels

is adjusted dynamically to ensure that approximately seven labels are captured daily.

The waiting period is calculated based on the initial wear time of the watch to achieve

this target.

The stress levels in the EMAs are listed as “not at all” (1), “a little bit” (2), “some” (3), “a

lot” (4), and “extremely” (5).

Contextual data collected from the AWARE Framework (at the Edge layer), labels queried

through EMAs (the Edge layer), and raw physiological (PPG) and movement (accelerome-

ter, gyroscope, and gravity) signals captured by wearable platforms (the Sensory layer) are

sent and stored in the cloud for cleaning, filtering, preprocessing, and being utilized in the

predictive models.
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5.3.3 Preprocessing

The PPG signals stored in the cloud layer are collected from wearable devices and hence are

prone to noise. To mitigate this issue, a number of preprocessing and filtering techniques

are applied to the raw PPG signals in order to prepare them for further analysis. To detect

stress as a stimulus in human subjects, a variety of features are extracted from these signals,

such as heart rate, heart rate variability, and breathing rate, to name a few. Raw contextual

data collected from the AWARE framework are also too broad and non-informative. A

feature extraction module is designed with the purpose of transforming the raw contextual

logging data into informative contextual life-logging features. These extracted features serve

as inputs for our predictive machine-learning models. Data Imputation and Feature Selection

are two postprocessing techniques employed to improve our models’ performance.

Data Cleaning and Windowing

In order to clean the collected PPG data, first, we apply a Butterworth band-pass filter

of order 3, with cut-off frequencies at 0.7Hz and 3.5 Hz. Then, a moving average across a

1-second window is used to smooth the data and reduce the artifacts such as body gestures

and movements, which are common in everyday settings. These clean PPG signals, alongside

contextual data collected from the AWARE framework, are resampled to 15-minute timing

windows. Each of these 15-minute time frames, which consists of 2-minute continuous photo-

plethysmography (PPG) signals and context data collected through the AWARE framework,

is then processed by the feature extraction module.
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Feature Extraction

In the feature extraction module, we use the HeartPy library [176] to process the clean PPG

signals to extract PPG peaks and PPG-relevant features including heart rate variability. The

HeartPy is a Python Heart Rate Analysis Toolkit. The toolkit is designed to handle (noisy)

PPG data. Using this library, the following 12 features are extracted from the PPG signals:

BPM, IBI, SDNN, SDSD, RMSSD, PNN20, PNN50, HR mad, SD1, SD2, S, and BR. Table

6.3 outlines the definitions of these features for reference.

Table 5.2: PPG Features

Feature Definition
BPM Beats per minute, Heart Rate
IBI Inter-Beat Interval, the average time interval between two successive

heartbeats (NN intervals)
SDNN Standard deviation of NN intervals
SDSD Standard deviation of successive differences between adjacent NNs
RMSSD Root mean square of successive differences between the adjacent NNs
PNN20 The proportion of successive NNs greater than 20ms
PNN50 The proportion of successive NNs greater than 50ms
HR mad Median absolute deviation of NN intervals
SD1 and SD2 Standard deviations of the corresponding Poincare plot
S Area of ellipse described by SD1 and SD2
BR The number of breaths per minute (breathing rate)

The raw contextual data captured from AWARE framework are presented in Table 6.2.

These raw contextual data are not immediately usable in our predictive models and thus

require further processing. To address this issue, we have implemented a feature extraction

module to translate the raw data into numerical features that can be utilized by the models.

In Table 6.2, the “Values” column details the range, type, and units for each raw feature.

The “Cut-offs” column lists the threshold values utilized to convert the raw features into

a more comprehensible and abstract numeric format suitable for usage in the predictive

models. For example, the cut-off values for battery level are 10%, 25%, and 50%. Therefore,

for battery level (BL) values BL ≤ 10, 10 < BL ≤ 25, 25 < BL ≤ 50, and BL > 50, we
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Table 5.3: Aware Features

Feature Definition Values Cut-offs
battery adaptor Indicator of power

source
0=No source,
1=AC, 2=Dock,
3=USB

-

battery level Battery percentage (0:100]% [10, 25, 50]
speed Movement speed of

user
Double value in m/s
unit

[0, 1, 5]

device off Device not used du-
ration

Double value in min-
utes unit

[2, 10, 20, 60, 180,
540]

device on Device is being used
duration

Double value in min-
utes unit

[2, 10, 20]

air pressure The ambient air
pressure

Double value in
mbar/hPa unit

[900, 1000, 1100]

weather temperature Measured tempera-
ture

Double value in Cel-
sius unit

[5, 10, 20, 30]

weather Weather forecast
(API)

Weather forecast in
text, ex. ’Clear’

-

wind degrees Degree of wind Double value in de-
gree

[45, 90, 135]

wind speed Speed of wind Double value in m/s
unit

[0, 2, 5, 10]

screen status Status of phone
screen

0=off, 1=on,
2=locked, 3=un-
locked

-

location Longitude, Lati-
tude, Altitude

Three double values -

have respectively assigned the following numerical values: 0, 1, 2, 3. For battery adaptor

and screen status features, there are no cut-off values, and their raw values are used in the

model. For weather we used the following mapping function from text to the numerical

values: {’clear’: 0, ’mist’: 1, ’clouds’: 2, ’rain’: 3, ’snow’: 4}. In terms of location, since

all participants are students at the University of California, Irvine (UCI), we abstracted

and categorized their position into four distinct areas at the edge layer to preserve their

privacy. These areas are defined as follows: 0: within the UCI recreation center (UCI ARC),

1: within the university premises (for work/study), 2: within UCI housing, and 3: outside

of the aforementioned locations. To assign a location to each participant, we established
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circular boundaries encompassing each of these areas. Once the Longitude, Latitude, and

Altitude of the participant were determined, we checked whether their location lay within

one of the circular boundaries. If it did, we would assign the corresponding numeric value;

otherwise, the outside numeric value (3) would be assigned.

Data Labeling

The EMA protocol is designed to trigger a maximum of seven times per day and prompt

participants to indicate their stress level on a five-point Likert scale: (1) not at all, (2) a

little bit, (3) some, (4) a lot, and (5) extremely. The stress level reports, along with the

corresponding timestamps, are recorded in the cloud for subsequent analysis. Each 15-minute

timing window of collected physiological and contextual data is then labeled based on the

closest subsequent EMA query. The label distribution is shown in Figure 5.2.
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Figure 5.2: The distribution of reported stress levels
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Data Imputation

The contextual features obtained from the AWARE framework are sourced from various

sensors integrated within smartphones. As a result, certain 15-minute timing windows may

exhibit missing data for some features, which can occur due to differences in the frequency of

the sensors or technical limitations of a specific sensor. In order to optimize the construction

of efficient machine learning models, it is recommended to utilize a data imputation technique

rather than solely discarding incomplete data. This ensures the utilization of all available

features. To this end, we use the k-nearest neighbor’s imputation algorithm [177] in order

to compensate for missing contextual values in our data. The method predicts the values

of any additional data points using ”feature similarity.” In other words, the value given to

the new point depends on how much it resembles the points in the training set. Employing

a technique that identifies the k-nearest neighbors to the observation with missing data,

and subsequently imputes them based on the non-missing values in the vicinity, can be an

advantageous approach for predicting absent values. This technique creates a rudimentary

mean impute and then utilizes the resulting complete dataset to construct a KDTree. The

KDTree is then utilized to compute the nearest neighbors (NN). Following the determination

of k-NNs, it calculates their weighted average. This algorithm is deemed to be more accurate

than the commonly utilized imputation methods such as mean, median, and mode, as it

incorporates the similarity between the features into consideration.

5.3.4 Stress Detection

We evaluate the efficacy of our proposed stress detection system through binary classification.

In this classification, instances of “no stress” (represented by a stress level of 1) are assigned

a value of 0, while instances of “a little bit,” “some,” “a lot,” and “extremely” (represented

by stress levels greater than or equal to 2) are assigned a value of 1.
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The main reason for classifying the samples into “stress” and “no stress” is to have a more

balanced distribution of labels since some classes such as “extremely” and “a lot” are rare.

As shown in Figure 5.2, with this categorization, there will be 288 samples with label 0 (“no

stress”) and 303 samples with label 1 “stress”.

Machine Learning Algorithms

To build a stress detection algorithm, we used machine learning-based methods. Three

classification techniques were employed, namely the K-Nearest-Neighbor [178] with k values

ranging from 1 to 20, Random Forest [179] with a depth range of 1 to 10, and the XGBoost

classifier [180]. The K-Nearest-Neighbor technique predicts the outcome based on a majority

vote using the k number of closest data points. The Random Forest classifier is an ensemble

learning approach that employs averaging to increase predictive accuracy and reduce over-

fitting. It fits a number of decision tree classifiers to different subsamples of the dataset.

The XGBoost is an efficacious open-source implementation of the gradient-boosted trees al-

gorithm. Gradient boosting is a supervised learning process that combines the predictions

of a number of weaker, simpler models to predict a target variable properly.

Feature Selection

In this work, feature selection constitutes a pivotal stage, and its inclusion can significantly

enhance the performance of our model. This is largely due to the inherent constraints associ-

ated with the AWARE features. Specifically, some features may exhibit consistent values over

time, thereby rendering them less reliable and less critical for classification. Additionally,

certain features may present significant quantities of missing data due to the challenges en-

countered in the collection of contextual data, such as sensor malfunction. Furthermore, the

filtering and cleaning of the PPG signals, necessary to eliminate motion artifact noise, may
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result in the loss of critical information from the signals. As a consequence, the extraction

of features from PPG signals may be rendered less dependable. It is, therefore, imperative

to identify and eliminate these aforementioned features from the model to mitigate their

adverse effects on the model’s efficacy.

Given that a tree-based machine learning classification algorithm is employed in our pre-

diction models, we have elected to adopt a tree-based feature selection algorithm. Random

forest classifiers offer the mean decrease impurity and mean decrease accuracy feature selec-

tion approaches. In this study, we chose features using a mean decrease impurity technique.

Gini importance is another name for mean decrease impurity. Random forest uses numerous

different decision trees. Every node in the decision tree represents a condition on one of the

qualities, and it is a model of decisions that resembles a tree. These nodes divide the data

into two sets, with the goal of having the data with the same labels end up in the same set in

the best case. The criterion used to determine the best condition for each node is impurity.

The total decrease in node impurity averaged over all ensemble trees is what is meant by

”mean decrease impurity” for each feature. This metric is used to order the features.

Performance Metrics

In order to evaluate the performance of our stress monitoring system, we use F1-score as

a quality metric. The F1-score is a measurement of a test’s accuracy used in statistical

analyses of binary categorization. It is derived from the test’s precision, and recall, where

precision is the proportion of ”true positive” results to ”all positive results,” including those

incorrectly identified as positive, and recall is the proportion of ”true positive” results to

”all samples that should have been identified as positive.” In diagnostic binary classification,

recall is also referred to as sensitivity, while precision is also referred to as positive predictive
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value. The F1-score is calculated as the weighted average of precision and recall:

F1 = 2× precision× recall

precision + recall

5.4 Results

In our research, a cross-validation technique [181] was utilized to evaluate the performance

of our classification models. Cross-validation is a widely employed algorithm for accurately

estimating the performance of a machine-learning model on unknown data. The process

involves training a model using different subsets of the data and then testing the average

accuracy of the remaining data. To assess the effectiveness of our research findings, we

employed a 5-fold cross-validation method. To ensure that there is no overlap of user data

in the train and test splits, the splits were created based on user IDs.

In order to ensure objectivity and prevent any potential biases, we adopted a fresh start

approach for each iteration of the stress detection model. We disregarded any prior knowledge

or information from previous stress models or the data from the current test users. The

ultimate performance of the model was computed by calculating the mean of the individual

stress models’ performances generated.

The summary of the performance achieved for our stress assessment algorithm utilizing solely

PPG data with a 5-fold cross-validation technique is presented in Table 5.4. The table shows

that KNN with k=7 exhibited the best performance with an F1-score of 56. However, the

result of 56 is not promising for binary classification.

As a subsequent measure, we resolved to augment our model with contextual information to

enhance its performance. The results of the stress assessment algorithm that incorporates

both PPG and contextual data are summarized in Table 5.5. This assessment was carried out
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Table 5.4: Validation accuracy of our stress assessment algorithm using only PPG data

Classifiers F1 Selected Features
Random Forest (depth=9) 52 SD1, IBI, S, SD2, BPM, SDSD
KNN (k=7) 56 SD1, IBI, S, SD2, BPM, SDSD
XGBoost 51 S, SD2, BPM, SDSD

using a 5-fold cross-validation technique. According to the table, the Random Forest model

with a depth of 5, employing the top five features chosen by the GINI index algorithm,

attained the best performance. This outcome indicates a 14% increase in performance,

underscoring the noteworthy role of contextual data in stress detection techniques.

Table 5.5: Validation accuracy of our stress assessment algorithm using both PPG and
contextual data

Classifiers F1 Selected Contextual Fea-
tures

Selected PPG Features

Random Forest (d=3) 70 weather, wind speed, de-
vice off, location

BPM

KNN (k=9) 62 weather, wind speed, de-
vice off, location, speed

BPM, S, SD2, SDSD,
SDNN, BR

XGBoost 64 weather, wind speed, de-
vice off, location, speed

BPM, S, SD2, SDSD,
SDNN, BR, IBI

The most important contextual features, as determined by our analysis, are weather, wind speed,

device off, and location. Regarding the PPG signal, beat per minute (BPM) was identified

as the most relevant feature for stress detection. However, the performance of the KNN

and XGBoost classifiers was found to be lower. For these two classifiers, the top 11 and 12

features were selected, respectively.

5.4.1 Explainability of the Model

This section employs the stress detection model with the most optimal performance, which is

the Random Forest model detailed in Table 5.5. This model employs the five most important

features, namely bpm, weather, wind speed, device off, and location, for the predictions.
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To explain how our machine learning model predicts stress in terms of extracted features,

we use the SHAP method [182]. SHAP (SHapley Additive exPlanations) is a game theoretic

approach to explain the output of any machine learning model. It utilizes the traditional

Shapley values from game theory and their related extensions to correlate optimal credit

allocation with local explanations.

The fundamental concept of Shapley value-based interpretations of machine learning models

is to allocate credit for a model’s output among its input features. While computing SHAP

values can be quite intricate, as they are generally NP-hard, this is not the case for linear

models which are more straightforward. In such cases, we can extract the SHAP values

directly from a partial dependence plot. Having a prediction f(xi), the SHAP value for a

particular feature xi is the difference between the anticipated model output and the partial

dependence plot at the feature’s value xi.

We apply SHAP method to our proposed stress detection model with the best performance,

which is the Random Forest model presented in Table 5.5. Figure 5.3 shows the bar plot

providing the absolute SHAP values calculated for each feature. This bar plot takes the

mean absolute value of each feature over all the instances (rows) of the dataset (test data).

According to this Figure, the BPM and location have the lowest impact on the model com-

pared to the other features. The device off feature, which denotes the duration the phone is

not in use, is a contextual feature that has the greatest impact on the model’s outcome. Sub-

sequently, the weather and wind speed features exhibit the highest influence on the model

output, with a mean absolute SHAP value of approximately 0.15.

To observe the impact of each feature on the model’s output based on the feature values,

we employ the beeswarm plot. Figure 5.4 presents a beeswarm plot that summarizes the

complete distribution of SHAP values for each feature. Utilizing SHAP values, this plot

showcases the effects of each feature on the model output. Features are sorted by the total

sum of SHAP value magnitudes over all samples. The color of the plot demonstrates the
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Figure 5.3: SHAP mean absolute values

feature value, with red indicating high and blue indicating low. This analysis shows that a

high value for the device off feature (more time the device is not in use) results in a lower

predicted stress value. As expected, a higher BPM increases the predicted stress value. For

the weather feature, our findings suggest that when the weather condition is in the mid-

range, such as mist, clouds, or rain, it increases the probability of stress, whereas when the

weather condition is clear, it reduces the likelihood of stress. Furthermore, higher wind speed

also increases the predicted stress value.

One notable finding that has been made here is that a lower value for the location feature

indicates a higher predicted stress level while higher values indicate lower predicted stress

levels. According to our designated ranges for the location feature, a lower value corresponds

to the presence inside the university premises. On the other hand, higher values of the

location feature correspond to UCI housing or an outdoor location, which results in decreased

predicted stress levels. This observation suggests that the location of an individual can play

a significant role in their stress levels, with certain locations associated with higher levels of

stress.

73



Figure 5.4: Feature impacts on the model output

5.4.2 Personalization

In order to evaluate the impact of personalization on our stress detection algorithm, we

conducted an experiment using data from three subjects with substantial amounts of data

(S111, S912, and S731). To achieve this, we trained our model on data from all other subjects

in the first stage, and then tested it on half of the data from one of the selected subjects

(e.g., S111). In the second stage, we customized the model using the second half of the S111

data for training (in addition to data from other subjects) and the first half of the S111

data for testing. We utilized the Random Forest classifier to demonstrate the performance

changes. Table 5.6 shows the results, indicating that personalization improves the prediction

performance by approximately 10%. All the extracted PPG and contextual features were

used in our models for this experiment.
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Table 5.6: F1-score before and after personalization

User ID F1 (Before) F1 (After) Selected Features
S111 74.1 81.0 Random Forest

(depth=5)
S912 76.0 83.0 Random Forest

(depth=5)
S731 36.7 47.1 Random Forest

(depth=19)

5.5 Discussion

Capturing real-time features and signals while collecting labels from participants in daily life

is challenging. We propose a real-time monitoring system using a three-level architecture. It

includes a sensor layer with a Samsung Gear Sport watch 2, an edge layer with mobile apps

using the AWARE framework, and a cloud layer to store data securely in a database.

Our real-time multi-tier system architecture was able to achieve an F1-score of 70% for the

task of stress detection. In addition, we have shown that personalization has a positive

impact on our stress detection models, resulting in approximately a 10% improvement. This

observation suggests that having a personalized model for the participants could result in

improved performance for stress prediction models.

Despite the successful implementation of a multi-tier system, one limitation of our work is

the occasional absence of contextual data for certain timing windows. The contextual data

is captured by the AWARE framework through different phone sensors, services, and APIs.

Therefore, the limitations and potential inaccuracies of these sensors, services, and APIs,

may result in missing features for some of the captured context data.

The second limitation of our research is associated with our label query system. Specif-

ically, our labeling system functions on a time-event paradigm, wherein it solicits EMAs

from study participants at pre-determined intervals of T hours. As a result, there exists a
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possibility that our system may not trigger an EMA request during instances when an indi-

vidual is undergoing stress. Conversely, the system may initiate an EMA during moments

when participants are resting or occupied with work, leading to an unsatisfactory experience

and subsequently, an increase in missing EMA submissions. In future work, we intend to

implement a smarter query system to overcome the mentioned challenges with the purpose

of (1) accurately identifying the time frames during which the participant experiences stress

and (2) not resting or engaged in work or activities.

To efficiently identify these timing windows, it is imperative to establish a real-time data

processing system in the cloud, which can receive and process data from the edge layer in

real-time. By utilizing the processed physiological signals and contextual features, it be-

comes possible to detect circumstances that may result in stressful timing windows. The

accelerometer signals obtained from the Samsung Gear Sport Watch can be utilized to con-

struct a machine-learning approach for identifying various daily activities, such as sleeping,

walking, and sitting. Daily-life activities alongside context features such as location could

help us to build a smart high-level context recognition system detecting the most efficient

timing windows to send the EMAs.

5.6 Conclusion

In this work, we proposed a context-aware daily-life stress monitoring system using phys-

iological and smartphone data. A smart query module, which uses accelerometer signals

collected from a watch, is implemented in order to capture sufficient and high-quality labels.

To the best of our knowledge, this is the first work presenting a daily-life stress monitoring

system employing both physiology and context data with a smart query system to capture

a sufficient number of EMAs throughout the day. According to our results, we were able to

achieve an F1-score of up to 70% using a Random Forest classifier.
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Chapter 6

Incorporating Personalization to

Elevate User Experience and

Engagement

In today’s fast-paced world, accurately monitoring stress levels is crucial. Sensor-based

stress monitoring systems often require large datasets to train effective models. However,

individual-specific models are essential for personalized and interactive scenarios. Traditional

methods like Ecological Momentary Assessments (EMAs) can assess stress but often struggle

with efficient data collection without burdening users.

The challenge lies in sending EMAs at the right moments, especially during periods of

stress, balancing monitoring efficiency and user convenience. In this chapter, we introduce a

novel context-aware active reinforcement learning (RL) algorithm for enhanced affect detec-

tion using Photoplethysmography (PPG) data from smartwatches and contextual data from

smartphones. Our approach dynamically selects optimal times for deploying EMAs, utilizing

the user’s immediate context to maximize label accuracy and minimize intrusiveness. We
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aim to detect stress as a case study, which is one of the main types of affect.

Initially, our study was conducted in an offline environment to refine the label collection

process, aiming to increase accuracy while reducing user burden. We later integrated a real-

time label collection mechanism, transitioning to an online methodology, which resulted in

an 11% improvement in stress detection efficiency. Incorporating contextual data further

improved model accuracy by 4%. Personalization studies showed a 10% enhancement in

AUC-ROC scores, indicating better differentiation of stress levels.

This chapter represents a significant advancement towards personalized, context-driven, real-

time stress monitoring within our proposed closed-loop real-time system architecture.

6.1 Introduction

As per data from the American Institute of Stress [183], approximately 55% of individu-

als in the United States encounter stress throughout their day. The American population

stands as one of the most stressed globally, with their current stress levels surpassing the

global average by 20 percentage points. The impact of stress extends to the physical body,

cognitive processes, emotions, and behavior [184]. Unaddressed stress can contribute to sev-

eral health issues, including high blood pressure, heart ailments, obesity, and diabetes [184].

Consequently, daily life monitoring of stress has garnered significant significance within our

society, and the advancement of techniques for diagnosing human stress holds paramount

importance.

The presence of stress within the human body can be diagnosed by analyzing psychophysio-

logical signals such as Photoplethysmography (PPG) [185]. PPG is a simple optical sensing

technique for detecting blood volume alterations within peripheral circulation [97]. With

the rapid advancements in technology and the development of the Internet of Things (IoT)
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[25, 186–188], the acquisition of PPG signals has been greatly facilitated, primarily through

the utilization of wearable devices like smart rings or smartwatches [189]. Consequently,

monitoring stress levels in everyday life becomes an attainable endeavor by analyzing the

PPG signals garnered from the aforementioned wearable devices. Furthermore, the evolution

of mobile apps designed for context logging has provided a means to consistently observe

and record a user’s contextual data, including elements like their location, activities, weather

conditions, and other relevant variables, all in real-time [190]. Prior studies have already

demonstrated the significance of this contextual information in understanding and identify-

ing stressful experiences encountered by individuals [68, 191, 192]. In everyday situations,

biosignals vary widely among individuals due to physiological and lifestyle differences, as well

as the diverse activities one might partake in. Additionally, the perception of stress levels

differs from person to person, leading to biases in the data collected. Therefore, there is a

significant need to tailor predictive models to each individual across their various activities.

These adjustments, which are essential at the time of deployment, present both conceptual

and technical challenges.

The evolution of stress monitoring in daily settings has seen a significant transformation.

Originally, stress monitoring was largely confined to controlled environments such as lab-

oratories, which allowed researchers to closely observe and study physiological responses

under stress [193, 194]. Such controlled studies laid the groundwork for understanding stress

responses in a structured setting. Over time, advancements in technology enabled the tran-

sition to more naturalistic and dynamic environments. This shift paved the way for methods

like Ecological Momentary Assessments (EMAs) [195]. EMAs revolutionized stress monitor-

ing by allowing real-time data collection about participants’ stress levels throughout their

day-to-day activities. Using self-reported stress (EMA) as the labeling source, users are

asked to respond to real-time queries that link the data gathered by sensors to stress labels

in everyday situations. One of the main challenges is optimally collecting these labels (stress

levels) from individuals in their daily lives [196]. Frequently triggering EMAs or sending them
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at inappropriate times, such as when a user is busy with work or sleeping, could burden the

user. This could lead to a significantly lower number of reported labels. Moreover, selecting

the optimal moments to send the EMAs, especially during instances when an individual is

experiencing stress, poses a considerable challenge and holds the utmost importance.

To tackle these challenges, in this work, we introduced a contextual variant of active learn-

ing, based on Deep Q-Learning, which incorporates the contextual information pertaining

to an individual into the decision-making process. In the initial phase of our research, a

context-aware active reinforcement learning algorithm was utilized in an offline setting [197].

This approach was implemented to thoroughly evaluate the effectiveness of our proposed

method. We demonstrated that the utilization of such an algorithm in a stress detection

task can lead to a reduction of up to 88% in the required EMAs when compared to a random

selection approach, and up to 32% when compared to traditional active learning methods.

Furthermore, we observed that employing such an algorithm can increase the performance of

stress detection tasks by up to 21% compared to a random selection method, and up to 8%

when compared to traditional active learning approaches. However, an offline context-aware

active reinforcement learning algorithm abstains from employing active learning to initiate

EMAs. However, this approach may still entail user burdens and result in triggering EMAs

at inappropriate times.

In this article, an extension of our previous work [197], we have improved our proposed

algorithm for application in an online setting, leveraging active learning to initiate EMAs.

In the online setting, our algorithm initiates EMAs at various points during the study,

guided by the contextual information pertaining to the user. Within the context of obtaining

participant labels such as stress levels, the active learning algorithm analyzes contextual

information in real-time to ascertain the most appropriate timing for posing questions. This

adaptive approach serves to reduce participant burden while simultaneously enhancing label

accuracy. To comprehensively assess the efficacy of our online algorithm, we compare it to
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the prior offline one, we conducted two distinct analyses on the same dataset: one employing

the offline context-aware active reinforcement learning algorithm and the other utilizing the

online variant. Our findings unequivocally demonstrate that the online algorithm yields a

substantial enhancement in the performance of the stress detection task when contrasted

with its offline counterpart. Lastly, we employ a personalization technique to investigate the

effects of personalized customization in enhancing the model’s performance.

In summary, the key contributions of this work are as follows:

• Propose a new form of active learning, utilizing Deep Q-learning, aimed at enhancing

interaction with the monitored individual during data collection.

• Develop a sensor-edge-cloud layered system architecture for the acquisition and la-

beling of the data aimed at real-time stress detection. We further demonstrate the

effectiveness of our proposed system through the utilization of actual real-time data

and comparing it with an identical offline variant of the algorithm.

• Incorporate the contextual features into the stress detection models for the purpose

of systematically monitoring the influence of contextual factors within the context of

stress detection.

• Examine how the performance of our algorithm is enhanced with the inclusion of

subject-specific data during the training phase in order to explore the influence of

personalization on stress detection.

• Conduct a two-stage IRB-approved study on 54 individuals across undergraduate

and graduate student populations over two periods: June 2020 to June 2021 (offline

method) and March 2022 to May 2023 (online method), generating a total of 132,598

filtered samples.
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This chapter is structured as follows: Section 2 offers a comprehensive review of stress

assessment methods and associated research, highlighting the importance of personalizing

models and the crucial role of user behavior and contextual data in real-time labeling. It

also emphasizes the need to enhance user engagement in everyday settings. Section 3 details

the platform developed for data collection and analysis. Section 4 outlines the dataset we

gathered and our data processing methods. Section 5 introduces our proposed context-

aware active learning approach, which incorporates user behavior and context into its query

mechanism, along with temporal data correlations, to enhance query scheduling. Section

6 reports on the outcomes of various querying techniques in relation to personalization.

Finally, Section 7 concludes the chapter and includes a discussion.

6.2 Related Work

Stress-related research often delineates its origins from both exogenous factors—such as

lifestyle, interpersonal relationships, and financial stability—and endogenous factors like in-

dividual psychological constitution and thought processes. These factors act as progenitors

for negative affective states, including anxiety and fear, and instigate corresponding physio-

logical responses. The physiological aspect of stress, denoted as a stress response, is a series

of bodily reactions to environmental stimuli or stressors. Within the scientific discourse, the

construct of stress is categorized into psychological, behavioral, and physiological dimen-

sions. Historically, self-report measures such as the Perceived Stress Scale (PSS), formulated

by Cohen et al. [198], and the stress inventory by Holmes and Rahe [199], have been the

standard for gauging stress levels retrospectively.

Nonetheless, the accuracy of survey-based assessments of stress is compromised by measure-

ment biases, including response bias, which reflects the influence of the query’s framing on

the participant’s responses. Additionally, while some behavioral expressions of stress—like
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facial expressions—are spontaneous, they may also be subject to volitional control, thus

potentially skewing data accuracy. Consequently, recordings of such behaviors must be crit-

ically examined for systematic errors that may misrepresent the actual stress magnitude.

Given these constraints, and paralleling the evolution of high-precision sensor technology,

there is an augmented demand for veritable detectors of physiological stress markers. Biosig-

nal attributes of stress episodes are typically involuntary, and such data can be acquired

through methodologies like electrocardiography (ECG), photoplethysmography (PPG), elec-

tromyography (EMG), skin conductance (SC) or electrodermal activity (EDA), respiratory

rate (RSP), skin temperature (ST), pupil dilation (PD), and cerebral activity as captured

by electroencephalography (EEG) [200].

The current methodologies for monitoring stress in daily life utilize EMAs to inquire about

participants’ stress levels throughout the day [196]. The task of effectively gathering accurate

stress level indicators from individuals in the context of their everyday activities presents

a significant challenge [201]. The over-frequent activation of EMAs or their issuance at

times that clash with a user’s schedule, such as during work hours or rest periods, can be an

imposition. This may culminate in a reduced quantity of reported stress labels. Additionally,

pinpointing the precise moments for sending EMAs, particularly in moments when stress

levels are elevated, is of paramount significance and presents a notable challenge.

Existing methods in the literature for the deployment of EMAs in daily life stress monitoring

studies can be categorized into three distinct categories: 1. Random, 2. Time-based, and 3.

Statistical-based.

Within the random triggering methods, EMAs are dispatched at random intervals throughout

the course of the study. Random sampling is often the preferred approach in situations

where the research topic’s indicators cannot be reliably ascertained [202]. However, when

the research topic possesses specific objectives and focus, alternative methods tend to yield
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more favorable outcomes.

Time-based triggering methods involve sending EMAs at fixed pre-defined intervals through-

out the day. The majority of existing research endeavors in daily life stress monitoring in the

literature employ this algorithm for their label querying system, as documented in previous

studies [203–207]. While this algorithm boasts simplicity of implementation and uniform

coverage of the study period, it imposes a considerable burden on participants due to un-

timely EMA deliveries. Consequently, this may result in an increased prevalence of missing

data and a reduction in the utility of collected labels.

In the context of statistical-based triggering methods, EMAs are dispatched based on the

distribution of samples [208]. Under this triggering algorithm, a label is requested for a

specific sample based on the number of unlabeled samples within its vicinity. Although this

policy can effectively mitigate the incidence of undesired EMA deliveries, it may still impose

a burden on users and lead to missing data, as it fails to consider contextual information

about users, which is pivotal in determining the optimal times for EMA deployment.

In this study, we propose a context-aware active reinforcement learning approach to effec-

tively trigger EMAs throughout the day.

Initially we conducted an offline study where we employed a statistical-based triggering

method to send EMAs throughout the day. In this phase, the probability of selecting each

sample for labeling is proportionate to the quantity of prior unlabeled samples in its prox-

imity. This approach increases the likelihood of requesting a user label for a sample situated

in a region with a substantial number of unlabeled samples. Upon accumulating a sufficient

number of labeled samples for each region, the data collection process is terminated. We

implemented three distinct algorithms offline for optimal label selection in model develop-

ment: 1. Random, 2. Traditional Active Reinforcement Learning, and our novel approach 3.

Context-Aware Active Reinforcement Learning. Our findings revealed that using a context-
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aware active reinforcement learning algorithm in stress detection significantly decreases the

necessity for EMAs enhances the effectiveness of stress detection over random or traditional

active learning methodologies. As previously noted, statistical-based triggering algorithm

may still impose a user burden and result in missing data due to its failure to incorporate

user contextual information into the label-querying decision-making process.

In the next phase, we propose an online context-aware active reinforcement learning algo-

rithm to utilize RL agent for decision making in real time to further improve the performance.

This algorithm actively utilizes a context-aware active learning approach in real-time based

on Deep Q-Learning to determine whether an EMA should be triggered for a given sample.

By considering real-time contextual information related to each user in the decision-making

process of whether to trigger an EMA for a specific sample, our approach is poised to sig-

nificantly reduce the user burden associated with untimely EMA deliveries, consequently

leading to an increase in the acquisition of high-utility labels. Table 6.1 provides a summary

of the comparison between our work (offline and online studies) and existing literature on

this subject.

6.3 Offline Study

In the initial stage of this work, we target to evaluate the effectiveness of our proposed label

triggering method [197]. The EMAs are dispatched to participants’ phones on a statistical-

based basis. Once data collection was completed, we applied our proposed method of context-

aware active reinforcement learning for the labeling process. Our offline study involved an

Institutional Review Board (IRB)-sanctioned study on human subjects, during which we

gathered over 2,629 days of data in everyday environments from college students.

The collected dataset encompasses PPG and various motion metrics (such as acceleration,
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Table 6.1: Comparison of our study vs existing works

Study Triggering
Method

EMA
Fre-
quency

Real-
time
Analysis

Data-
based
queries

Context-
based
queries

Online
trig-
gering
method

Yu et al.
[203]

Time-
based

1.5 hours
apart,
10/day

✗ ✗ ✗ ✗

Yu et al.
[204]

Time-
based

1/day ✗ ✗ ✗ ✗

Mundnich
et al. [205]

Time-
based

1/day ✗ ✗ ✗ ✗

Wang et
al. [206]

Time-
based

Every
three
months

✗ ✗ ✗ ✗

Battalio et
al. [207]

Random
and Time-
based

End of the
day, varies

✓ ✓ ✗ ✗

Our Of-
fline Study

Statistical-
based

A cap
of seven
EMAs per
day

✓ ✓ ✗ ✗

Our
Online
Study

Active
Rein-
force-
ment
Learning

A cap
of seven
EMAs
per day

✓ ✓ ✓ ✓

gyroscope, and gravity readings), and is partially annotated with information on stress levels,

emotional states, and physical activities, determined through EMAs conducted at statistical-

decided intervals.

Our data collection initiative, spanning from June 2020 to June 2021, involved 20 volunteers

selected from undergraduate and graduate student populations. The demographic break-

down of the participants included 13 male and 7 female students, ranging in age from 19 to

29 years. During the study, we gathered 109,586 samples over a period of 2,629 days. Par-

ticipants contributed to the study for periods ranging from 11 to 287 days, with an average

participation duration of 131 days. On average, each subject contributed 5,479 instances to
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Figure 6.1: System Architecture - Offline Study

the dataset.

6.3.1 Proposed System Architecture

Creating a reliable system to gather real-time physiological and contextual data while using

active learning from participants is challenging. Wearable devices like smartwatches can be

affected by motion artifacts, requiring extensive processing for stress detection [209]. Timing

label requests is crucial to ensure participant engagement and label reliability. Figure 6.1

depicts our offline proposed three-layer system including a sensor layer for data acquisition,

an edge layer for data transmission and user interaction, and a cloud layer for data process-

ing and decision-making respectively. This system architecture illustrates the architectural

composition of our proposed three-layer system, called ZotCare [210].

87



6.3.2 Sensor layer

This study utilizes Samsung Galaxy Active 2 Watches, equipped with PPG (20Hz), ac-

celerometer, and gyroscope sensors [211]. We developed a Tizen-based smartwatch app to

collect these signals [212]. Data is sent to the cloud via Wi-Fi or Bluetooth to a smartphone

when Wi-Fi is unavailable. The raw signal acquisition program consists of two services and

a user interface (UI). The first service sends sensor data to the cloud every 15 minutes at

2-minute intervals.

6.3.3 Edge layer

We employ the AWARE framework [213] to collect contextual data in everyday scenarios.

AWARE is an open-source mobile tool designed for recording, sharing, and reusing context-

related information on mobile devices. It utilizes the built-in sensors of smartphones to

capture various aspects of daily life, including battery status, weather conditions, location,

screen activity, and more. In situations where Wi-Fi connectivity is unavailable, we utilize

an alternative smartphone application installed on the edge of our network. This application

collects raw PPG signals and accelerometer data from the sensor layer through Bluetooth

and subsequently transmits this data to cloud storage. To obtain stress level ratings from

our study participants, we have developed an additional smartphone application. This appli-

cation employs an EMA approach to request stress level assessments from the participants.

6.3.4 Cloud layer

This layer comprises two distinct modules:

• Data Processing: This module focuses on processing data retrieved from the edge
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layer, with its primary objectives being encryption and the storage of data in the

appropriate format on ZotCare servers.

• Statistical-based EMA Triggering: Our label triggering method is consists of two

phases:

– Initial Stage: To obtain an initial approximation of the sample distribution

within the sample space, we start the procedure with observation. During the

first N samples (100 samples in our configuration, equivalent to approximately 25

hours of wearing the watch), no EMAs are initiated. By the conclusion of this

phase, an estimation of the sample distribution in the sample space is obtained.

– Query Stage: Subsequent to the initial phase (from N+1 onward), EMAs are

triggered (labels requested) for a subset of samples. The selection probability

for labeling each sample is proportionate to the number of preceding samples

(unlabeled) in its proximity. This approach ensures that samples in regions with

a substantial number of unlabeled counterparts are more likely to be queried for

labels. Once a sufficient number of labeled samples are acquired for a particular

region, the label collection for that region ceases. Nonetheless, the minimum

probability of triggering an EMA for a sample is set at P = 0.1. Consequently, even

if a sample is situated in an area with few or no previous samples, the probability

of a query remains nonzero. This design enables exploration of unseen regions as

well as regions with higher densities while maintaining a balanced approach.

6.3.5 Preprocessing

Following the conclusion of study and data collection, the collected raw PPG signals are

preprocessed in order to extract relevant features for model building.
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Data Cleaning

The bio-signals from wearable devices, which are inherently noisy, are stored directly in

the cloud. The goal of this step is to remove clearly erroneous data points. We use the

motion data to remove noises and artifacts in the bio-signals. In our study, we primarily

focus on refining PPG signals and heart-rate data. For PPG signals, we utilize a bandpass

Butterworth filter with cutoff frequencies between 0.7 Hz and 3.5 Hz. To ensure consistency,

the filter is of the third order, and we adopt a sampling rate of 20 Hz, which aligns with our

data collection parameters. Additionally, we implement a moving average over a 1-second

window to smoothen the PPG data, mitigating artifacts commonly induced by body gestures

and movements in daily environments.

Data Normalization

Normalization is indispensable when aiming to minimize variances specific to individual

participants and countering the repercussions of subpar bio-signal samples. A standout

method in this context, particularly in statistical analyses and machine learning, is the min-

max normalization. This technique scales feature values consistently within a predetermined

range, commonly [0, 1]. By doing so, it ensures the inherent structure of the data remains

intact, which becomes crucial for algorithms that might be affected by the magnitude of

the features. For our PPG bio-signals, we’ve employed the min-max normalization as our

primary estimator to ensure that each feature aligns appropriately within a range dictated

by the training set.
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Feature Extraction

In our investigation, a feature extraction module was employed to analyze PPG data in 2-

minute intervals. This facilitated the identification of PPG peaks and the derivation of key

metrics such as heart rate. Utilizing the HeartPy library [214] for comprehensive PPG signal

processing, we extracted 12 features from both electrical activations and pressure waveforms

in the dataset. The extracted PPG features are presented in Table 6.3.

6.3.6 Context-aware Active Reinforcement Learning Algorithm

Our study utilizes the Context-aware Active Reinforcement Learning algorithm to label

the collected data in our offline study. In this section, we provide a detailed explanation

of this method and compare it with the random selection method and traditional active

reinforcement learning methods for label querying.

In traditional supervised learning, the entire labeled dataset was utilized for training [215].

However, within our personalized data collection approach, we accumulated labeled data

from diverse sources over time. To leverage this, we iteratively queried our users for new

annotations. Commencing with a subset of labeled data, we employed a query mechanism

to identify the most informative unlabeled instances with the assistance of human experts.

Active learning played a pivotal role in this process, strategically selecting data samples for

labeling to enhance model accuracy while minimizing data usage. Strategies encompassed

uncertainty sampling (opting for ambiguous data) and diversity sampling (choosing unique

and indicative data). Nevertheless, real-world queries incurred costs, necessitating a delicate

balance between query expenses and model improvement.

In our scenario, we encountered distinctive challenges. User behavior influenced data quality

and availability, contingent on factors such as activity, time, query frequency, and phone
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interaction. A lack of response resulted in the denial of labeling and delayed responses,

diminishing data quality alignment. Consequently, our active learning approach needed to

consider not only data quality but also future label accessibility. We proposed the use of Deep

Q-Learning, where an agent modeled user behavior to ensure sustained user engagement.

Deep Q-learning

Deep Q-Learning (DQN) [216] is a model-free, online, off-policy reinforcement learning

method. At its core, DQN seeks to estimate the action-value function, denoted as Q(s, a),

which predicts the expected return after taking an action a in state s. The Bellman equation,

which is fundamental to Q-learning, is given by:

Q(s, a) = r + γmax
a′

Q(s′, a′) (6.1)

Where r is the immediate reward, γ is the discount factor, and s′ is the subsequent state after

taking action a in state s. The primary distinction between traditional Q-learning and DQN

is the utilization of deep neural networks to approximate the Q-values. This is paramount

for tasks with large state spaces. The loss L during training is defined as:

L(θ) = E(s,a,r,s′)∼U(D)

[(
r + γmax

a′
Q(s′, a′; θ−)−Q(s, a; θ)

)2
]

(6.2)

Where D is the replay buffer, U(D) is a uniform random sample from D, θ are the network

parameters, and θ− are the target network parameters.

In the following part, we will elaborate the detailed definitions in our DQN.
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State Representation

The state vector, denoted by s, encodes crucial information leading to decision-making.

The intention is to refine and personalize the stress detector to optimize accuracy while

minimizing user queries. The state comprises:

• Uncertainty Factor: Originating from the raw output of a pre-trained classifier.

This factor measures the distance from the decision boundary, effectively quantifying

the confidence of the prediction.

• Time-aware Response Rate: This accounts for the time of the day (in hourly

intervals) and embodies the user’s responsiveness across different hours.

• Time since Last Query: To enhance user experience and prevent excessive querying

in short time frames.

• Time of Day: Represents the current hour and is used to model potential variations

in stress levels throughout the day.

Reward Formulation

The reward function integrates components from the ‘n state‘ vector for holistic decision-

making. It is formulated as:

r0 =
1

1 + e−20(nstate[0]−0.5)
(6.3)

r1 = reward F(nstate[1]) (6.4)

r2 =
1

1 + e−10(nstate[2]−0.5)
(6.5)
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The overall reward function, R, based on the action taken, is:

R(action) =


reward p if action is True

3− reward p if action is False

(6.6)

Q-Network Design

The Q-network constitutes the backbone of our framework. The structure and features are

enumerated below:

• The core is a densely connected neural network geared towards estimating Q-values.

• Input: The network takes in 4 nodes, matching the count of state variables.

• Hidden Layers: The architecture consists of variable hidden layers, as specified by the

list h. In the provided example, four hidden layers are employed with 5, 9, 7, and

5 nodes, respectively. Each of these nodes uses the ReLU activation function and

incorporates both l1 and l2 kernel regularizers, with the l2 regularization strength set

at 1e−2.

• Output: The network furnishes 2 output nodes, indicative of the duo of feasible actions,

with a linear activation function.

Additionally, in our experiments, the agent employed an ϵ-greedy policy accompanied by a

linear annealing schedule for its exploration factor. This strategy ensures a gradual transition

from exploration to exploitation during the learning process, thereby enhancing convergence

and robustness in diverse environments. For our implementation, we leveraged the Keras-RL
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library [217]. To elucidate, the ϵ-greedy policy in reinforcement learning can be characterized

as follows:

π(a|s) =


ϵ+ 1−ϵ

|A| if a = argmaxa′∈AQ(s, a
′)

1−ϵ
|A| otherwise

(6.7)

Where:

• π(a|s) is the probability of taking action a in state s.

• ϵ is the exploration probability.

• A is the set of possible actions.

• Q(s, a′) is the estimated value of taking action a′ in state s.

For our experiment, we employed a sequential memory architecture with a capacity limited

to 50,000 instances and a window length set at one. The DQN agent was initialized with

parameters set as follows: a discount factor γ at 0.95, a warm-up phase consisting of 100

steps, and a learning rate of 1e−2 for the target model update. Optimization was carried out

using the Adam optimizer, and the performance was gauged using the Mean Absolute Error

(MAE) metric.

Policy Strategy

The decision strategy, symbolized by πθ(s, a), selects the action that corresponds to the

optimum Q-value for a specified state s. To guarantee a complete traversal of the state

space:
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• On an estimated 5% of occasions, a query is initiated randomly. This procedure con-

siders the potentially undiscovered areas within the state space.

• Following every K = 100 occasions, which ideally occurs once in a 24-hour span,

the user’s response frequency metrics are re-calibrated according to their interaction

patterns. This adjustment acknowledges individual variability and revitalizes the query

selection methodology tailored for each user.

• The stress detection module undergoes periodic retraining. This process assimilates

the most recent subjectively labeled information, amalgamated with the prior objective

data procured from diverse subjects.

6.3.7 Evaluation and Results

We initiated the pre-training of the stress detector, which was subsequently utilized to derive

the state and reward in constructing the active learning framework. A random forest classifier

with n = 500 estimators (number of trees) and max depth = 5 for each tree was employed.

Participants were requested to assess their stress levels on a five-point scale: (1) not at all,

(2) a little bit, (3) some, (4) a lot, and (5) extremely. We translated the stress labels into

two categories: a lot and extremely as 1 (stressed), and the remaining three labels as 0 (not

stressed).

We conducted training for the model using labeled data from 14 different subjects, reserv-

ing one subject for personalization. The newly trained model on this subject exhibited a

recall value of recall = 0.238 for the minority class (class stressed). The Q-learning agent

underwent pre-training with an offline sequential objective dataset. Upon completing a se-

quence (referred to as one episode), we restarted from the beginning until reaching the total

number of steps. The model underwent training for K=200,000 steps. The total reward

achieved during the episodes reached a saturation point before this stage, indicating the
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model’s convergence.

The agent underwent training in two distinct modes. Initially, we employed a ”traditional”

approach, where the agent’s attention was solely on the state and reward associated with

the classifier’s raw output. The agent received significant rewards for executing the ’submit

query’ action for instances within the classifier’s uncertainty region, while being rewarded for

the ’do not submit query’ action for other instances. In this mode, the agent operated with-

out capturing contextual information and functioned akin to a conventional active learning

selection policy. Subsequently, a modification was introduced by incorporating contextual

information into the reward function, as previously described. High rewards were assigned

for the ’submit query’ action for instances not only within the uncertainty region but also

from a time interval when the user demonstrated increased responsiveness. Moreover, in-

stances not in a short time distance from the preceding ’select’ action were considered. For

other instances, the agent received rewards for executing the ’do not submit query’ action.

We conducted an analysis on the quantity of queries needed to achieve a particular level of

personalization. The experiment was repeated N = 100 times to mitigate the influence of

random selection. The average number of instances is presented in Figure 6.2. Notably, a

substantial disparity exists between random selection and DQN agents, with the context-

aware agent demonstrating the capability to attain high performance with a significantly

lower number of queries. Specifically, the context-aware selection policy reduces the required

queries by up to 88%, in contrast to the random selection method. While the number of

necessary labels remains consistent for the two DQN agents throughout the analysis (as

expected), the context-aware agent manages to reduce the required queries by up to 32%.

These findings, derived from a subject with a higher number of labels, exhibit similar trends

when extended to data from other subjects.

We examined the effectiveness of two agents and a random selection policy in achieving the

primary objective of personalizing the classifier, and the findings are illustrated in Figure 6.3.

97



Figure 6.2: Number of queries needed to reach a certain performance level during personal-
ization.

The number of instances selected for querying remained consistent across each step for all

selection methods. However, a subset of these selected instances stayed unlabeled, resulting

in different quantities of instances available for personalization depending on the selection

policies. Aside from this, the selected instances had varying impacts on personalization

under different policies, comparing random selection to the other two methods. From a

single subject, we obtained a total of 12,700 instances, with 922 labeled. We reserved 230

labeled instances (from the end of the sequence) as test data from one subject, leaving

the remainder for training (25% - 75%). The process started without any personalization,

gradually progressing through partially labeled subjective data. A subset of this data was

chosen for querying, and a part of the selected data was labeled, with the labeled data being

utilized for personalization. At each step, the context-aware agent selected fewer instances

than the non-context-aware agent. To ensure a fair comparison, we randomly down-sampled

the number of queries from the larger group. Additionally, for random selection, we randomly

picked a number of partially labeled samples equivalent to the number of queries from the

agents. To mitigate the impact of random selection, at each step, we selected instances

and personalized the models N = 100 times. Figure 6.3 displays the mean and standard

deviation of recall (True Positive Rate) for the stressed class on test data for the three

selection methods.
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Figure 6.3: Presonalization Recall in Previous Work

Instances that are selected by the random agent do not improve the performance signifi-

cantly since they include samples from the entire region of the input space of the classifier,

including samples whose class is ‘trivial’ to be extracted. Instances that are selected by

a non-contextual active learning method (blue curve) increase the performance. However,

with an equal number of queries, the best result is achieved when the agent is context aware

(green curve), since it results in a higher number of impactful instances which also have a

higher chance to receive the label.

6.4 Online Study

In our online study, we employ the Context-aware Active Learning Deep Q-Network (Context-

aware AL DQN) algorithm, aligned with our offline investigation, to assess the efficacy of

our proposed algorithm in a real-time setting where users are actively involved in train-

ing the Reinforcement Learning (RL) agent for decision-making. This real-time approach

significantly reduces the user burden and has the potential to enhance stress detection per-

formance compared to its offline counterpart by leveraging a real-time smart RL agent that

query labels.
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Figure 6.4: System Architecture - Online Study

We assessed data derived from a cohort of 34 individuals. This study spanned from March

2022 to May 2023. Participants, ranging in age from 19 to 29 years, provided a comprehensive

dataset. After filtering out anomalous and noisy records, we aggregated 23,012 samples over

a period of 420 days. On an average basis, each participant yielded 676 distinct samples.

It is noteworthy to mention that the respective IRB granted approval for all aspects of this

investigation.

6.4.1 Proposed System Architecture

The proposed system architecture is illustrated in Figure 6.4. Consistent with our offline

study, we maintain a three-layer system, denoted as ZotCare. A comparison with the ar-
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chitecture presented in Figure 6.1 reveals that, although the sensor layer and the edge layer

remain unchanged, substantial modifications are implemented in the cloud layer. These alter-

ations are undertaken to render the system conducive to real-time label querying through the

utilization of our proposed context-aware active reinforcement learning algorithm explained

in 6.3.6.

Cloud layer mainly comprises of four distinct modules to replace the previous simple statistical-

based triggering method with our proposed triggering algorithm.

• PPG Signal Preprocessing and Feature Extraction: To effectively identify moments

conducive to experiencing stress, we continuously monitor participants’ stress levels

in real time using PPG signals from their watches. However, to make these signals

suitable for stress prediction, several preprocessing steps are required. This module is

dedicated to preparing the PPG signals for stress detection. More details can be found

in Section 6.4.2.

• Stress Detection: We utilize the data from our previous study [197] to construct our

stress detection module. The features extracted from the PPG signals are input into

this module for stress detection. The level of certainty regarding stress is then for-

warded to the context-aware active reinforcement learning module to aid in identifying

stressful moments.

• Context Recognition: Within this module, we extract contextual information pertain-

ing to each user, which is subsequently provided to our active learning module for

decision-making purposes. This includes factors such as the time elapsed since the last

query, the time of day, and the time-aware response rate. The time-aware response rate

considers the user’s responsiveness within the current hour based on their historical

activity.

• Context-Aware Active Reinforcement Learning: The primary objective of this module
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is to determine whether it is appropriate to trigger an EMA at any given moment.

Stress certainty, time elapsed since the last query, time of day, and time-aware response

rate are all input into this module to inform the decision-making process. If an EMA

needs to be triggered, a notification is dispatched to the user’s mobile device on the

edge layer, prompting them to rate their current stress level. In the following section,

we will delve deeper into the training process of the active reinforcement learning agent.

6.4.2 Preprocessing

PPG signals, contextual AWARE data, and user-reported stress levels are collected from the

cloud for stress model construction. However, raw cloud-stored PPG and AWARE data need

preprocessing before building the model. This section explains our data preparation steps.

Data Cleaning and Normalization

This study employs the same modules for data cleaning and normalization as discussed in

the offline study section (see Section 6.3.5).

Feature Extraction

• PPG Features: This module has been previously discussed in 6.3.5. For the information

regarding the PPG features, please refer to the Table 6.3.

• Contextual Features: The raw contextual information obtained from AWARE is not

ready for building the stress detection models. We transform both categorical and

numerical raw features into solely numerical features. We show the features extracted

from raw AWARE data in Table 6.2.
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Table 6.2: AWARE Features

Feature Definition
Call Call duration, type, and count
Notification APP source and count
Screen & Touch User screen interactions
Battery Battery charge duration and level
Message Message type and count
Time Time of the day (24-hour format)
Location Longitude, latitude, altitude

Table 6.3: PPG Features

Feature Definition

BPM Heart beats per minute

IBI Inter-Beat Interval, the average time interval between two successive heartbeats
(NN intervals)

SDNN Standard deviation of NN intervals

SDSD Standard deviation of successive differences between adjacent NNs

RMSSD Root mean square of successive differences between the adjacent NNs

PNN20 The proportion of successive NNs greater than 20ms

PNN50 The proportion of successive NNs greater than 50ms

HR mad Median absolute deviation of NN intervals

SD1 and SD2 Standard deviations of the corresponding Poincare plot

S Area of ellipse described by SD1 and SD2

BR The number of breaths per minute (breathing rate)

Data Labeling

The EMA protocol is set to activate no more than seven times daily, prompting the par-

ticipants to rate their stress levels on a five-point scale: (1) not at all, (2) a little bit, (3)

some, (4) a lot, and (5) extremely. These self-reported stress levels, along with their asso-

ciated timestamps, are archived in the cloud for future analysis. Each 15-minute interval

of accumulated physiological and contextual data is labeled in accordance with the nearest

subsequent EMA response. The distribution of these labels can be seen in Figure 6.5.

6.4.3 Evaluation and Results

In order to conduct a comprehensive comparison between our online context-aware active

learning method for stress detection and previously offline variant, we have deliberately
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Figure 6.5: Distribution of Stress Labels

employed identical classification algorithms for both studies.

Three distinct classification techniques have been used: Support Vector Machines (SVM)

[218], Random Forest [94], and XGBoost [219]. SVM finds a hyperplane in high-dimensional

space to separate data classes. Random Forest uses multiple decision tree classifiers on

dataset subsets, improving predictive accuracy while avoiding overfitting. Additionally, XG-

Boost is employed, providing an effective gradient-boosted trees implementation.

The utilization of these diverse classification techniques enables a comprehensive and robust

evaluation of our proposed stress detection algorithm.

Our stress detection models are classified into two categories: single-modal and multi-modal

algorithms. Within the single-modal algorithm, solely the PPG signal is employed for con-

structing the stress detection models. On the other hand, the multi-modal algorithm utilizes

both the PPG signal and contextual information (AWARE data) in the development of the

proposed models.
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6.4.4 Classification Performance

Experiment Detail

In order to ensure a fair evaluation, we utilize the k-fold cross validation technique [220] with

k equal to 4.

K-fold cross-validation involves splitting the data into multiple subsets for training and

testing the model. It prevents overfitting, utilizes all available data, and improves model

robustness against data variations. Averaging results across folds provides a reliable way

to evaluate model performance, making it valuable for model selection and hyperparameter

tuning.

Evaluation Metrics

To evaluate our stress monitoring system, we use three key metrics: F1-score, precision, and

recall. The F1-score assesses binary categorization test accuracy, calculated from precision

and recall, where precision measures correctly identified ”true positive” results and recall

identifies all ”true positive” results. F1-score is a weighted average of precision and recall,

important for binary classification tests.

Classification Performance Results

Table 6.4 presents a comprehensive performance analysis of our novel stress detection algo-

rithm, incorporating an online context-aware active learning approach, compared with the

offline variant.

The results clearly illustrate the substantial performance enhancements achievable with the
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online context-aware algorithm across all evaluated metrics when compared to the offline

counterpart. Notably, for the Random Forest classifier, we observe a noteworthy 11% im-

provement in F1-score. The significant improvement in performance underscores the impor-

tance of employing intelligent real-time label triggering methods to identify optimal moments

for sending Ecological Momentary Assessments (EMAs).

This outcome also underscores the considerable advantage of incorporating contextual aware-

ness into our model, resulting in significant enhancements across various classification metrics

and reaffirming the pivotal role of context in stress detection tasks.

Table 6.4: Classification Performance Results

Classification Model
Random Forest XGBoost SVM

Active Learning Method Data F1 Precision Recall F1 Precision Recall F1 Precision Recall
Offline Context-Aware PPG 0.21 0.27 0.17 0.31 0.35 0.27 0.41 0.32 0.58
Online Context-Aware PPG 0.32 0.43 0.25 0.39 0.43 0.35 0.5 0.41 0.64
Online Context-Aware PPG and Context 0.36 0.49 0.28 0.40 0.45 0.36 0.52 0.45 0.61

6.4.5 Personalization Performance

Leveraging the unique physiological and behavioral variations in individuals can significantly

enhance the efficacy of generic models. Inspired by the potential advantages of individualized

prediction models, we hypothesize that personalizing reinforcement learning models might

similarly elevate data quality. To validate this premise, we initially trained a generalized

representation model using the aggregated training data from all users. Subsequently, we

fine-tuned this model for each user individually, aiming to discern potential enhancements

in prediction accuracy. Our evaluation centered on contrasting these generalized and per-

sonalized models to elucidate the tangible benefits of our individual-based personalization

strategy in data collection.
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Experiment Detail

To accurately evaluate the affect of personalization in our data collection mechanism, we

implemented a unique train-test splitting strategy. Our dataset comprises data from multiple

users. To ensure a robust evaluation, we adopted a leave-one-subject-out cross-validation

scheme. In each round of this scheme, data for each user is divided temporally into two

parts. The initial half serves the purpose of model personalization, while the latter half is

reserved for testing.

Two distinct models were constructed for comparative assessment:

• Plain Model: This model is trained using the entire dataset except for the data of

the user currently under consideration. For testing and evaluation, the latter half of

this user’s data is employed.

• Personalized Model: This model, on the other hand, is trained using the complete

dataset (excluding the data of the current user) combined with the initial half of the

current user’s data. Again, the latter half of the user’s data is utilized for testing.

Comparing these two models helps us gauge the effectiveness of our personalization strategy.

By contrasting their performance, we can see how incorporating user-specific data for training

improves accuracy significantly compared to using a generic global dataset.

Personalization Performance Results

Table 6.4 showcases the comparative performance of our stress detection model in both

personalized and unpersonalized configurations. We present outcomes from both the ROC

curve, as referenced in 6.4, and additional performance metrics. The ROC curve assesses bi-

nary classification model efficacy by illustrating the relationship between True Positive Rate
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Figure 6.6: Presonalization ROC Curve

and False Positive Rate across various decision thresholds. An elevated Area Under the

Curve (AUC) signifies superior model performance, underscoring its merit as a comparative

measure. The findings, as depicted in the provided figure and table, reveal that adopting a

personalized training approach markedly amplifies the efficacy of our stress detection strat-

egy, as evidenced by the AUC-ROC score. Notably, when employing the XGBoost classifier,

we observed a pronounced boost of approximately 10% in the AUC-ROC score.

Table 6.5: Personalization Results

Classification Model
Random Forest XGBoost SVM

Personalized Training Method F1 Precision Recall F1 Precision Recall F1 Precision Recall
Not Personalized 0.60 0.55 0.64 0.60 0.54 0.68 0.62 0.59 0.66
Personalized 0.64 0.61 0.66 0.66 0.61 0.71 0.65 0.66 0.65

6.5 Conclusion

In conclusion, this work introduced a novel contextual variant of active learning, leveraging

Deep Q-Learning to incorporate individual contextual information into the decision-making

process [197, 208]. In the initial phase, the implementation of a context-aware active re-

inforcement learning algorithm in an offline setting showcased its efficacy, resulting in a

significant reduction of up to 88% in required EMAs compared to random selection and

108



up to 32% compared to traditional active learning methods. Additionally, stress detection

performance exhibited notable improvements, with up to a 21% enhancement compared to

random selection and up to 8% compared to traditional active learning.

Moving to the second phase, our online implementation of the algorithm utilized active

learning for EMA initiation, leveraging real-time contextual information to optimize ques-

tion timings and reduce participant burden. Comparative analyses of the offline and online

variants on the same dataset unequivocally demonstrated the superiority of the online al-

gorithm, showcasing a potential improvement of up to 11% in stress detection performance.

Incorporating contextual features further improved results by 4%, emphasizing the signifi-

cance of personalization in enhancing model performance.

This study not only contributes a valuable advancement in stress detection methodologies

but also underscores the pivotal role of context-awareness and online implementation in

achieving superior results. The demonstrated reductions in participant burden and improve-

ments in label accuracy signify the potential practical impact of this research in real-world

applications. Future directions may explore additional personalization techniques and ex-

tend the application of context-aware active learning to diverse domains, fostering continued

advancements in intelligent and user-centric systems.
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Chapter 7

Summary and Conclusion

This thesis has delved into the complex interplay between affective states, mental health, and

the autonomic nervous system (ANS), underscoring the significance of monitoring physiolog-

ical signals to better understand human emotions and moods. By leveraging advancements

in wearable IoT devices, we have developed a context-aware, personalized, and robust system

for monitoring affect in daily life.

Traditional methods for monitoring affect, such as patient self-reporting and diary logging,

present several limitations. These methods often rely heavily on the individual’s subjective

interpretation and memory, which can be inaccurate or biased. Additionally, they require

significant effort and consistency from the individual, making long-term adherence challeng-

ing. These approaches also necessitate assistance from a therapist or provider, which can

be resource-intensive and less practical for continuous monitoring. As a result, traditional

methods may fail to capture real-time fluctuations in affective states and miss critical data

points that are essential for comprehensive affect monitoring.

To address the limitations of traditional self-reporting methods, we proposed a novel system

architecture integrating Context-Awareness, Personalization, and Robustness. This system
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collects diverse physiological and contextual data, tailors the monitoring process to individual

differences, and ensures resilience against daily-life noise and motion artifacts.

Leveraging Deep Learning Techniques to Extract more Relevant Stress-Related Features:

Chapter 2 introduced pyEDA, a tool designed for the automatic extraction of features

from physiological signals such as photoplethysmography (PPG) and electrodermal activ-

ity (EDA). PyEDA demonstrated its capability to handle large datasets and extract mean-

ingful features essential for affective monitoring, facilitating large-scale data processing and

analysis.

Motion Artifact Removal for Ensuring System Robustness and Enhanced Performance:

Chapter 3 focused on developing a PPG motion artifact removal module. This module

is crucial for maintaining robust performance in everyday scenarios, where motion artifacts

can significantly distort physiological data. Advanced signal processing techniques were

employed to mitigate these artifacts, ensuring the reliability and accuracy of the collected

data.

Integrating Respiratory Rate Extraction for Advanced Multimodal Analysis: In Chapter 4,

we presented a novel module for extracting respiration rate from PPG signals. Incorporating

respiratory rate as an additional modality enriched the affective monitoring system, provid-

ing deeper insights into physiological responses. The algorithms and validation processes

used to accurately derive respiration rate were thoroughly discussed and demonstrated their

significance in understanding physiological responses.

Developing a Context-Aware Closed-Loop System: Chapter 5 detailed the comprehensive

context-aware closed-loop system architecture, integrating physiological data, contextual

information, and stress labels. This integration is key to understanding affect in real-life

settings. The system components and their interactions were elaborated upon, showcasing

how the closed-loop design enhances the accuracy and relevance of affective monitoring.
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Incorporating Personalization to Elevate User Experience and Engagement: Finally, Chapter

6 applied a context-aware active reinforcement learning approach to the closed-loop system.

This approach aims to improve system performance and user engagement by dynamically

adapting to the user’s context and feedback. The reinforcement learning framework, exper-

imental setup, and results were discussed, demonstrating the effectiveness of this approach

in real-world applications.
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Chapter 8

Future Directions

Enhanced Personalization: One potential avenue for future research is the further refinement

of the system to improve its ability to adapt to individual differences in affective responses

and physiological signals. By integrating more sophisticated algorithms and machine learning

models, the system could offer a more personalized experience, adjusting its responses and

recommendations based on the unique characteristics of each user. This would not only

increase the system’s effectiveness but also enhance user satisfaction by providing more

tailored interventions.

Expanded Sensor Suite: Another direction for development is the exploration of additional

wearable sensors that can capture a broader range of physiological and contextual data.

Incorporating sensors that measure variables such as skin conductivity, muscle tension, or

environmental factors could provide a more comprehensive understanding of the user’s state

and surroundings. This expanded sensor suite would enable the system to deliver more

accurate and context-aware interventions, potentially improving outcomes in various settings.

User Experience Optimization: To maximize the system’s adoption and effectiveness, future

work should focus on optimizing the user interface and overall experience. This includes
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making the system more intuitive, engaging, and accessible to a diverse range of users. By

streamlining the interface and incorporating user feedback, the system can become more

user-friendly, encouraging sustained engagement and ensuring that users can easily integrate

it into their daily routines.

Longitudinal Studies: Finally, conducting long-term studies is essential to assess the sys-

tem’s effectiveness and impact on mental health over extended periods. These studies would

provide valuable insights into how the system performs in real-world conditions and its

long-term benefits or challenges. Understanding the system’s effects over time would inform

future iterations and help establish its role in mental health interventions, ensuring it delivers

sustained positive outcomes.
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ANS Autonomic Nervous System
APS Acute Psychological Stress
ARDS Acute Respiratory Distress Syndrome
BPM Beats Per Minute
BR Breath Rate
DC Direct Current
DWT Discrete Wavelet Transform
ECG Electrocardiogram
EDA Electrodermal Activity
EMBC Engineering in Medicine & Biology Society
EMA Ecological Momentary Assessment
HR Heart Rate
HRV Heart Rate Variability
IRB Institutional Review Board
KNN K-Nearest Neighbors
LMS Least Mean Squares
MAE Mean Absolute Error
MEMS Micro-Electro-Mechanical Systems
N/A Not Applicable
NLMS Normalized Least Mean Squares
PPG Photoplethysmography
PPE Peak-Peak Error
PRT Pulse Respiration Time
RLS Recursive Least Squares
RR Respiratory Rate
S-EMA Smart EMA
SC Skin Conductance
SD Standard Deviation
SD1 Standard Deviation 1
SD2 Standard Deviation 2
SDNN Standard Deviation of Normal to Normal
SVD Singular Value Decomposition
UI User Interface
VFCDM Variable Frequency Complex Demodulation
WESAD Wearable Stress and Affect Detection
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