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A B S T R A C T

We present a new software module, QRCODE (Quantum Research for Calculating Optically Driven Excitations), 
for massively parallelized real-time time-dependent density functional theory (RT-TDDFT) calculations of peri
odic systems in the open-source Qbox software package. Our approach utilizes a custom implementation of a fast 
Fourier transformation scheme that significantly reduces inter-node message passing interface (MPI) commu
nication of the major computational kernel and shows impressive scaling up to 16,344 CPU cores. In addition to 
improving computational performance, QRCODE contains a suite of various time propagators for accurate RT- 
TDDFT calculations. As benchmark applications of QRCODE, we calculate the current density and optical ab
sorption spectra of hexagonal boron nitride (h-BN) and photo-driven reaction dynamics of the ozone-oxygen 
reaction. We also calculate the second and higher harmonic generation of monolayer and multi-layer boron 
nitride structures as examples of large material systems. Our optimized implementation of RT-TDDFT in 
QRCODE enables large-scale calculations of real-time electron dynamics of chemical and material systems with 
enhanced computational performance and impressive scaling across several thousand CPU cores.

1. Introduction

Electron dynamics calculations play a crucial role in probing light- 
matter interactions [1-3], photocatalytic reactions [4], and topological 
properties in solid-state materials [5-9]. In particular, the electric cur
rent or polarization response of materials to incident light has provided 
critical insight into several fundamental concepts, such as 
time-dependent perturbation theory [10,11], photogalvanic effects [5,
10,12-14], topologically protected responses [6,8,15], nonlinear optics 
[16,17], and harmonic generation [18,19]. Among the various theo
retical approaches for simulating electron dynamics in materials, 
[20-24] time-dependent density functional theory (TDDFT) is one of the 
most widely used due to its accuracy and computational cost balance 
[25-27]. TDDFT is divided into two major categories: (i) linear-response 
TDDFT (LR-TDDFT) where time-dependent perturbation theory is used 
to estimate material responses in the frequency domain [28-34], and (ii) 
real-time TDDFT (RT-TDDFT), which explicitly evolves the wave
function in real-time by iteratively solving the time-dependent 

Schrödinger equation [35-45]. Real-space approaches [46-49], such as 
atomic orbital basis sets or finite-difference methods, are well-suited for 
molecular systems. However, the use of plane-wave basis sets is more 
appropriate for analyzing the real-time dynamics of periodic systems, 
such as crystal structures, metals, and semiconductors. Moreover, 
plane-wave basis sets can be systematically improved by increasing the 
energy cutoff, in contrast to atomic orbital basis sets, which can incur 
linear dependence problems in periodic systems. The resulting electron 
dynamics in the RT-TDDFT scheme are obtained by time-propagation of 
the Kohn-Sham (KS) wavefunctions |ψ

n, k
→(t)〉 via the time-dependent 

Kohn-Sham (TDKS) equation, 

iℏ
∂
∂t

⃒
⃒
⃒ψ

n, k
→(t)〉 = ĤKS(t)

⃒
⃒
⃒ψ

n, k
→(t)〉 (1) 

The time-dependent Kohn-Sham Hamiltonian, ĤKS(t), is given as 

ĤKS(t) = T̂(t) + V̂ext(t) + V̂HXC[ρ(t)] (2) 
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where T̂, V̂ext, and V̂HXC are the kinetic energy, external ionic potential, 
and Hartree-exchange-correlation potential, respectively, which is a 
functional of the time-dependent charge density, ρ(t) =

∑

n, k
→
|ψn, k

→(t)|2. 

While there are a few RT-TDDFT software programs for condensed 
matter applications, such as TDAP [26,46-48], INQ [50], Salmon [51], 
Elk [52], and OCTOPUS [53-56], our implementation introduces several 
optimizations that enhance computational efficiency and scalability for 
large systems.

Large-scale electron dynamics calculations are essential for probing 
electronic-excited phenomena in realistic systems, such as photo- 
induced reactivity of materials with defects [57,58] or interlayer elec
tron transfer in heterostructures [59,60]. Of the various electronic 
excited-state methods used to probe material systems at the atomistic 
level, RT-TDDFT with plane-wave basis sets is one of the most promising 
approaches due to its favorable balance between accuracy and compu
tational cost. To this end, we have developed a new software module, 
QRCODE (Quantum Research for Calculating Optically Driven Excita
tions), for massively parallelized RT-TDDFT calculations of large-scale 
periodic systems in the open-source Qbox software package [61-64]. 
QRCODE introduces new command line parameters for enhanced par
allelization and Ehrenfest dynamics for coupled electron-ion simula
tions. In particular, QRCODE contains a massively parallel FFT scheme 
(OPT-FFT) for efficient RT-TDDFT calculations of periodic material 
systems built on top of the latest version of Qbox (Version 1.76.1), which 
includes significant bug fixes. Our implementation is a separate and 
independent development from the QB@LL code [65-67], and QRCODE 
offers unique features and optimizations tailored to the latest Qbox 
framework. We perform four case studies to benchmark and validate our 
RT-TDDFT implementation: Ehrenfest dynamics for an H2 molecule, 
electronic-excited ozone-oxygen cycle reactions, absorption spectra, and 
high harmonic generation in stacked layers of hexagonal boron nitride 
(h-BN). Finally, we conclude with possible future developments and 
applications of QRCODE.

2. Theoretical background and methodology

2.1. Optimization of the parallel FFT implementation for RT-TDDFT 
calculations

The Qbox software package uses MPI parallelization schemes for 
memory and task distribution of plane-wave wavefunctions. For a given 
spin state of a k-point in the Brillouin zone, each MPI process is assigned 
with an array of size nst_loc × ngw_loc, where nst_loc (ngw_loc) is the 
number of states (G-vectors) divided by the number of the state (G- 
vector) parallelization blocks set by the user during job submission. 
Together with the wavefunctions and states, parallelization of spin 
indices and k-points gives rise to a four-dimensional communicator of 
dimensions [64]. The plane-wave-based Qbox code executes the 
Hamiltonian-wavefunction multiplication in Fourier space to construct 
the Hamiltonian matrix elements, and the distributed wavefunction data 
is collected by the MPI_Alltoallv operation during the execution of 3D 
fast Fourier transformations (FFTs). Each time this operation is required, 
the computation is parallelized across the assigned MPI ranks, where 
forward and backward 3D-FFTs are applied to each wavefunction in a 
distributed fashion, together with some linear algebra operations on the 
corresponding vectors.

As depicted in Fig. 1(a), profiling the overall execution with the 
existing Qbox code using the Cray PAT profiler showed a critical 
communication bottleneck in calculating the distributed 3D-FFT oper
ation for each state by the MPI_Alltoallv routine. This numerical 
approach is especially critical when many MPI ranks are involved, and 
each MPI rank participates in the computation of the assigned local 
state. The MPI ranks for allocated G-vector blocks work together to 
calculate the FFT of each state and repeat this process for their nst_loc 

local states. For each state and rank, the overall computation is 
decomposed into four steps: (1) mapping and padding local data from a 
sphere band to a cube layout, (2) performing a 2D-FFT on local data, (3) 
packing local data and performing MPI_Alltoallv for transposing the 
global cube-structure among the participating ranks, and (4) performing 
a 1D-FFT on the transposed local data. The order and inversion of these 
steps depend on the FFT direction being calculated, but every rank must 
repeat them nst_loc times in each forward and backward direction. 
Additionally, the FFT is called several times during the SCF convergence 
iterations, and, therefore, the MPI_Alltoallv operation significantly im
pacts global performance. Additional methodological details and 
graphical insights on the parallelization and optimization process are 
provided in Section 1 of the Supplementary Material.

Since the computation of the wavefunctions is independent, 
QRCODE contains an optimized version of the FFT routine where only 
one MPI_Alltoallv operation is executed instead of nst_loc communica
tions. By keeping the G-vectors parallelized, each MPI process stores the 
data to be transposed for each state contiguously in the memory buffer. 
After completing the previous FFT steps for all states, the MPI commu
nication on this buffer is performed only once. This optimization leads to 
the following performance gains:

(1) Overhead reduction: MPI routines have an intrinsic overhead, 
such as initialization, data copying, and synchronization. This 
overhead is reduced by performing a single MPI routine on a large 
data buffer. The communication pattern is also potentially opti
mized by executing a single MPI routine on a large data buffer.

(2) Load balancing: By performing a single MPI routine on a large 
data buffer, better load balancing can be achieved by splitting the 
data into smaller chunks, which can be challenging to balance 
across all the MPI processes.

(3) Cache utilization: More data is kept in the cache, which can 
improve its utilization and lead to better performance.

Fig. 1. Computational performance tests. Wall-clock time analysis of the (a) 
original FFT and (b) OPT-FFT implementations for the time-evolution of a 
magnesium porphyrin molecule comprised of 37 atoms: one magnesium, 20 
carbon, 4 nitrogen, and 12 hydrogen atoms with a 40 Ry energy cutoff. (c) Wall- 
clock time of the self-consistent procedure in the original Qbox code (SCF), CN, 
and ETRS time propagators for a 4 × 4 h-BN supercell with a 6 × 6 × 1 k- 
sampling and a 40 Ry cutoff energy. The inset in (c) represents the scalability of 
the same routines. For the ETRS method, the 4th- (ETRS_4) and 10th-order 
(ETRS_10) Taylor expansions are profiled. The runtime of each approach is 
averaged by the total number (30) of executed iterations. The most efficient 
parallelization configuration was selected for each number of processors, 
namely 252, 504, 1008, 2016, 4068, 8172, and 16,344. We employed the PBE 
functional [81] with ONCV norm-conserving pseudopotentials [71] for our 
performance test calculations.
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2.2. Time propagator

We implemented the enforced time-reversal symmetry (ETRS) [68] 
and Crank-Nicolson (CN) [69] time propagation algorithms in QRCODE 
to evolve the KS wavefunctions for our RT-TDDFT simulations. The 
ETRS method is based on time-reversal symmetry as follows: 

exp
(
− i

Δt
2

ĤKS(t)
)

ψ
n, k
→(t) = exp

(
i
Δt
2

ĤKS(t + Δt)
)

ψ
n, k
→(t + Δt), (3) 

where Δt indicates the time step for propagation. The left-hand side of 
Eq. (3) propagates the KS wavefunction from t to t + Δt /2, whereas the 
right-hand side propagates it from t + Δt to t+ Δt/2. The exponential 

terms can be expressed as an Nth-order Taylor expansion exp(Â) =

∑N
n=1

Â
n

n! + erf(Â). The KS Hamiltonian in the next time step, ĤKS(t + Δt), 
is iteratively updated using the KS wavefunction, ψ

n, k
→(t + Δt), until Eq. 

(3) is satisfied.
The KS wavefunction can be propagated through a midpoint scheme 

[68] using the CN algorithm, which is based on the first-order expansion 
of the ETRS expression. The algorithm in the midpoint approximation 
preserves the unitarity of the operator. The KS wavefunction in the CN 
algorithm at time t + Δt is obtained by solving the following linear 
matrix equation: 
[
1 − i

Δt
2

ĤKS

(
t +

Δt
2

)]
ψ

n, k
→(t) =

[
1 + i

Δt
2

ĤKS

(
t +

Δt
2

)]
ψ

n, k
→(t + Δt),

(4) 

where the midpoint Hamiltonian is defined as ĤKS(t+Δt /2)
= ĤKS[ρ(t+Δt /2)] with the midpoint density ρ(t + Δt /2) ≈ [ρ(t + Δt)+
ρ(t)]/2. We employed a conjugate gradient square algorithm [70] to 
solve this unitary linear matrix equation and obtain the KS wave
functions. Subsequently, ρ(t+Δt) and ĤKS(t+Δt /2) are updated until 
Eq. (4) is satisfied self-consistently.

We performed convergence tests for the CN and various Taylor ex
pansions of the ETRS time propagators (see Section 2 in the Supple
mentary Material). We used the CN time propagator for our Ehrenfest 
dynamics on the H2 molecule and ozone-oxygen cycle examples in this 
work. We adopted the 6th-order ETRS and CN time propagators for the 
optical spectra for monolayer h-BN, the CN propagator for high har
monic generation simulations, and the 4th-order ETRS time propagator 
for multi-layer h-BN.

2.3. Velocity gauge

The time-dependent Kohn-Sham equation in the velocity gauge is 
given by 

iℏ
∂
∂t

⃒
⃒
⃒ψ

n, k
→(t)〉

=

[
1

2m

(
− iℏ∇→+

e
c
A→(t)

)
+ V→ext( r→) + V̂HXC[ρ( r→, t)]

]⃒
⃒
⃒ψ

n, k
→(t)〉

(5) 

where A→(t) is the external vector potential of the form A→(t) = −

c
∫ t

0 E→(τ)dτ. From the velocity gauge, we can obtain the current density 
as follows: 

J(t) = −
e
m
∑

n, k
→

f
n, k
→

S

〈
ψ

n, k
→(t)

⃒
⃒
⃒ π̂→(t)

⃒
⃒
⃒ψ

n, k
→(t)

〉
(6) 

where π̂→(t) = m
iℏ [

̂r→, Ĥ] =
̂p→+ e

c A→+ im
ℏ [V̂NL, r→] is the quantum me

chanical momentum operator, f
n, k
→ is the occupation factor of the nth 

state with momentum k
→

, and S is the surface area perpendicular to the 

current flow direction. The velocity operator 1
iℏ [

̂r→, Ĥ] contains a 
contribution from the ionic potential because of the nonlocality of the 
pseudopotential, V̂NL, which does not commute with the position 
operator. The commutator between the nonlocal pseudopotential and 
position operator can be obtained from the nonlocal current density, 
which we obtain from the expression 

〈

ψ
n, k
→(t)

⃒
⃒
⃒
⃒
im
ℏ
[V̂NL, r→]

⃒
⃒
⃒
⃒ψn, k

→(t)
〉

=
im
ℏ

[〈
ψ

n, k
→(t)

⃒
⃒
⃒V̂NL r→

⃒
⃒
⃒ψ

n, k
→(t)

〉
−
〈

ψ
n, k
→(t)

⃒
⃒
⃒ r→V̂NL

⃒
⃒
⃒ψ

n, k
→(t)

〉]
.

(7) 

The first part of the nonlocal current density can be calculated with the 
expression 
〈

ψ
n, k
→(t)|V̂NL r→|ψ

n, k
→(t)

〉
= 〈ψ

n, k
→(t)|V̂NLFT

[
r→IFT

[
|ψ

n, k
→(t)〉

]]
, (8) 

where FT and IFT denote the Fourier transform and inverse Fourier 
transform, respectively. In the same manner, the last term can also be 
calculated with the expression 
〈

ψ
n, k
→(t)

⃒
⃒
⃒ r→V̂NL

⃒
⃒
⃒ψ

n, k
→(t)

〉
= 〈ψ

n, k
→(t)|FT

[
r→V̂NLIFT

[
|ψ

n, k
→(t)〉

]]
. (9) 

One can extract the permittivity tensor from the real-time current 
density with 

εij(ω) = 1 +
4πiσij(ω)

ω (10) 

where ω is the frequency of the applied field and σij(ω) =
FT
[

J→j(t)
]

FT
[

E→i(t)
] is the 

optical conductivity.

2.4. Ehrenfest dynamics

To simulate electron-ion coupled dynamics beyond the Born- 
Oppenheimer approximation, the ionic forces must be computed in 
real time from the dynamic potential energy surface. While this mean- 
field-based single-body approach is useful for simulating the dynamics 
of an excited-state electron-ion coupled system, it is worth noting that it 
cannot capture multireference electronic structure effects. The forces 
acting on each ion can be calculated by differentiation of the energy 
surface, which itself is dependent on the time-dependent charge density. 
These forces are given by: 

MI
d2 R→I(t)

dt2 = − ∇
R→I

∑

n, k
→

〈
ψ

n, k
→( r→, t)

⃒
⃒
⃒ĤKS[ρ( r→, t)]

⃒
⃒
⃒ψ

n, k
→( r→, t)

〉
, (11) 

where MI and R→I are the mass and position, respectively, of the Ith atom 
[36]. As the charge density is not in an adiabatic state, the forces 
calculated through this theorem differ from those derived under the 
Born-Oppenheimer ground state framework. Accordingly, the dynamics 
obtained by this approach are commonly referred to as Ehrenfest dy
namics [71].

2.5. Second- and high-harmonic generation (SHG and HHG)

Harmonic generations are fundamental nonlinear optical processes 
in which the material responds with an integer-multiple frequency of the 
applied driving field [72]. While the most commonly studied effect is 
second-harmonic generation (SHG), which is the response of a material 
with a doubled frequency, high-harmonic generation (HHG) has also 
gathered substantial interest in material characterization and symmetry 
analysis [73-75]. In computational material science, calculating SHG 
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and HHG signals provides a stringent test to determine the reliability 
and accuracy of first-principles computational codes.

For a 2D insulator, the SHG results obtained by RT-TDDFT calcula
tions can be compared with the SHG polarization susceptibility tensor in 
the sub-bandgap regime, 

Im[χyxx( − 2ω;ω,ω)]

=
8πe3

ℏ2

∫

k
→

Im
∑

nmp

f
n, k
→

(
1 − f

n, k
→

)
νy

nmνx
mpνx

pn

ω3
mn
(
ωmp + ωnp

) δ(2ω − ωmn)
(12) 

where ωmn =
(

ε
m, k
→ − ε

n, k
→

)
/ℏ is the ground state energy difference 

between eigenstates |ψ
m, k
→〉 and |ψ

n, k
→〉, να

nm are the Cartesian compo

nents of the dipole matrix element 
〈

ψ
n, k
→

⃒
⃒
⃒ π̂→

⃒
⃒
⃒ψ

m, k
→

〉
, and 

∫

k
→

=
∫ d2 k

→

4π2 

denotes a 2D Brillouin zone integration.

3. Results and discussion

3.1. Performance tests

The FFT calculations in QRCODE are optimized by reducing the 
number of MPI_Alltoallv calls required per rank. Instead of consecutively 
completing the 4-step FFT calculation for each band, we grouped the 
steps for all bands. First, the mapping-and-padding and 2D-FFT steps are 
completed for nst_loc bands. Before the packing-and-transposing step, 
we allocate larger sending-buffer and receiving-buffer sizes to store the 
data of the nst_loc bands together. We then pack data of the different 
bands that will be sent to the same rank. Lastly, the 1D-FFT step is 
performed for all local bands, modifying the access indexing when 
unpacking the data from the communication collective. This process 
creates larger buffer memories, transferring more data than the original 
Qbox implementation. However, only one call to MPI_Alltoallv is 
required instead of nst_loc times, which decreases the overhead in 
communication by a factor of nst_loc. The QRCODE calculations were 
carried out on the Perlmutter supercomputer at NERSC [76], which is 
currently comprised of 3,072 CPU-only and 1,534 GPU-accelerated 
nodes. In our performance test, we used nodes composed of one AMD 
EPYC 7763 (Milan) CPU with 64 cores with 2 threads per CPU. Each 
node has 256 GB of DDR4 DRAM, achieving 204 GB/s CPU memory 
bandwidth. Each node has four HPE Slingshot 11 NIC (4 × 25GB/s) to 
interconnect nodes. Therefore, the 16,344 MPI tasks correspond to 128 
nodes (with 128 tasks each). We utilized all available cores/threads by 
assigning them as MPI ranks without distributing the workload using 
OpenMP parallelization. We used the -O3 flag for building Qbox with the 
GNU GCC 11.2.0 version. For the linked libraries, we used the FFTW 
Cray implementation and the LibSci Cray library [77], which comprises 
a tuned Cray implementation for BLAS [78], LAPACK [79], and Sca
LAPACK, available in Perlmutter, and the Xerces-C++ XML parser 
version 3.2.4 [80].

As seen in Figs. 1(a) and 1(b), the overall wall-clock portion of the 
MPI_Alltoallv operation for 100 RT-TDDFT time-propagation steps of a 
magnesium porphyrin molecule is reduced from 49.1% to 37.1% when 
utilizing the OPT-FFT routine. Most importantly, the overall execution 
time of the computation also decreased by 23%. The system is comprised 
of 64 states and is parallelized by 128 processors in the G-vector 
dimension. Note that the effect of the OPT-FFT routine in the overall run 
time is particularly significant when the state and G-vector dimensions 
are massively parallelized since the amount of data transferred per MPI 
rank in each MPI_Alltoallv becomes smaller. A detailed comparison of 
wall-clock times between the original FFT and OPT-FFT implementa
tions is described in Section 4 of the Supplementary Material.

The SCF routine is a time-independent step in our workflow and is 

called once to obtain the ground KS wavefunction before the RT-TDDFT 
iterations. As it starts with a guess density to be optimized, the SCF 
routine takes much longer than each individual step of the CN and ETRS 
time propagators (Fig. 1(c)). The most salient result of Fig. 1(c) is the 
parallelizability of our RT-TDDFT implementation in QRCODE, which 
shows impressive scaling on up to 16,344 CPUs. To determine the 
optimal distribution of nspb, nkpb, nstb, and ngb MPI tasks, various 
parallelization configurations were tested, and the most efficient 
configuration was used to calculate the wall-clock time (see Section 3 in 
the Supplementary Material). It is also worth noting that interference of 
concurrently running jobs in the system can lead to runtime variations, 
and no two executions of the same parallel program using the same input 
will finish execution precisely with the same run time. Therefore, we 
took the average runtime of each time propagator over the total number 
of executed iterations to minimize this runtime variability. However, as 
the SCF routine is completed only once, minor variations can be 
observed in its scalability factor across different executions that execute 
the same SCF step on the same data. As shown in Fig. 1(c), the time 
propagator and its order play a crucial role in the wall-clock time. 
However, the efficiency becomes similar regardless of the type or order 
of time propagator, as demonstrated in the scalability plot, inset in Fig. 1
(c). Consequently, even when the time propagator is changed based on 
the system size or time step, the computational efficiency does not 
change significantly, allowing flexibility to select an appropriate time 
propagator for the system under study.

3.2. Ehrenfest dynamics of H2

We used a simple hydrogen molecule model as a representative 
example to benchmark the Ehrenfest dynamics routines in QRCODE. 
Hydrogen is a molecule with a bond order of 1 with two electrons in a σ 
molecular orbital, which forms the bonding state. When one electron in 
the σ orbital is excited to the anti-bonding state (σ*), the molecule de
taches into two hydrogen atoms with non-bonding electrons in each 
atomic 1s orbital [82,83]. Fig. 2 depicts this dissociative process with 
Ehrenfest dynamics computed with QRCODE. Two hydrogen atoms are 

Fig. 2. Ehrenfest dynamics of an electronic-excited hydrogen molecule. Real- 
time dynamics of (a) energy eigenvalues, (b) force and distance between two 
hydrogen atoms after exciting an electron from a bonding to an anti-bonding 
state. The solid blue and dotted red lines in panel (a) indicate the energy of 
the bonding (σ) and anti-bonding (σ*) states, respectively. The sky-blue balls 
represent the hydrogen atoms, and the clouds surrounding the hydrogen atoms 
indicate the initial molecular and final atomic orbitals. The solid black and 
dotted green lines in panel (b) indicate the force and distance between the two 
hydrogen atoms.
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initially separated by 0.693 Å and form σ bonding and σ* anti-bonding 
states. In the ground state, the occupations of the bonding and 
anti-bonding states are fσ = 2 and fσ∗ = 0, respectively. We initiate this 
process by exciting an electron from the bonding to the anti-bonding 
state by artificially switching the occupation factors with fσ = fσ∗ = 1 
and propagate the electronic-excited system without any external per
turbations. At the end of our simulation at 20 fs, the H–H distance 
elongates to 7 Å, and the eigenenergies of the molecular states converge 
to the atomic 1s state eigenvalue. The interatomic force drops to zero 
around 10 fs, indicating that the hydrogen atoms are completely 
non-interacting at that distance.

3.3. Ozone-oxygen reaction

As a more complex example of electronic-excited reaction dynamics 
to confirm our Ehrenfest dynamics implementation in QRCODE, we also 
simulated an ozone-oxygen reaction described by the following chemi
cal reactions: [84] 

O3 + hν→O2 + O

O + O2⇌O3

O3 + O→2O2

2O→O2

(1)

(2)

(3)

(4)

We placed two ozone molecules in the center of a 3,375 Å3 cubic 
supercell with a gamma point sampling and employed the PBE func
tional [81] with ONCV pseudopotentials [85]. As shown in Fig. 3, we 
initially excited electrons from two ozone molecules separated 2.59 Å 
apart to mimic reaction (1) and subsequently simulated Ehrenfest dy
namics for 400 fs with a 2.42 as time step with the CN time propagator. 
Within 200 fs, the ozone molecules continuously vibrate and intercon
vert with each other as described in reaction (2). From 200 to 336 fs, the 
O2 and O5 atoms approach each other as they separate from their parent 
ozone molecules. Reactions (1), (2), and (3) occur simultaneously 
around 336 fs as the O1, O2, O4, and O5 atoms are nearly equidistant. 
After 336 fs, the O2 and O5 atoms bind to form an oxygen molecule, as 
defined in the reaction (4). As a result, three oxygen molecules are 
formed from the two electronic-excited ozone molecules.

3.4. Absorption spectrum of h-BN

To benchmark our RT-TDDFT velocity gauge implementation in 

QRCODE, we present the optical properties of monolayer hexagonal 
boron nitride (h-BN). We constructed the hexagonal unit cell of h-BN (a 
= 2.5124 Å) [86] with a 10.58 Å (20 Bohr) vacuum along the z-direction 
(Fig. 4(a)), a 40 Ry energy cutoff with a 12 × 12 × 1 Monkhorst pack 
k-point sampling, and employed the PBE functional [81] with ONCV 
pseudopotentials [85]. We applied a delta-kick perturbation [87,88] of 
0.0001 Hartree and simulated the resulting RT-TDDFT dynamics with a 
2.42 as time step. We obtained the real-time current density with the CN 
and ETRS (6th-order expansion) algorithms using Eq. (6). Both propa
gators exhibit the same response, as shown in Fig. 4(b). Moreover, the 
two absorption peaks near 6 eV due to the inter-band transition between 
the π to π∗ bands observed in Fig. 4(c) are consistent with previous re
ports [89-91].

3.5. SHG and HHG in monolayer and multi-layer hBN

Finally, in this section, we analyze the nonlinear optical response of 
monolayer h-BN under various conditions to test the response sensitivity 
of our RT-TDDFT implementation in QRCODE. To enhance the accuracy 
for optical responses, we used a 24 × 24 × 1 k-point sampling and a 1.21 
as timestep with the CN propagator. The inversion symmetry of a ma
terial must be broken to observe SHG and other even-order HHGs; [92,
93] therefore, the noncentrosymmetric nature of h-BN provides an 
excellent testbed to detect SHG and all orders of HHG [94].

We first explicitly calculate the SHG and HHG yields, as depicted in 
Fig. 5, by investigating the Fourier components of the transverse and 
longitudinal real-time current density response, J→⊥(t) and J→‖(t), in the 
x- and y-directions, respectively. We use a generic driving laser field, 
E→(t) = E0eiωt x̂, oscillating in the x-direction with a frequency at half the 
bandgap: ω = 2.32 eV. We tested two different field strengths: 0.005 
and 0.5 V/Å. The laser pulse field (Fig. 5(a)) is described by the vector 
potential A→(t) = − e

ωE0f(t)sin(ωt)x̂ with a polynomial envelope function 
given by: 

f(t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0,

3(t/t1)2
− 2(t/t1)3

,

1,

1 − 3[(t − t2)/t1]2 − 2[(t − t2)/t1]3,

0,

t ≤ t0
t0 < t ≤ t1
t1 < t ≤ t2

t2 < t ≤ t2 + t1
t2 + t1 < t 

Fig. 3. Ehrenfest dynamics of the ozone-oxygen reaction. The lower panel 
depicts the distance between oxygen atom pairs during the electronic-excited 
reaction. The solid blue and orange lines denote the left and right ozone mol
ecules at the initial time (0 fs). The purple line denotes the intermolecular 
distance between the O2 and O5 atoms, which separates the left and right ozone 
molecules that form the oxygen molecules. The solid and dotted lines represent 
the intramolecular and intermolecular distances of the final reaction products 
(400 fs). The geometries in the upper panel represent snapshots of the system at 
0, 336, and 400 fs, as indicated by red arrows in the lower panel.

Fig. 4. Absorption spectrum of monolayer h-BN. (a) Geometrical structure of 
monolayer h-BN. The black parallelogram indicates the unit cell of h-BN. (b) 
Real-time current density and (c) absorption spectrum (imaginary part of the 
permittivity) calculated from Eq. (6) and (7). The solid black (dotted red) lines 
in (b) and (c) are obtained from the CN (ETRS) time-propagator.
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where t0 = 0 fs, t1 = 20 fs, and t2 = 40 fs. The real-time current density 
response of h-BN within the 0 – 60 fs range for applied pulse strengths of 
0.005 and 0.5 V/Å are shown in Figs. 5(b) and 5(c), respectively. The 
squared Fourier transforms, | J→(ω)|2, up to the eighth harmonic order of 
the applied field frequency, are shown in Figs. 5(d) and 5(e). The weaker 
field can induce only a longitudinal linear response and transverse SHG 
(Fig. 5(d)), while the stronger field produces several HHG signals (Fig. 5
(e)). Since h-BN preserves time-reversal symmetry, even-order HHGs are 
in the transverse direction, whereas linear response and odd-order HHGs 
are in the longitudinal direction for the x-polarized field, as expected 
[95]. Our QRCODE results are similar to previous reports obtained by 
RT-TDDFT calculations implemented in the Quantum Espresso package 
[86]. To provide a more quantitative analysis, we calculated the 
even-order Fourier components (SHG for the 2ω response component 

J→
2ω

, 4HG for the 4ω component J→
4ω

, etc.) and repeated the calculations 
for various conditions.

We examined the transverse SHG yields for various laser frequencies 

lower than the bandgap (Fig. 6(a)). These SHG yields can be studied in 
terms of the SHG susceptibility tensor given in Eq. (12). Fig. 6(a) shows 
the correspondence between the SHG current spectrum ω ×

Im[χyxx(− 2ω;ω,ω)] (black solid line) and the SHG yields obtained from 
the real-time response (brown circles), even though the RT-TDDFT re
sults are directly obtained without any perturbative approximation 
[86].

We now examine the polarization dependency of the SHG response 
by obtaining the longitudinal and transverse SHG yields for incident 
fields polarized in various directions with respect to the x-axis (Fig. 6
(b)). The obtained polarization anisotropy is consistent with the scien
tific literature [95,96]. Both transverse and longitudinal SHG yields give 
peaks every 60◦, such that one is a maximum when the other is a min
imum due to the 3-fold D3h point group symmetry of monolayer h-BN. 
When the incident field is parallel to a vertical mirror plane, the trans
verse SHG response vanishes, and the longitudinal SHG response max
imizes, resulting in alternating 6-fold anisotropy [95,97]. The maximum 
longitudinal response is around 0.67 of the maximum transverse 
response, which indicates that the transverse signals are more promi
nent in SHG spectroscopy.

The HHG yields for 0.001 - 1.0 V/Å field strengths are plotted in 
Fig. 6(c), where nHG denotes the nth-order HHG. It is worth noting that 
the SHG response is insignificant for weak fields below 0.001 V/Å. 
Similarly, the 4HG, 6HG, and 8HG peaks become noticeable when the 
field strength exceeds 0.03, 0.1, and 0.2 V/Å, respectively. The squared 
SHG yield follows the power law (∝E4

0) within the 0.002 - 0.3 V/Å range. 
However, under stronger fields, the slope deviates from the perturbative 
power law, which indicates that the system reaches the non-perturbative 
limit [74,86,95]. The results shown in Figs. 6(a) and 6(c) show better 
agreement with theoretical expectations compared to [Ref. 86], which 
was obtained by the Quantum Espresso package. Our results demon
strate that the RT-TDDFT formalism and implementation in QRCODE 
are suitable for a wide range of nonlinear optical response studies, 
particularly in the presence of strong fields.

To test our efficient implementation for large systems in QRCODE, 
we carried out RT-TDDFT calculations for a 4-layer h-BN structure 
separated by ~3.5 Å consisting of 56 atoms in the twisted 

̅̅̅
7

√
×

̅̅̅
7

√

supercell (Fig. 7). We optimized the supercell of h-BN using the SCAN 
functional [98], which includes long-range interactions, with a 40 Ry 
energy cutoff and a 9 × 9 × 1 Monkhorst pack k-point sampling; the PBE 
functional [81] with ONCV pseudopotentials [85] was used for the 
subsequent ground state and time propagation calculations. It is worth 
noting that this large RT-TDDFT simulation (60 fs (25,000 time steps) 
with 81 k-points parallelized into 81 ranks, ~22,000 G-vectors paral
lelized into 16 ranks, and 112 bands parallelized into 8 ranks, which 
used a total of 10,368 processors) took less than 15 hours on the Perl
mutter supercomputer at NERSC. Moreover, the order of SHG yield 

Fig. 5. Second and high-harmonic generation in monolayer h-BN. (a) Real-time 
profile of the x-polarized light pulse at a frequency of half the bandgap of h-BN. 
The brown (green) oscillating lines in (b) and (c) are the transverse (longitu
dinal) current density response of h-BN to the applied pulse with strengths E0 =

0.005 and 0.5 V/Å, respectively. The transverse response in (b) is scaled by 10 
for visualization. Panels (d) and (e) are the Fourier transforms of the current 
densities in (b) and (c), respectively. The x-axis is scaled with the applied field 
frequency, and the y-axis is log-scaled. The horizontal dashed lines in panels (d) 
and (e) indicate the second and fourth-harmonic yields of the trans
verse response.

Fig. 6. Effect of field frequency, polarization, and strength on harmonic generation. (a) Theoretical SHG susceptibility spectrum of h-BN (black line) and the RT- 
TDDFT SHG yields (brown solid circles). (b) Polarization anisotropy of transverse (brown) and longitudinal (green) SHG yields. (c) SHG and HHG yields for 
various field strengths. Both axes are log scaled, and the arrows indicate the field strengths used in Fig. 5. The transparent brown, blue, yellow, and purple lines 
represent the square of the perturbative power law for SHG (n = 2), 4HG (n = 4), 6HG (n = 6), and 8HG (n = 8) yield, respectively.
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obtained in Fig. 7(d) for twisted 4-layers is consistent with the one 
shown in Fig. 6(c) for the monolayer under the applied field strength. 
This can be seen as the combination of the response of each layer to the 
applied field, whose polarization varies for each layer. A detailed dis
cussion of these effects will be provided in a separate publication. These 
results validate that our RT-TDDFT implementation in QRCODE with the 
enhanced OPT-FFT algorithm can give efficient and accurate results for 
large systems.

4. Conclusion

In conclusion, we have developed a new software module, QRCODE, 
for massively parallelized velocity-gauge RT-TDDFT calculations of 
large-scale periodic systems in the open-source Qbox software package. 
QRCODE utilizes a tailored OPT-FFT algorithm that reduces MPI 
communication processes by 24% and improves computational perfor
mance 1.29 times faster than the traditional FFT algorithm by mapping 
and padding the band index. In addition to improving computational 
performance, we have implemented CN and various ETRS time propa
gators in QRCODE for accurate RT-TDDFT calculations. To demonstrate 
its computational efficiency, we provide computational benchmarks of 
QRCODE that show impressive scaling on up to 16,344 CPUs.

To demonstrate the accuracy and applicability of QRCODE, we 
examined four case studies, including Ehrenfest dynamics of electronic- 
excited H2, electronic-excited reaction dynamics of the ozone-oxygen 
reaction, RT-TDDFT simulations of optical absorption spectra, and 
nonlinear optical properties of large 2D material systems. The calcula
tion of SHG and HHG signals provides a stringent test of the reliability 
and accuracy of first-principles material science codes, and our SHG and 
HHG results for monolayer and twisted multi-layer h-BN sheets agree 
well with previous studies. We are aware that hybrid functionals are 
necessary for obtaining more accurate calculations of materials that 
exhibit self-interaction errors, and future efforts in our group are un
derway to implement this feature in QRCODE. Taken together, the new 
massively parallelized routines in QRCODE allow accurate and efficient 
RT-TDDFT calculations of light-matter interactions, optical response, 
photocatalysis, and photo-driven reaction dynamics in large-scale, 
complex material systems.

Data and code availability

The numerical data and the computational source code used to 
perform the calculations that support our study are available from the 
corresponding author upon reasonable request.
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