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Abstract

Computational Investigation of Nanoporous Materials for Clean Energy Applications

by

Kathryn S. Deeg

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Berend Smit, Chair

Nanoporous materials such as metal-organic frameworks (MOFs) are promising for appli-
cations in clean energy thanks to their diverse and extraordinary gas adsorption properties.
Additionally, these materials’ high degree of tunability means that nearly infinite distinct
materials can be envisioned with di↵erent combinations of compositions, topologies, and sur-
face properties. Each combination could yield a material with its own unique gas adsorption
phenomena and resulting real-world applications. While many materials with outstanding
properties have been studied, it remains a challenge to find or design an optimal material
for a given application and to understand the complex molecular-level interactions that give
rise to macroscopic behavior.

In this dissertation, we take three di↵erent computational approaches towards advancing
the discovery and understanding of nanoporous materials for various clean energy applica-
tions.

In Chapters 2 and 3, we screen large databases of materials for carbon capture and
hydrogen storage, using molecular simulations. We develop accurate atomistic models for the
relevant adsorption phenomena and identify appropriate criteria for predicting performance.
In this way, we identify optimal materials for carbon capture and hydrogen storage, as well
as characteristics common among top performers. Ultimately, such findings can help guide
the design of optimal materials for these applications.

In Chapter 4, we study in depth a novel biporous MOF for natural gas processing,
using molecular simulations in conjunction with experiments. This MOF’s rare feature of
biporosity, or coexistence of two chemically distinct pores within the same MOF, gives rise to
unique stepwise activation that can be controlled to consequently tune the MOF’s CO2/CH4

separation performance. This phenomenon is explained in terms of CO2’s and CH4’s di↵ering
interactions with the pore surfaces. In this way, we contribute to the understanding of
complex behavior in biporous materials that a↵ects their gas separation performance.

Finally, in Chapter 5, we investigate the assembly process of MOFs using a statistical
mechanical lattice model. In particular, we map out the thermodynamic assembly pathway
of MOF-74 and explore the e↵ect of surface tension energies on the shapes of nucleating
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clusters. With this study we work towards understanding the assembly pathway of MOFs
with the ultimate goal of being able to control the synthesis process and obtain crystals of
the desired morphology.



i

Contents

Contents i

1 Introduction 1
1.1 Nanoporous materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Clean energy applications of nanoporous materials . . . . . . . . . . . . . . . 4
1.3 Simulation methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Screening covalent-organic frameworks for carbon capture 14
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3 Screening nanoporous materials for hydrogen storage 24
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Detailed investigation of a novel biporous metal-organic framework for
natural gas processing 36
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5 Understanding assembly of metal-organic frameworks 57
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6 Conclusions and outlook 78



ii

References 80



iii

Acknowledgments

I am deeply grateful for everyone who supported me during my PhD. I would first like to
thank my advisors, Berend Smit and Steve Whitelam, for their expert research guidance, for
encouraging me to pursue my interests, and for sticking with me for the entirety of my PhD.

I have also been fortunate to work with wonderful labmates. To my Berkeley labmates
Bess Vlaisavljevich, Cory Simon, Efrem Braun, Greg Mann, Johanna Huck, Kaili Ordiz,
Kyuho Lee, Lennart Joos, Li-Chiang Lin, Matt Witman, Michelle Liu, Nakul Rampal, Ro-
cio Mercado, Shachi Katira, Sondre Schnell, and Sudi Jawahery; LBL labmates Anthony
Frachioni, John Edison, Joyjit Kundu, Katie Klymko, Ranjan Mannige, Tom Haxton, and
Zdenek Preisler; and EPFL labmates Aliaksandr Yakutovich, Amber Mace, Andrés Ortega
Guerrero, Andrzej G ladysiak, Daiane Damasceno Borges, Daniele Ongari, Davide Tiana,
Gloria Capano, Henglu Xu, Kyriakos Stylianou, Leopold Talirz, Mohamad Moosavi, Olga
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Chapter 1

Introduction

1.1 Nanoporous materials

Nanoporous materials are a diverse class of crystalline solids that have received much recent
interest for their potential applications in gas storage and separation, among other uses [1,
2]. These materials’ strong performance in these areas stems from their accessible pores, high
internal surface area, and structural stability. In this study, we consider materials with pore
sizes of similar magnitude to the size of gas molecules that can be adsorbed. In such mate-
rials, gas molecules interact with the internal pore surface, with thermodynamic properties
depending strongly on the pore topology and composition [3]. This phenomenon directly
influences these materials’ varied uses in gas storage and gas separations, the applications
upon which this work focuses.

Major classes of nanoporous materials considered in this work include zeolites, covalent-
organic frameworks (COFs), and metal-organic frameworks (MOFs), which are constructed
from inorganic building units, organic building units, or a mix of the two, respectively.

Zeolites

Zeolites are aluminosilicate frameworks composed of TO4 tetrahedra (T is usually Si or
Al, with more Si than Al) as primary building units (Figure 1.1). The charge imbalance
caused by each framework Al atom is balanced by a non-framework cation, usually K, Na,
or Ca, or, less frequently, Li, Mg, Sr, or Ba [4]. Zeolites occur commonly in nature, with
about 40 di↵erent types identified. Natural zeolites are used on a large scale worldwide
for low-value applications including in construction materials and animal feed [5]. The first
synthetic zeolites were developed beginning around 1950 for use as catalysts in fluid catalytic
cracking of heavy petroleum distillates [6], taking advantage of zeolites’ high chemical and
thermal stabilities. Today, synthetic zeolites are widely used as catalysts in the petrochemical
industry and also as water softeners, representing a global market of $350 billion per year
[7]. Zeolites’ molecular-sized pores and range of pore topologies also make them promising



CHAPTER 1. INTRODUCTION 2

for gas separations based on molecule size and polarity [8]. As a result, zeolites have been
studied more recently for gas separations and storage [3, 9, 10].

Figure 1.1: One of the most-studied zeolites is MFI, also known as ZSM-5 [8]. The all-silica
version of MFI, called silicalite, is shown here, along with example SiO4 tetrahedra that
make up the structure. The black lines on the crystal structure indicate the unit cell, which
has dimensions 20.022 Å ⇥ 13.383 Å in the plane shown. Color scheme: Si: yellow; O: red.

Metal-organic frameworks

Metal-organic frameworks (MOFs) are a diverse class of nanoporous materials characterized
by remarkably high porosity (up to 90% free volume) and internal surface areas (up to
10,000 m2/g) [1, 11]. In comparison, other porous materials such as zeolites and carbons
have internal surface areas generally up to 1,000 m2/g. MOFs form from the self-assembly of
metal centers and organic linkers [12] (Figure 1.2). Because a tremendous number of metals
and organic molecules can serve as the metal centers and linkers, a nearly limitless variety
of structures can be formed. Furthermore, thanks to the modular nature of MOFs, their
structure, composition, and functionality can be tuned, and, in principle, tailor-made for a
given application [13].

MOFs were first developed in the 1990s; since then, the scope of research on MOFs and
number of MOFs reported in the literature has grown enormously [1]. Their high porosity
and internal surface areas and adjustable functionality and internal surface properties have
led to extensive study of their potential applications in, for example, methane and hydrogen
storage [15, 16], carbon dioxide capture [17], and numerous other gas separations [18, 19].
In the 2010s, the first MOFs became commercially available for gas separations including
carbon dioxide capture from power plant emissions and ethylene capture for delaying fruit
ripening [20, 21].
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Figure 1.2: MOFs are composed of metal centers and organic linkers. For example, in MOF-
5, also known as IRMOF-1 (Zn4O(BDC)3, BDC = 1,4-benzenedicarboxylate), the metal
centers consist of zinc atoms, and the linkers are benzene dicarboxylate ions, which self
assemble into a crystalline cubic structure [14]. The black lines on the crystal structure
indicate the unit cell, which has dimensions 25.832 Å ⇥ 25.832 Å in the plane shown. Color
scheme: C: gray; H: white; O: red; Zn: blue.

One subclass of MOFs is zeolitic imidazole frameworks (ZIFs). ZIFs are composed of
M-Im-M bonds (M is Zn or Co, and Im is imidazolate), which form an angle of 145°, coin-
ciding with the preferred Si-O-Si angle in zeolites [2]. Consequently, ZIFs possess zeolite-like
topologies but MOF-like compositions and can combine advantages of both classes of ma-
terials. As a result, many ZIFs exhibit ultrahigh surface areas and extensive functionalities
as well as exceptionally high thermal and chemical stabilities; they are therefore especially
promising for applications in catalysis, gas separations, and sensing [22].

Covalent-organic frameworks

Covalent-organic frameworks (COFs) are composed solely of light elements, such as hydro-
gen, carbon, nitrogen, and oxygen, that are linked by strong covalent bonds (Figure 1.3).
COFs’ features include low densities, large internal surface areas, high thermal stabilities,
permanent porosity, and regular pore structures [23, 24], making them promising for a range
of gas separation and storage applications [25–27]. Similar to MOFs, COFs’ modular na-
ture allows tunability when synthesizing a material for a given application. In contrast with
MOFs, however, COFs are relatively lightweight, since COFs contain no metals and only
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light elements. The design pathways developed for MOFs paved the way for COF synthesis,
with the first COFs reported in 2005 [28].

Figure 1.3: COFs are composed of organic molecules joined by covalent bonds. For example,
COF-5 (C9H4BO2) is made from 1,4-phenylenebis(boronic acid) (PBBA) and 2,3,6,7,10,11-
hexahydroxytriphenylene (HHTP) molecules [28]. The black lines on the crystal structure
indicate the unit cell, which has dimensions 30.0198 Å ⇥ 30.0198 Å in the plane shown.
Color scheme: C: gray; H: white; O: red; B: green.

1.2 Clean energy applications of nanoporous
materials

Physisorption of gas molecules is the underlying physical mechanism of the applications
investigated in this study. All applications investigated within are directly related to clean
energy.

Carbon capture

Carbon capture and sequestration (CCS) is a climate change mitigation technology that
involves 1) capture of carbon dioxide (CO2) from emissions from major stationary point
sources, such as fossil fuel power plants and industrial facilities, 2) transportation of the
CO2 to a storage site, and 3) long-term storage of the CO2 [29]. CCS will be necessary
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to achieve global warming targets, decarbonize energy-intensive industrial processes that
cannot be electrified, and establish a low-carbon energy system [30]. Indeed, most projected
greenhouse gas emission pathways that limit the increase in global average temperature to
1.5 °C above pre-industrial levels include CCS [31]. Limiting global warming to 1.5 °C
compared to 2.0 °C or greater will significantly reduce the risks and impacts of climate
change, especially those associated with long-lasting or irreversible changes to ecosystems
and human health and well-being [31]. For these reasons, CCS will likely play a key role in
climate change mitigation.

However, levels of CCS deployment remain low in comparison with those indicated nec-
essary for meeting global warming targets established by the Intergovernmental Panel on
Climate Change (IPCC) [32]. As of 2018, there were 23 large-scale CCS facilities in oper-
ation or under construction globally, capturing around 0.04 Gt (40 million tonnes) of CO2

per year [33]. In contrast, CCS will need to capture on the order of 10 Gt of CO2 per
year by mid-21st century under IPCC projections [33]. This amounts to about 27% of the
approximately 37 Gt of CO2 emitted from human activities annually as of 2018 [34].

Increased deployment of CCS is limited largely due to its costs [35]. Within the CCS
process, CO2 capture requires the most energy and is responsible for at least 70% of the total
costs [36]. In a power plant, CO2 capture uses 25% to 40% of the total energy produced
at the plant [36]. Of post-combustion capture processes, which can be applied to already-
constructed plants, the dominant and most mature technology is currently amine scrubbing.
In this process, CO2 is selectively absorbed from flue gas into an aqueous solution of amine.
The CO2-enriched solution is heated using steam from the power plant, thereby regenerating
the amine and leaving high-purity CO2 to be subsequently compressed, transported, and
stored [37]. The high energy penalty imposed by amine scrubbing is due in large part to
the heat required for regenerating the amine solution. Of the various amines that can serve
as chemical absorbents in amine scrubbing, monoethanolamine (MEA) is widely used and
serves as the benchmark amine for CO2 capture at power plants [30].

In order to reduce the costs of CCS and consequently facilitate implementation on a larger
scale, it is therefore logical to focus research e↵orts on developing more-e�cient CO2 capture
technologies. Post-combustion capture technologies alternative to MEA, each under various
stages of development, include improved solvent-based chemisorption [30] (novel single amine
absorbents, amine blends, multi-phase absorbents, and water-lean or nonaqueous solvents
including ionic liquids [38]), calcium looping technology [39], membrane processes [40], and
physical adsorption processes [41, 42].

In particular, physical adsorption processes are advantageous since the sorbent is re-
generated by a moderate temperature or pressure swing, resulting in reduced energy costs
compared to absorption processes [43]. Furthermore, physical adsorption is potentially more
environmentally friendly than amine-based solvents, which can decompose to form toxic
byproducts [36]. Research has focused on developing adsorbents with improved CO2 selec-
tivity and adsorption capacity, adequate mechanical and thermal stability, and low energy
requirement to regenerate adsorbed CO2 [44, 45].

In Chapter 2, we investigate covalent-organic frameworks as high-capacity adsorbents for
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carbon capture.

Hydrogen storage

Hydrogen is an alternative fuel that, if widely deployed, could help decarbonize electricity
generation, heating, and transportation. If produced by electrolysis with renewable energy
sources, hydrogen used as a fuel generates no carbon emissions. Highly abundant on Earth
as an element, hydrogen could help address both the world’s increasing energy demand,
projected to grow 27% between 2017 and 2040 [46], and the need to reduce emissions from
fossil fuel combustion in order to meet global climate targets. Hydrogen can be used to
power fuel cells in electric vehicles. Fuel cell electric vehicles (FCEVs) are attractive because
their only emission is water, they are highly e�cient compared with internal combustion
engines, and they refuel more quickly than current battery electric vehicles [47].

Although the availability of commercial FCEVs has increased in the last decade [48], and
more hydrogen refuelling stations are being constructed [49], FCEVs remain a small fraction
of total electric vehicle sales [47]. A major obstacle in increased deployment of FCEVs
is a↵ordable, safe on-board hydrogen storage with e�cient, reversible hydrogen uptake and
release. Hydrogen is a gas under ambient conditions and has a much lower volumetric energy
density compared with liquid fuels such as gasoline [50]. The most commonly used storage
method is gaseous hydrogen compressed to pressures up to about 10,000 psi (700 bar),
but technological advances are still needed to achieve tanks with low enough volume and
weight to achieve a conventional driving range (>300 miles) at a competitive cost [51, 52].
Another conventional method is to store liquefied hydrogen. Liquefaction requires cooling
to -253 °C and is energy- and time-consuming [53]. A third method, cryogenic-compressed
hydrogen storage, involves compressing hydrogen gas to moderate pressures and cooling to
cryogenic temperatures. This method reduces boil-o↵ of hydrogen while achieving a high
energy density [53].

A promising strategy under current investigation is storage of hydrogen in nanoporous
materials. Under certain temperature and pressure regimes, a tank filled with such a material
can have greater capacity than an empty tank [54].

In Chapter 3, we screen a large, diverse library of nanoporous materials for room-
temperature and cryogenic-compressed hydrogen storage.

Natural gas processing

Natural gas processing is one of the most important gas separation processes worldwide. As
of 2017, over 3.7 trillion cubic meters of natural gas, or 22% of total global energy use [55],
were consumed every year [56]. Furthermore, the natural gas market continues to grow and
is projected to surpass 4 trillion cubic meters by 2022 [57]. All raw natural gas must be
processed before use in order to remove impurities, which can include CO2, H2S, water, and
a range of hydrocarbons. In natural gas processing, these impurities are removed in order
to meet standards for transmission pipelines and consumer consumption.
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One of the most common impurities present in unprocessed natural gas is CO2. Pipeline
specifications typically require a natural gas composition of no more than 2 to 4 mol% CO2,
depending on the country [58]. In the U.S., currently the world’s top producer of natural
gas, over 25% of natural gas fields contain over 1 mol% of CO2 [59], and an important
number of natural gas fields contain 10 mol% or more of CO2 [60]. Meanwhile, biogas, a
renewable energy source composed of a mixture of methane and other gases generated from
the anaerobic digestion of organic matter, typically contains 30-40% CO2, depending on the
biogas source [61]. In these concentrations, CO2 is corrosive to pipelines and decreases the
gas’s heating value [62]. Its removal is therefore essential in optimizing the value of the
natural gas.

The most common method currently used to remove CO2 during natural gas pro-
cessing is amine scrubbing or amine washing. In this process, CO2 is absorbed by
a solution of amine compounds. Amines used commercially include monoethanolamine
(MEA), diethanolamine (DEA), triethanolamine (TEA), methyl diethanolamine (MDEA),
di-isopropanolamine (DIPA), and diglycolamine (DGA) [60]. However, amine-based ab-
sorption is energetically costly, as high temperatures are required to desorb CO2 from the
CO2-rich liquid amine [60]. Furthermore, the solvent causes corrosion of the plant units;
amine degradation and foaming reduce the e�ciency of the CO2 separation [63]. Another
methods, cryogenic separation, where the gas mixture is cooled to below the boiling point
of CO2 and the liquid CO2 is extracted, is used commercially to remove CO2 from natural
gas streams with very high CO2 concentrations (50-70%). However, this technique is not
economically viable for streams with lower concentrations of CO2 [63]. Finally, membrane
processes separate CO2 from the other gases based on the gases’ di↵erent permeabilities
through a thin film. Polymeric membranes are commercially available for CO2 separations
in natural gas processing, and research into membrane selectivity and durability continues to
improve membrane separation technology [63], already more economical than amine scrub-
bing in certain situations [62]. Yet there remain important challenges in membrane processes,
including high replacement costs, susceptibility to fouling from contaminants, and methane
loss [58].

Given the scale on which CO2 is separated from natural gas, and given the energetic costs
associated with current separation methods, there is significant potential for energy savings
by developing new or improved separation processes [60]. An alternative separation process is
physical adsorption, such as on molecular sieves or activated carbon. The interaction between
CO2 and the adsorbent is weaker than that between CO2 and an amine solution, so less energy
is required to regenerate the sorbent [63]. Metal-organic frameworks (MOFs), in particular,
show promise as e�cient adsorbents for CO2 separation in natural gas purification. Their
large surface areas and high CO2 uptake contribute to their strong separation performance,
and their adjustable pore sizes and tunable pore surface properties facilitate the rational
design of a MOF for a given application [64]. MOFs have been well studied at the laboratory
level for CO2 separation from natural gas and biogas, and several show potential for successful
application at scale [64–66].

In Chapter 4, we investigate in detail a novel MOF for CO2/CH4 separation. We con-
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sider this as a clean energy application because our study aims to develop pathways for
more-e�cient natural gas purification, thereby increasing energy e�ciency of this large-scale
industrial separation process.

1.3 Simulation methods

Models

Atomistic models for molecular simulations
We use atomistic models for studying gas adsorption via molecular simulations. Frame-
works are modeled atomistically in crystallographic detail, as all materials considered in this
dissertation are crystalline. Crystal structures of frameworks that have been synthesized
experimentally can be determined from di↵raction experiments, and these structures can
be further relaxed to a minimum-energy state using density functional theory (DFT). Some
frameworks considered in this dissertation are hypothetical frameworks generated in silico
by combining known building units. In all cases, we consider frameworks to be rigid, which
has been shown to be a good approximation in many cases, but may introduce artifacts in
some cases; some materials are known to expand and contract with gas adsorption, which
can a↵ect gas uptake or separation selectivity [67, 68]. Guest molecules are modeled atom-
istically, in the case of CO2 and N2, or as a single united-atom particle, in the case of H2 and
CH4. Periodic boundary conditions [69] are used in order to mimic an extended crystalline
material and to avoid finite size e↵ects.

The energy of the system is taken as the sum of non-bonded pairwise framework-guest and
guest-guest interactions. Each interaction is computed as the sum of the Lennard-Jones 12-6
potential, representing dispersive interactions, and Coulomb’s law, representing electrostatic
interactions:

Usystem =
X

i,j

(Uij, LJ + Uij, Coul), (1.1)

where the sum is over all pairs of nonbonded atoms i and j, and pairwise interactions are
given by

Uij, LJ = 4✏ij
h⇣�ij

rij

⌘12

�
⇣�ij

rij

⌘6i
and (1.2)

Uij, Coul =
qiqj

4⇡"0r2ij
, (1.3)

where rij is the distance between atoms i and j; qi is the atomic charge of atom i; and "0 is
the permittivity of free space. ✏ and � are the two Lennard-Jones parameters that can be
interpreted as interaction strength and e↵ective particle size, respectively (Figure 1.4).

The Lennard-Jones potential goes to zero relatively quickly with distance, so Lennard-
Jones interactions are truncated at 12-13 Å, and the potential is shifted such that it equals
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Figure 1.4: Lennard-Jones potential Uij; in this graph, atoms i and j are O of CO2 and C
of a MOF, using previously reported Lennard-Jones parameters. ✏ij is the minimum value
of Uij(rij), and �ij is the distance at which Uij(rij) is minimized.

0 at the cuto↵ distance. Meanwhile, to adequately treat the longer-range Coulombic inter-
actions, Ewald summations are used [70, 71].

While a range of interatomic potentials have been developed of varying complexities
and applicabilities, the Lennard-Jones potential provides a reasonable or, often, very good
description of adsorption properties. Furthermore, it is probably the most commonly used
interatomic potential in molecular simulation studies of nanoporous materials, and excellent
parameters for many various systems have been developed.

Lennard-Jones parameters ✏ and � can be developed by fitting to experimental bulk
data in the case of guest-guest interactions [72, 73], to experimental adsorption data in the
case of guest-host interactions [74, 75], or to ab initio calculations [76, 77]. Several general,
transferrable parameter sets have been developed that describe a wide range of adsorbates
and framework atoms, such as the Universal Force Field (UFF) [78], DREIDING [79], and
TraPPE [80]. In the work herein, we utilize both general parameter sets as well as parameters
developed for specific systems, all previously published.

Meanwhile, to calculate electrostatic interactions using Coulomb’s law, framework atom
point partial charges are needed. They can be developed most accurately by using wave func-
tion or DFT methods to compute the electronic density and electrostatic potential and sub-
sequently deriving partial charges from the electronic density (e.g. via the Mulliken method
[81]) or fitting the electrostatic potential around the atoms (e.g. via the REPEAT method
[82]). Some methods (e.g. DDEC [83]) use both the electronic density and the electrostatic
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potential. Partial charges also can be computed using charge equilibration methods, which
base the partial charges on an atom’s geometry, ionization potential, electron a�nity, and
atomic radius [84]. Although potentially less accurate, charge equilibration methods re-
quire significantly less computing time than ab initio methods, and they can therefore be
appropriate for screening large numbers of materials.

The term “force field” refers to the combination of the functional form of the interatomic
potentials and their corresponding parameters.

Ising model
We use the Ising model, a lattice model of interacting particles, to simulate MOF self-
assembly. In this model, the energy of the system is given by [85]

E = �J
X

hi,ji

sisj � h
X

i

si, (1.4)

where si indicates the state or phase of site i, hi, ji indicates a sum over nearest-neighbor
sites, J represents the interaction energy between two sites, and h represents a chemical
potential that can be tuned to favor a certain phase.

In our simulations, the two states in which each site can exist are: 1) si = 1, occupied by a
MOF building block, which corresponds to the crystalline phase, and 2) si = -1, unoccupied
by a MOF building block, which corresponds to the solution phase.

This implementation of the Ising model is suitable for studying nucleation of MOF clus-
ters from MOF building blocks. Since J > 0, it is energetically favorable for neighboring
sites to assume the same state. Therefore, at low-enough temperature, this tendency leads
to spontaneous magnetization, where the net magnetization hMi of the lattice in the absence
of a magnetic field h,

hMi =
NX

i=1

si, (1.5)

is nonzero. This phenomenon is illustrated in Figure 1.5.
In the presence of a magnetic field h, at a temperature lower than the critical temperature,

hMi will be positive if h is positive, and vice versa. In the simulations in this work, h > 0,
favoring the crystalline MOF phase. We prepare the system in the solution phase; that
is, hMi = �N . Since h > 0, the system spontaneously undergoes a transition to the
crystalline phase, hMi = N , as indicated in Figure 1.6. Spontaneous fluctuations in the
system eventually give rise to the nucleation of a critical cluster, a cluster of sites in the
crystalline phase of size su�ciently large such that the favorable bulk contribution to its
free energy outweighs the surface tension penalty. In Chapter 5 we study the nature of such
nucleation events.

The Ising model is the simplest model that takes into account particle interactions and
predicts phase transitions [85]. This model’s simplicity is advantageous for isolating the
fundamental e↵ects of framework geometry on MOF nucleation and also for performing
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Figure 1.5: Net magnetization hMi vs. temperature. In the absence of a magnetic field h,
and below the critical temperature Tc, the Ising model predicts spontaneous magnetization,
or nonzero hMi. This plot depicts N ! 1, where N is the number of lattice sites.

Figure 1.6: Net magnetization hMi vs. magnetic field h at a temperature less than the
critical temperature. In the simulations in this work, h > 0. We prepare the system with
hMi = �N , as denoted by the black ⇥. The system spontaneously transitions to the state
favored by h. This plot depicts N ! 1.

simulations that are more computationally tractable than modeling MOF assembly atom-
istically. We note that a lattice model is appropriate for studying well-defined, crystalline
materials, as we focus on in this work.
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Monte Carlo simulations

Monte Carlo simulations use random numbers to e�ciently sample a given probability dis-
tribution. The probability distributions of two statistical mechanical ensembles are relevant
in the studies undertaken herein:

Grand-canonical ensemble: The grand-canonical ensemble describes a system with fixed
chemical potential µ, volume V , and temperature T , and fluctuating energy E and number
of particles N . This ensemble mimics experimental adsorption, where the chemical potential
and temperature inside and outside the adsorbent are equal. In molecular simulations, one
can implement the grand-canonical ensemble by placing the adsorbent in indirect contact
with an infinitely large reservoir that imposes T and µ. Chemical potential and partial
pressure can be related by an equation of state, such as the ideal gas law, van der Waals
equation of state, or Peng-Robinson equation of state.

The grand-canonical distribution giving the probability of the system existing in a given
state or configuration is [69]

p(rN ;N) ⇠ V Ne�µN

⇤3NN !
e��E(rN ), (1.6)

where � ⌘ 1/kBT , ⇤ is the thermal de Broglie wavelength, and E(rN) is given by Equation
1.1. A configuration is defined by rN , or the spatial coordinates of all N adsorbate particles
inside the adsorbent. Monte Carlo simulations that sample this distribution are referred to
as grand-canonical Monte Carlo (GCMC) simulations.

Canonical ensemble: The canonical ensemble describes a system with constant number
of particles N , V , and T , but fluctuating energy E. This ensemble mimics the case of a
single adsorbate molecule in the limit of infinite dilution (N ! 0) or the case where we want
to gather statistics for a constant number of adsorbate molecules. It is also appropriate for
the lattice models used for studying MOF assembly in this work, where N corresponds to
the (fixed) number of lattice sites.

The canonical distribution giving the probability of the system existing in a given state
or configuration is [69, 85]

p(rN) ⇠ e��E(rN ), (1.7)

where E(rN) is given by Equation 1.1 (molecular simulation) or 1.4 (Ising). Again, a config-
uration is defined by rN . In molecular simulations, ri is the spatial coordinates of adsorbate
particle i. In Ising model simulations, ri is simply si, the state of site i. The probability dis-
tribution (Equation 1.7) is also called the Boltzmann distribution. Monte Carlo simulations
that sample this distribution are referred to as canonical Monte Carlo or NVT simulations.

In a Monte Carlo simulation, trial moves are performed in order to sample the probability
distribution of interest. GCMC simulations for adsorption in nanoporous materials consist
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of random insertions, deletions, and translations of adsorbate molecules. Canonical Monte
Carlo simulations for adsorption consist of random translations of the adsorbate molecule(s).
Canonical Monte Carlo simulations for MOF assembly on a lattice consist of random spin
flips (i.e. reversal of the state of a randomly-chosen site).

Trial moves are accepted or rejected according to the Metropolis algorithm, an e�cient
importance sampling technique [69]. In the canonical ensemble, the acceptance probability
of a trial move under the Metropolis algorithm is [69]

pacc = min
h
1, e���E

i
, (1.8)

where �E is the change in energy of the system due to the trial move, as computed in
molecular simulation by Equation 1.1 or in the Ising model by Equation 1.4. This acceptance
probability means that if the trial move results in a decrease in the system’s energy, the move
is automatically accepted. If it results in an increase in the system’s energy, the trial move
is accepted if a randomly-drawn number between 0 and 1 is greater than e���E.

Similarly, in the grand-canonical ensemble, the acceptance probabilities for trial transla-
tion, insertion (N ! N + 1), and deletion (N ! N � 1) moves are [69]:

pacc, translation = min
h
1, e���E

i

pacc, insertion = min
h
1,

V

⇤3(N + 1)
e�µe���E

i

pacc, deletion = min
h
1,

⇤3N

V
e��µe���E

i
(1.9)

The Metropolis acceptance rules fulfill the condition of detailed balance, or microscopic
reversibility, and ensure that, given a su�ciently large number of trial moves, the equilibrium
canonical or grand-canonical distribution is sampled [69]. Thus Monte Carlo simulations are
appropriate for computing thermodynamic properties of systems at equilibrium, as is the
case for all systems investigated in this work.
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Chapter 2

Screening covalent-organic
frameworks for carbon capture

2.1 Introduction

Carbon capture and sequestration (CCS) is increasingly recognized as an important tool for
lowering man-made CO2 emissions and avoiding the most severe consequences of climate
change [30]. An emerging method for CO2 capture from flue gas emissions is selective
adsorption of CO2 on nanoporous materials. Metal-organic frameworks (MOFs) and zeolites
have been studied extensively for CO2 capture [17, 86–88], and characteristics that lead to
successful carbon capture are relatively well understood [89]. The well-studied MOF-74 has
been identified as one of the most promising MOFs for carbon capture, as its unsaturated
metal coordination sites strongly bind CO2 molecules and help lead to high CO2 uptake from
low-pressure gas streams and high selectivity for CO2 over other flue gas components [90].

Covalent-organic frameworks (COFs) are a major class of nanoporous materials that,
compared with MOFs and zeolites, have been understudied for carbon capture. COFs may
be successful adsorbents for carbon capture because they have high porosities and internal
surface areas like MOFs, but higher hydrothermal stabilities and lower molecular weights
compared with MOFs and zeolites. Furthermore, the high CO2 uptake of COFs, which is
essential for an e�cient carbon capture material, is well established [26, 91–94]. Addition-
ally, previous studies suggest that COFs have high regenerability in a PSA, VSA, or TSA
(pressure-, vacuum-, or temperature-swing adsorption) carbon capture process [95, 96], and
several COFs with high CO2/N2 selectivity have been identified [27].

Here we examine a recently-published database of over 69,000 diverse, largely novel, in
silico-designed COFs [25] that represent a variety of topologies and organic linkers. Using
molecular simulations to simulate adsorption of major flue gas components (CO2 and N2)
on these COFs, we study these COFs as adsorbents for a post-combustion carbon capture
process at a coal-fired power plant using temperature-pressure swing adsorption (TPSA)
for adsorbent regeneration. We use parasitic energy, as introduced by Lin et al. [97] and
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described by Huck et al. [98], as the metric to evaluate each material’s carbon capture per-
formance. Parasitic energy is the energy load imposed on a power plant when applying CCS
using a given material as the CO2 adsorbent. Compared with other proposed carbon cap-
ture performance metrics, such as CO2 adsorption selectivity or heat of adsorption, parasitic
energy more closely approaches a life-cycle analysis, taking into account both the CO2 sep-
aration and compression steps and more accurately capturing the overall energetic penalty
that CCS imposes on the power plant [98]. A number of COFs are identified with parasitic
energy lower than that of an amine scrubbing process using MEA, the currently dominant
technology in practice. We examine geometric characteristics of COFs with low parasitic
energy in order to better understand top-performing materials.

2.2 Methods

Geometric properties of each framework in the database were computed using the Zeo++
software package [99, 100]. Pore volume of a material is defined here as the volume occupiable
by a spherical probe following the method of Ongari et al. [101], who showed that this
definition of pore volume can be directly related to experimentally-measured pore volumes,
unlike other methods of computing pore volume. We use a spherical probe of radius 1.82 Å,
the kinetic radius of N2, following convention in experimental and simulation studies [101].

Location and radius of blocking spheres, to block access to pockets inaccessible to CO2 or
N2 molecules, were computed for a spherical probe of a radius consistent with the TraPPE
force field used in the molecular simulations in this work (vide infra). For CO2, we used a
probe radius of 1.525 Å; this value is half the Lennard-Jones � of oxygen, the larger of the
two atom types in CO2 in the TraPPE model. For N2, we used a probe radius of 1.655 Å,
half the Lennard-Jones � of nitrogen in N2. Surface area and largest free sphere diameter
are those reported by Mercado et al. [25]

CO2 and N2 molecules were modeled using the TraPPE force field [102], while framework
atoms were modeled using the DREIDING force field [79], which was the force field used for
structure relaxation in the original database generation [25]. Lorentz-Berthelot mixing rules
were used to obtain mixed Lennard-Jones parameters. Lennard-Jones potentials were trun-
cated at 12.8 Å, with tail corrections, while Coulombic interactions were computed using the
Ewald summation method. To compute COF atom charges, we used a charge equilibration
(QEq) method [84] with atomic parameters (electronegativity and idempotential) tuned by
a genetic algorithm to reproduce DFT-derived DDEC charges for a set of about 100 COFs
containing all the available ligands and nodes in the database, and validated upon a di↵erent
set of about 100 COFs chosen with the same criterion. The genetic algorithm is described in
detail in a forthcoming publication [103]. The COF frameworks were modeled as rigid. The
simulation box was created by replicating unit cells until the distance along each direction
of the simulation box was longer than twice the Lennard-Jones cuto↵ distance.

CO2 Henry coe�cients and heats of adsorption at zero loading were computed from
Widom insertions [69] using the RASPA software package [104]. Each simulation consisted
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of at least 5⇥103 Monte Carlo cycles, and pockets inaccessible to CO2 were blocked using the
blocks computed from Zeo++. The relative error of all Henry coe�cients was less than 10%.
Single-component CO2 and N2 adsorption isotherms and CO2 and N2 heats of adsorption at
non-zero loading were obtained from grand-canonical Monte Carlo (GCMC) simulations [69]
performed at 298 K. Heats of adsorption were computed from energy/particle fluctuations
[105]. 103 equilibration and 104 production cycles of Monte Carlo moves were performed
in each simulation. The relative error of most computed loadings and heats of adsorption
was less than 10%. Quantities computed from Monte Carlo simulations were used for the
purpose of comparing structures and identifying top performers; in this context, the relative
error in computed quantities is acceptable.

Parasitic energy was computed as described by Huck et al. [98]. It consists of two com-
ponents: the heat Qseparation required to separate CO2 from the flue gas, and the energy
Wcompression required to compress the captured CO2 to 150 bar, the pressure required for a
typical transport and storage process [29]:

Eparasitic = Qseparation +Wcompression. (2.1)

Qseparation consists of the energy needed to heat the adsorbent to the desorption temperature
and the energy required to desorb CO2 and N2 [98]. Wcompression was computed using a
functional representation developed by Huck et al. [98] that depends on the desorption
pressure and final CO2 gas purity.

Coal flue gas conditions were taken to be 40 °C and 1 atm with CO2:N2 molar ratio of
14:86. The density of each framework was determined and used for computing the sorbent
mass in the calculation of energy required for desorption. Thermodynamic properties needed
for computing parasitic energy (single-component CO2 and N2 adsorption isotherms and
CO2 and N2 heats of adsorption) were obtained from grand-canonical Monte Carlo (GCMC)
simulations as described above, and Ideal Adsorbed Solution Theory (IAST) [106], as imple-
mented in the pyIAST package [107], was used to compute the multi-component adsorption
isotherms from single-component isotherms. Henry coe�cient and GCMC simulations were
managed using the AiiDA informatic infrastructure [108].

2.3 Results

Relationships between CO2 Henry coe�cient and geometric
framework properties

We first computed CO2 Henry coe�cients for all COFs in the database. A material’s CO2

Henry coe�cient is related to CO2 working capacity, defined as the di↵erence in CO2 up-
take at the adsorption and desorption conditions. Lin et al. established that there exists an
optimal range of Henry coe�cient values that maximize working capacity, which can con-
tribute to a lower parasitic energy and smaller amount of adsorbent required to remove a
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(a) (b)

(c)

Figure 2.1: CO2 Henry coe�cient at 298 K as a function of a) surface area, b) accessible
pore volume, and c) framework density for all COFs in the database.

given amount of CO2 [97]. To gain insight on the relationship between CO2 Henry coe�cient
and geometric properties of the COFs, we examined CO2 Henry coe�cient as a function of
internal surface area, accessible pore volume, and framework density (Figure 2.1).

As surface area and pore volume increase and framework density decreases, the influence
of pore topology decreases, and the Henry coe�cient converges to a small range of values.
We note that the maximum gravimetric surface areas, around 10,000 m2/g, are remarkably
high in the context of nanoporous materials [11].
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Identification of COFs with minimum parasitic energy

A common relationship between CO2 Henry coe�cient and parasitic energy has been estab-
lished for a range of nanoporous materials, including natural, synthetic, and hypothetical
zeolites, MOFs, and porous polymer networks (PPNs) [97, 98]. Lin et al. have determined
that the existence of an optimal value of CO2 Henry coe�cient that minimizes parasitic
energy is attributed to a tradeo↵ between the greater CO2 working capacity generally as-
sociated with higher CO2 Henry coe�cient and the higher cost of regeneration with higher
Henry coe�cient [97].

Having computed the CO2 Henry coe�cients of all COFs in the database, we selected
about 150 COFs with a range of Henry coe�cient values between 10�6 mol/kg/Pa and
10�2 mol/kg/Pa (the upper value corresponds to highest observed Henry coe�cient in the
database) for which to compute parasitic energy. We note that computing parasitic energy
for the entire COF database is computationally intractable due to the computing time of the
GCMC simulations needed for calculating parasitic energy. Based on these 150 COFs, we
estimated the value of the optimal Henry coe�cient and determined that the set of COFs
with Henry coe�cients above 10�4 mol/kg/Pa, of which there are 888, should include those
with minimum parasitic energy. The parasitic energies of both the initial and latter sets of
COFs are shown in Figure 2.2.
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Figure 2.2: Parasitic energy vs. CO2 Henry coe�cient. The plot includes most COFs in the
database that have Henry coe�cients above 10�4 mol/kg/Pa. The color gradient denotes
CO2 isosteric heat of adsorption (Qst) at zero loading. The horizontal line denotes the
parasitic energy of an amine scrubbing process with MEA, as estimated by Huck et al. [98]
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As expected based on other classes of nanoporous materials, there exists a range of values
of Henry coe�cient that minimizes the parasitic energy. In the case of the COF database,
this value is between about 10�4 mol/kg/Pa and 10�2 mol/kg/Pa. Therefore, we can be
confident that the COFs displayed in Figure 2.2 include most of those in the database with
lowest parasitic energy, as well as most COFs with parasitic energy below that of an amine
scrubbing process using monoethanolamine (MEA). MEA is widely used as the chemical
absorbent in amine scrubbing processes and serves as the benchmark amine for CO2 capture
at power plants [30]. Numerous COFs in the database have parasitic energy below that
of MEA. Furthermore, the CO2 heat of adsorption at zero loading correlates strongly with
Henry coe�cient, as expected, and it explains some variation in parasitic energy of COFs
with similar Henry coe�cient but di↵erent parasitic energy (Figure 2.2).

Examination of top performers

We examined trends in top performers, those with lowest parasitic energy. Figure 2.3 shows
parasitic energy as a function of framework geometric properties for all COFs with CO2

Henry coe�cient greater than 10�4 mol/kg/Pa. While nearly all top performers have a pore
volume in the narrow range of 0-1 cm3/g, surface area is a weaker predictor of low parasitic
energy.

For this group of COFs, the most e�cient process is a pressure swing combined with a
small temperature swing (Table 2.1). In this case, Qseparation is small since the temperature
swing is small, so parasitic energy is dominated by Wcompression (Figure 2.4). The calculation
of compression work does not take into account the amount of adsorbent material, only the
desorption pressure and CO2 purity. Therefore, it is also important to consider the working
capacity of a material, since working capacity reflects the amount of material needed to
remove a given amount of CO2. A higher working capacity means that less material is
needed, and therefore lower capital costs are entailed. Thus the top performers are not only
those with low parasitic energy, but those that also have a high CO2 working capacity. These
materials are clearly seen in Figure 2.5. In particular, there are several COFs that have a
parasitic energy and working capacity comparable to that of Mg-MOF-74, widely established
as one the best-performing MOFs for carbon capture [90, 98].

The CO2 purity of the final gas stream is another important consideration in a carbon
capture process. CO2 purity, computed as CO2 working capacity divided by the sum of CO2

and N2 working capacities, increases with decreasing parasitic energy, meaning that the top
performers also produce final streams with the highest CO2 purity (Figure 2.6).

2.4 Conclusion

We have screened a database of over 69,000 diverse hypothetical COFs for carbon capture,
evaluating their performance for a TPSA process at a coal-fired power plant using parasitic
energy as a metric. By computing CO2 Henry coe�cients for the entire database and de-
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Figure 2.3: Parasitic energy vs. a) pore volume and b) surface area for each COF shown
in Figure 2.2 with CO2 Henry coe�cient greater than 10�4 mol/kg/Pa. The horizontal line
denotes the parasitic energy of an amine scrubbing process using MEA, as estimated by
Huck et al. [98]
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Temperature Pressure

Adsorption: 313 K 1 atm = 1.01325 bar

Desorption: 333-363 K 0.03-0.21 bar

Table 2.1: Adsorption conditions (temperature and pressure) considered in this work, corre-
sponding to coal-fired power plant flue gas, and the minimum and maximum values of the
optimal desorption conditions determined for each COF shown in Figure 2.2 with CO2 Henry
coe�cient greater than 10�4 mol/kg/Pa. CO2 working capacity is defined as the di↵erence in
CO2 uptake at adsorption and desorption conditions. For all of these materials, a relatively
large pressure swing combined with a relatively small temperature swing minimizes parasitic
energy.
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Figure 2.4: The proportion of parasitic energy attributed to compression work Wcompression

(see Equation 2.1) for each COF shown in Figure 2.2 with CO2 Henry coe�cient greater
than 10�4 mol/kg/Pa. The horizontal line marks this proportion, as computed by Huck
et al. [98], for an amine scrubbing process using MEA, which involves a large temperature
swing.

termining a relationship between Henry coe�cient and parasitic energy, we identify COFs
with the lowest parasitic energy in the database. Many COFs have parasitic energy lower
than that of MEA, as well as a high purity of CO2 in the final gas stream. These results
indicate that COFs are promising carbon capture materials and merit further study for this
application. On the broader scale, COFs could be used for a carbon capture process with
lower parasitic energy than that of current technologies, resulting in more-economical carbon
capture.

Future studies can examine the e↵ect of gas stream impurities and of di↵erent concen-
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Figure 2.5: Parasitic energy vs. CO2 Henry coe�cient. Includes most COFs in the database
that have Henry coe�cient above 10�4 mol/kg/Pa. The color gradient denotes CO2 working
capacity. The horizontal line denotes the parasitic energy of an amine scrubbing process with
MEA. The square with the black outline (lower right) denotes Mg-MOF-74, as computed by
Huck et al. [98]

trations of CO2 in the flue gas in order to obtain a more nuanced picture of COFs’ carbon
capture performance. Future studies can also aim to generate novel frameworks with pore
volume in the range indicated in order to discover new materials with lower parasitic energy.
Top performers identified in this study could be functionalized with amines, a strategy shown
to improve CO2 uptake and selectivity in MOFs [89], and evaluated for their carbon capture
performance.
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Figure 2.6: Parasitic energy vs. CO2 purity of the final gas stream (mol CO2 / (mol CO2 +
mol N2)) for each COF shown in Figure 2.2 with CO2 Henry coe�cient greater than 10�4

mol/kg/Pa. Horizontal line denotes the parasitic energy of an amine scrubbing process with
MEA, as estimated by Huck et al. [98]



24

Chapter 3

Screening nanoporous materials for
hydrogen storage

3.1 Introduction

Widespread adoption of hydrogen, a clean fuel, in transportation vehicles could drastically
cut CO2 emissions from transportation, which accounts for about 20% of global CO2 emis-
sions [109]. A major challenge preventing significant use of hydrogen as a transportation fuel
is lack of a method for a↵ordable, safe on-board hydrogen storage with e�cient, reversible
hydrogen uptake and release. Storage of hydrogen in nanoporous materials is one potential
method. Nanoporous materials’ high surface areas and favorable interactions with hydrogen
mean that a tank filled with such a material can have greater capacity than an empty tank
[45]. Furthermore, since hydrogen physically adsorbs via weak van der Waals and electro-
static interactions in these materials, the adsorption process is reversible, and loading and
unloading are fast compared with materials such as hydrides that chemically bind hydrogen
[110].

For example, metal-organic frameworks (MOFs) with high hydrogen capacity and ultra-
high surface areas include MOF-210, which exhibits a hydrogen uptake of 167 mg/g (mg
H2/g MOF) at 77 K and 70 bar [111] and NU-100 with 163 mg/g [112]. It is plausible that
with these uptakes, although at cryogenic rather than ambient temperature, these materials
could be incorporated into a system that meets the U.S. Department of Energy’s current
long-term systems target for onboard hydrogen storage, 65 mg/g (mg H2/g system) [113].
Other nanoporous materials that have been investigated for hydrogen storage include zeo-
lites, carbon-based nanostructures, and organic polymer networks including covalent-organic
frameworks (COFs) [45, 110].

In this study,1 we perform an in silico screening of a library of over 850,000 well-defined

1The work in this chapter is based on material from the publication: A. W. Thornton, C. M. Simon,
J. Kim, O. Kwon, K. S. Deeg, K. Konstas, S. J. Pas, M. R. Hill, D. A. Winkler, M. Haranczyk, and B.
Smit. “Materials Genome in Action: Identifying the Performance Limits of Physical Hydrogen Storage.”
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crystalline nanoporous materials for room-temperature and cryogenic-compressed hydrogen
storage. The screening involves thermodynamic models, molecular simulation, and a neural
network machine learning algorithm to predict the net deliverable energy of each material.
This metric is defined as the electrical energy from a certain volume of adsorbed hydrogen
minus the energy required to cool and compress the hydrogen. The volumetric, rather than
gravimetric, energy density is considered in this work since the former primarily determines
driving range and cost of storage [15, 50]. With this screening, we aim to identify the limits
of hydrogen storage via adsorption on nanoporous materials and to determine if there exist
viable materials for hydrogen storage. The materials considered include hypothetical MOFs
[114], computationally-ready experimental MOFs (CoRE-MOFs) taken from the Cambridge
Structural Database (CSD) [115], hypothetical all-silica zeolites chosen from a set of en-
ergetically feasible structures from the Predicted Crystallography Open Database (PCOD)
[116], ideal silica zeolites from the International Zeolite Association (IZA) [117], hypotheti-
cal covalent-organic frameworks (COFs) [118], hypothetical zeolitic imidazolate frameworks
(ZIFs) [97], and hypothetical porous polymer networks (PPNs) [119].

3.2 Methods

The metric used in this study is net deliverable energy, which is computed from deliver-
able capacity. Deliverable capacity is defined as the di↵erence between the hydrogen uptake
per volume of material at the storage pressure (100 bar) and the hydrogen uptake at the
depletion pressure (1 bar). At 298 K, Widom insertions [69] were performed to compute
the H2 Henry coe�cient of a material. H2 molecules were modeled as a single uncharged
site. Lennard-Jones potential interaction parameters were taken from the Buch potential
[72] for H2 molecules and from the Universal Force Field (UFF) [78] for framework atoms.
Lorentz–Berthelot mixing rules were used to obtain heterogeneous Lennard-Jones parame-
ters. The choice of this force field is discussed in the Results section below. The Langmuir
adsorption model, with the Henry coe�cient from simulation and saturation loading deter-
mined from an empirical relation between saturation capacity and pore volume, was used to
predict hydrogen uptake. At 77 K, the Langmuir model failed to adequately predict adsorp-
tion capacity because of the poor correlation between saturation capacity and pore volume,
so hydrogen uptake was computed using grand-canonical Monte Carlo (GCMC) simulations,
using the force fields described above. GCMC isotherms at 77 K were also used to train the
neural network models.

Deliverable capacity was used to compute net deliverable energy, details of which can be
found in the published work [120]. Full details on the use of the Langmuir adsorption model
and empirical relation between saturation capacity and pore volume, calculation of optimal

Chemistry of Materials 2017, 29, 2844-2854. The material in this section focuses on the work that I primarily
carried out: determination of a hydrogen force field for the molecular simulations used in this study. Results
from the in silico screening are summarized within in order to illustrate how the zeolite force fields were used
and the resulting information we gained. Complete details of the study can be found in the published work.
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storage pressures, and the neural network algorithm can also be found in the published work
[120].

3.3 Results

Force field selection for zeolites

Computing the metric, net deliverable energy, involves computing adsorption properties
using molecular simulation. Here we discuss the choice of the Universal Force Field (UFF)
[78] as the force field used for the framework atoms in all-silica zeolites. UFF, a general force
field that is commonly used for MOFs, has been shown to satisfactorily model hydrogen
adsorption in a range of MOFs [121–124], but has been less analyzed for hydrogen in zeolites.
The relevant temperature and pressure regimes in which to validate UFF for zeolites in this
study are 1) 77 K between 1 and 100 bar, the conditions of the computed isotherms used
in calculating net deliverable energy for cryogenic storage and in training neural network
models, and 2) 298 K in the Henry regime, the conditions corresponding to the computed
Henry coe�cients used in calculating net deliverable energy for room-temperature storage.

77 K: We compared three force fields for hydrogen adsorption at 77 K: UFF, UFF with
the Feynman-Hibbs correction, and the force field presented by Deeg et al. [75], which also
incorporates the Feynman-Hibbs correction. The third force field (Deeg et al.) was developed
from experimental adsorption data on zeolites at cryogenic temperatures and shown to be
transferable to di↵erent all-silica zeolites and cryogenic temperatures [75]. The Feynman-
Hibbs correction is a correction to the Lennard-Jones potential that takes into account
quantum e↵ects by describing particles’ positions with Gaussian distributions [125, 126]. In
this work we use the quadratic Feynman-Hibbs e↵ective potential for hydrogen-hydrogen
and hydrogen-zeolite interactions:

UFH(rij) = ULJ(rij) +
h̄2

24µijkBT

"
U 00
LJ(rij) +

2U 0
LJ(rij)

rij

#
, (3.1)

where rij is the distance between interacting particles i and j, ULJ(rij) is the classical
Lennard-Jones pair potential, and µij is the reduced mass of particles i and j given by
µ�1
ij = M�1

i + M�1
j ; M denotes molecular mass. h̄, kB, and T denote the reduced Planck

constant, Boltzmann’s constant, and temperature, respectively.
Numerous studies have established that use of the Feynman-Hibbs correction improves

the accuracy of modeling hydrogen adsorption in nanoporous materials at cryogenic temper-
atures [75, 127–129].

With UFF, hydrogen was treated using the single-site model with the Buch potential
[72], and hydrogen-zeolite interaction parameters were calculated using Lorentz-Berthelot
mixing rules. Using these three force fields, we computed hydrogen adsorption isotherms
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at 77 K between 1 and 100 bar for four all-silica zeolites for which experimental or simu-
lated adsorption data under these conditions has been reported. The comparisons between
simulation results and reference results are shown in Figure 3.1.

In conclusion at 77 K, the comparisons show that, in agreement with previous studies,
the Feynman-Hibbs correction in the UFF potentials improves agreement between computed
loading and experimental loading. While the force field from Deeg et al. matches experiment
closely in most cases, UFF with the Feynman-Hibbs correction usually overestimates the
experimental loading. However, since the loading computed from UFF with the Feynman-
Hibbs correction is consistently greater than that computed with Deeg et al., the deliverable
capacity computed using the two force fields is similar.

298 K: At 298 K, we examined UFF as well as three other force fields for modeling
hydrogen adsorption. The latter three force fields were developed specifically for hydrogen
in zeolites and therefore taken as the reference against which to compare UFF, since we are
not aware of any experimental data reported for hydrogen adsorption in zeolites at room
temperature at pressures in the Henry regime. The first of the three reference force fields,
from Deeg et al. [75], was modified from an existing force field by fitting parameters to
experimental hydrogen adsorption data in all-silica zeolites at 77 K. The second reference
force field, from Mahmati et al. [132], uses hydrogen parameters presented by Kumar et
al. [127] adjusted to agree with GCMC simulations of bulk hydrogen and validated against
experimental adsorption isotherms in zeolites. The third reference force field, from van den
Berg et al. [131], was developed for hydrogen in zeolites and derived from experimental data.

Adsorption isotherms at 298 K in the Henry regime were computed for six all-silica
zeolites. The comparisons between UFF results and reference force field results are shown
in Figure 3.2.

In conclusion at 298 K, in all the zeolites considered, UFF-computed loading is higher
than that computed by the reference force fields. Nevertheless, given the significant variation
in loading among the reference force fields, the UFF results are reasonable.

Conclusions: We proceed with the screening portion of the study using UFF with the
Buch single-site hydrogen potential and the Feynman-Hibbs correction at 77 K, given the
reasonable agreement with loading computed from reference force fields in the Henry regime
at 298 K and the satisfactory agreement with experimental deliverable capacity at 77 K.
Furthermore, since the variation between UFF-computed loading and experimental or refer-
ence loading is consistent among di↵erent zeolites, UFF should be reliable for the purpose
of comparing zeolites.

The consistent overestimation of loading using UFF is likely due in large part to the
high interaction energy between hydrogen and zeolite silicon atoms according to this force
field. Since UFF is a general force field, it does not reflect the fact that zeolite-adsorbate
interactions are generally dominated by dispersive interactions between the adsorbate and
the zeolite oxygen atoms, since the zeolite silicon atoms’ accessibility to adsorbates is reduced
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Figure 3.1: Hydrogen adsorption isotherms at 77 K in di↵erent all-silica zeolites: a) MFI,
b) FAU, c) MOR, and d) SOD. For each zeolite, adsorption isotherms were computed using
UFF (empty circles), UFF with the Feynman-Hibbs correction (filled circles), and the force
field presented by Deeg et al. (filled squares). Reference data (black diamonds) is from
experiments reported in Deeg et al. [75] (a), experiments reported in Jhung et al. [130]
(b, c), and GCMC simulations reported in van den Berg et al. [131] (d). Note that the
experimental data for FAU and MOR were measured on aluminosilicate zeolites with high
Si/Al ratio: 60 (FAU) and 90 (MOR); hydrogen uptake in the all-silica versions of these
zeolites would be slightly lower.
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Figure 3.2: Low-pressure hydrogen adsorption isotherms at 298 K in di↵erent all-silica ze-
olites: a) MFI, b) ITQ-29, c) FAU, d) MOR, e) SOD, and f) RHO, computed using UFF
(circles) and three di↵erent reference force fields: Deeg et al. (squares), Rahmati et al. (“M1”,
diamonds), and van den Berg et al. (“M2”, triangles).
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due to the geometry of the the SiO4 tetrahedra [133, 134]. Thus the UFF hydrogen-silicon
Lennard-Jones ✏ parameter is artificially high (Table 3.1).

H2-H2 H2-Ozeo H2-Sizeo
✏ � ✏ � ✏ �

Deeg et al. 36.733 2.958 66.055 2.89 28.256 1.854

UFF 34.2 2.96 32.136 3.04 83.182 3.393

Table 3.1: Lennard-Jones parameters for two force fields considered in this work for modeling
hydrogen adsorption in zeolites. UFF H2-H2 parameters are those of the Buch potential [72],
and UFF mixed interaction terms are computed using Lorentz-Berthelot mixing rules.

As previously discussed, UFF has been shown to be reasonably accurate for modeling
hydrogen adsorption in MOFs, which represent the majority of the materials in the library
screened in this study. Using the same force field for the entire materials database considered
in this study allows fairer comparison between di↵erent classes of materials, so we proceed
with the UFF force field with the Feynman-Hibbs correction at 77 K.

Hydrogen storage screening

Storage at room temperature: For room temperature storage, the maximum net deliverable
energy using adsorbents at pressures between 100 and 1 bar is about 0.4 kWh/L, as shown
in Figure 3.3 for the complete database (about 850,000 materials). This is well below the
net energy 1.2 kWh/L delivered by high compression (700 bar) systems. Deliverable energy
is maximized at void fractions of 0.1 and pore sizes of 6 Å. At the predicted optimal storage
pressures, the net deliverable energy is close to the DOE target; however, the pressures
required are greater than 1,000 bar. Therefore, it is likely more economical to operate
without an adsorbent at room temperature.

Storage at cryogenic temperatures: To evaluate hydrogen storage at cryogenic temperatures,
isotherms between 100 and 1 bar were computed using GCMC simulations. The simulations
were run in stages, where results from each stage were fed into a neural network to generate
models that identified the next set of materials to simulate. The first stage of GCMC simu-
lations was run on the complete set of known IZA zeolites and a diverse set of hypothetical
zeolites selected on the basis of molecular similarity [135], shown as red circles in Figure 3.4.
A neural network model was then constructed, and a new set of materials with improved
properties were identified. The limited parameter space (domain of applicability) of zeolites
meant that the neural network model suggested structures with the largest amount of void
fraction, consisting of PPNs and COFs. The top 1,000 structures suggested by the neural
model in the first stage were then simulated using GCMC, and the results are shown as blue
circles in Figure 3.4. As expected, the di↵erence between the stage 1 neural network predic-
tions and the GCMC simulations were large because of the limited information used to train
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Figure 3.3: Net deliverable energy, predicted at room temperature and cycling between 100
and 1 bar, versus void fraction, for the entire database.

each neural network model. However, the new GCMC results were used to further retrain
the neural model, and more complex relationships between the structural descriptors of the
materials and performance were subsequently observed. For example, an optimal range was
identified for each parameter, including a pore diameter of around 6 Å and surface area of
4,000 m2/g. The range of materials found within these optimal ranges included a combi-
nation of hypothetical MOFs and CoRE-MOFs. A third stage of GCMC simulations was
run for the next top 1,000 structures suggested by the neural model, which was once again
retrained on the new simulated data, shown as green circles in Figure 3.4. The new results
identified an optimal range of void fraction around 0.5, highlighting a trade-o↵ between free
space for adsorbed H2 molecules and a framework to construct binding sites with a high
a�nity for hydrogen. A final neural network model was developed with this additional sim-
ulation data that revealed a convergence in the list of top candidates; i.e., no new candidates
were suggested. This can be seen in Figure 3.4 where the final neural model predictions
are shown as pale gray circles. To ensure that the neural network had a su�ciently large
domain of applicability in the available parameter space, a diverse test set of candidates
(based on molecular similarity [135]) was tested. No new high performing candidates were
discovered, confirming that the neural network has captured enough of the parameter space
to arrive at a good approximation of the global maximum. Furthermore, the neural network
model predicted the performance of the diverse test set with good accuracy (R2 = 0.88 and
root mean squared error of 3.64), showing that it could accurately predict the properties of
materials not used in the training set.
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The top candidates were predicted to deliver a net energy of around 1.3 kWh/L, well
above the bare tank option at 1.02 kWh/L for the same operating conditions. Catenated
hypothetical MOFs, as well as CoRE-MOFs, were the most common among the highest-
performing candidates. Compared to current industrial practice, this maximum net deliver-
able energy by adsorbents is higher than the 700 bar compression technology (1.2 kWh/L)
but lower than the liquefaction option (2.1 kWh/L). The advantage of cryo-adsorption is
clearly in applications where high pressures (700 bar) and low temperatures (20 K) are not
appropriate due to safety, source of hydrogen, available floor space, engineering factors, cost,
or other restrictions. For example, adsorbents can reduce the high pressures in confined
spaces, which are considered unsafe or at least undesirable, although carbon fiber compos-
ites are raising the reliability of storage tanks. Another example to consider is for locations
with access to liquid nitrogen but not the equipment required to produce liquid hydrogen. In
this example, adsorbents will o↵er the additional storage performance. Hydrolyzers produce
hydrogen at high temperatures, and therefore another opportunity for adsorbents could be
to adsorb this hydrogen along heat exchangers.

To better understand this predicted peak in net energy at an optimal void fraction of
0.5, the Langmuir model was fitted to the final neural network predictions (solid dark gray
line in Figure 3.4). By simply assuming that the saturation capacity and adsorption energy
are linear functions of void fraction, the data were fitted with high accuracy (R2 = 0.985).
These generalized semi-empirical relationships were observed previously, and the trends are
confirmed in this work [97, 136, 137]. Saturation capacity is an increasing function of void
fraction while adsorption energy (represented as positive values, where a large positive value
is a strong attractive adsorption energy) is a decreasing function of void fraction. This model
intuitively captures the natural trade-o↵ between saturation capacity and adsorption energy,
which are proportional to and inversely related to void fraction, respectively.

Experimental data were collected from a range of review articles including Sculley et al.
[138], Suh et al. [139], Yang et al. [140], Hu et al. [141], Lai et al. [142], and Murray et al.
[143] A selection is plotted in Figure 3.4 as black squares. Top candidates include MOF-210
[111], NOTT-400 [144], PCN-68 [145], and ZIF-8 [146]. The reason for discrepancies between
simulation and experiment is di�cult to identify because of the multiple, interdependent
variables involved in the synthesis and measurements, as well as the assumptions behind the
simulations. For example, adsorption in ZIF-8 has proven di�cult to predict due to observed
“gate-opening” e↵ects whereby the imidazole groups rotate at high pressures to adsorb more
gas [147]. Adsorption in MOF-210 has also proven di�cult to predict because of its large
unit cell containing 5562 atoms [111]. Furthermore, the force fields used in this study cannot
adequately treat interactions between hydrogen molecules and open metal sites in MOFs;
introduction of the latter is a promising strategy for improving hydrogen storage in MOFs
[143]. Although there is significant scatter across void fraction and deliverable capacity, a
maximum is also observed close to that of the predictions at around 1.3 kWh/L.

The top candidates are illustrated in Figure 3.5 and consist of two hypothetical MOFs,
two CoRE-MOFs with no known experimentally-measured hydrogen uptake, and two CoRE-
MOFs where experimental hydrogen uptake is available. The top hypothetical MOF candi-
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Figure 3.4: Net deliverable energy as a function of void fraction for the predictive and
experimental data at 77 K cycling between 100 and 1 bar. Predictions include the GCMC-
simulated sample sets and the final neural network model for the complete genome (about
850,000 materials). Experimental data from the literature is shown as black squares with
top candidates including NOTT-400, MOF-210, ZIF-8, and PCN-68. Dashed line represents
the predicted bare tank performance based on NIST data. Solid dark gray line represents
the fitted Langmuir model.

dates contain long and thin ligands such as alkynes that maximize surface area and porosity.
hypMOF-5003600 is an interpenetrated zinc-based cubic framework while hypMOF-5059389
is functionalized with hydroxyl groups, and both strategies are typically adopted to max-
imize adsorption energy. The top candidates share common characteristics such as a void
fraction close to 0.5 and a major pore diameter of around 10 Å, along with high surface areas
above 3,000 cm2/cm3 and 5,000 m2/g. The exception is MOF-210 with a wide distribution
of pores from 10 up to 28 Å.

Hypothetical MOF-5059389 was identified to have the highest working capacity, of 40 g
H2/L, of all materials in the database. This corresponds to a 30% enhancement above the
bare-tank scenario (Figure 3.6).

3.4 Conclusion

A library of over 850,000 nanoporous, crystalline structures, was screened computationally
using a combination of molecular simulation and machine learning techniques to explore the
limits of physisorbed hydrogen storage.
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Figure 3.5: Top candidates for hydrogen storage at 77 K. Structures include two hypothetical
MOFs that have never been synthesized, two MOFs from the Cambridge Structural Database
(CSD) that were synthesized but never tested for hydrogen storage [148, 149], and two MOFs
that have been synthesized and measured for hydrogen storage [111, 146]. Color code for
atoms: Zn (lavender), Cd (yellow), C (gray), O (red), N (blue), H (white), Cr (violet), Mn
(dark blue), and Cu (orange).

Focusing on the net energy derived from deliverable capacity between 100 and 1 bar, use
of the Universal Force Field was validated for describing zeolite-hydrogen interactions in the
molecular simulations portion of this study. It was also determined that the Feynman-Hibbs
correction for taking into account quantum e↵ects of H2 improves the accuracy of the model
at 77 K. Ultimately, the finding that zeolites generally deliver a lower net deliverable energy
than MOFs, PPNs, and COFs (Figures 3.4 and 3.3) is expected, as it has been established
in previous studies that zeolites’ relatively low surface areas and high density compared
with these other classes of nanoporous materials [3, 150] usually result in a lower deliverable
capacity in zeolites.



CHAPTER 3. NANOPOROUS MATERIALS FOR HYDROGEN STORAGE 35

Figure 3.6: Net deliverable energy with and without MOF for the available storage condi-
tions associated with liquefaction, cryo-compression, and compression. The top identified
candidate hypMOF-5059389 is chosen for comparison. The 30% enhancement is observed
for the MOF-filled tank at cryo-compression conditions which corresponds to about 30%
enhancement in volumetric capacity to 40 g/L.

Optimal candidates were discovered that consisted of both hypothetical MOFs and
already-synthesized CoRE-MOFs. MOF-210, PCN-68, NOTT-400, and ZIF-8 were four
of the best materials identified, and experimental validation for their high hydrogen stor-
age performance was found in the literature. Other top candidates included MOFs that
have been synthesized in the literature but not yet measured for hydrogen capacity, such as
the cadmium-based framework and the mixed-metal chromium-manganese based framework.
Furthermore, hypothetical MOF candidates with a combination of large void fraction and
high adsorption energy were also predicted to perform at a high level. Optimal characteris-
tics were determined, including a void fraction of 0.5, a pore diameter of 10 Å, and a surface
area of 5,000 m2/g, which o↵er quantitative guidelines for the future design of nanoporous
materials for hydrogen storage.

Finally, the maximum net deliverable energy was found to be around 1.3 kWh/L, which
is well above the 1.02 kWh/L for the bare tank scenario at identical operating conditions,
1 to 100 bar at 77 K. In addition, this technology termed “cryo-adsorption” has significant
engineering advantages over the current liquefaction (20 K) and mega-compression (700 bar)
storage technologies.
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Chapter 4

Detailed investigation of a novel
biporous metal-organic framework for
natural gas processing

4.1 Introduction

Natural gas processing, or the removal of CO2 and other impurities from raw natural gas,
is performed on a huge scale worldwide. Natural gas currently accounts for 22% of global
energy use, and demand is expected to grow 1.6% annually through 2022 [55, 57].

For removal of acid gases such as CO2 and H2S from natural gas, amine absorption
techniques are most commonly used [151]. While these techniques are e↵ective at reducing
acid gas levels, they consume large amounts of energy in order to regenerate the amine
solvents. Furthermore, since the amine absorbents are dissolved in water, the natural gas
becomes mixed with water, which must subsequently be removed.

Physical adsorption on nanoporous materials is an emerging alternative technique for
separating CO2 from CH4, the primary component of natural gas [65, 152, 153]. The in-
teraction between CO2 and the adsorbent is weaker than that between CO2 and an amine
solution, so less energy is required to regenerate the sorbent [63]. MOFs have been well
studied at the laboratory level for CO2 separation from natural gas and biogas, and several
show potential for successful application at scale [64, 66, 154].

Biporous MOFs [155–157], only a handful of which have been reported, o↵er di↵er-
ent chemical environments within a single material, leading to complex and varied struc-
ture–adsorbate chemical interactions that can be harnessed for gas separations and other
applications. Such MOFs have been shown to exhibit highly selective gas separations [158],
while biporous coordination networks have been studied for their gas separation performance
[159] and unusual ability to store di↵ering gas species [160, 161]. Even fewer biporous MOFs
have had practical use made of their biporosity, e.g. by taking up mutually incompatible
molecules [160], selective recognition of alcohol molecules [162], or alternating the gas sorp-
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tion properties [163]. More widely encountered are MOFs with chemically distinct types of
nanocages [164, 165]. Given the interesting fundamental gas adsorption behavior in biporous
materials and their potential for gas separations and other applications, we emphasize the
importance of fully understanding and characterizing biporous materials, as we have under-
taken for the MOF introduced here.

In this study,1 we present the synthesis of a novel biporous MOF based on Ca(II) and
a tetracarboxylate ligand featuring two chemically distinct types of pores: hydrophobic and
hydrophilic. Owing to judicious choice of conditions, both the fully-activated material and
the partially-activated material with exclusively hydrophobic pores activated are obtained.
The di↵erence in the sorption behavior of these materials was rationalized in terms of di↵erent
molecular interactions between the partially and the fully activated material and CO2 or
CH4, and the selectivity of CO2 over CH4 was studied with breakthrough experiments and
molecular simulations.

4.2 Methods

Periodic density functional theory

Structure relaxation and binding energy calculations were performed using periodic density
functional theory (DFT) calculations as implemented in the Quantum Espresso software
package [166]. The PBE functional [167] as well as the DFT-D2 correction for dispersion
interactions [168] were used for all calculations. The projector-augmented wave approxima-
tion (PAW) [169] was adopted, using a plane-wave kinetic energy cuto↵ of 90 Ry, which
ensures the electron energy is converged to within 1 mRy. The Brillouin-zone sampling was
performed on a Gamma-centered Monkhorst–Pack k-point mesh of 2 ⇥ 1 ⇥ 1 points, due to
the unit cell’s short a-dimension (about 7 Å). The crystal structure used in all simulations
was obtained by performing a DFT relaxation on the experimentally determined structure.
Binding energies (BE) for an adsorbate (ads) were computed according to the following
formula:

BE(ads) = E(MOF + ads)� E(MOF)� E(ads) (4.1)

For dimethylformamide (DMF) binding energies, E(MOF + ads) was computed by allowing
the DMF molecule as well as the MOF atom positions and unit-cell dimensions to change
during the DFT relaxation. We found that assuming a nonrigid MOF was necessary to

1The work in this chapter is based on material from the publication: A. G ladysiak, K. S. Deeg, I.
Dovgaliuk, A. Chidambaram, K. Ordiz, P. Boyd, S. M. Moosavi, D. Ongari, J. Navarro, B. Smit, and
K. C. Stylianou. “Biporous Metal–Organic Framework with Tunable CO2/CH4 Separation Performance
Facilitated by Intrinsic Flexibility.” ACS Applied Materials & Interfaces 2018, 10, 36144-36156. While the
material in this chapter focuses on the work that I primarily carried out, selected experimental and simulation
results from the co-authors of this study are summarized within in order to illustrate the motivation for my
analyses and to compare with results from my simulations. Complete details of co-authors’ experiments and
simulations from this study can be found in the published work.
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capture the hydrogen bonding that occurs between a DMF molecule and a bound water
molecule in the hydrophilic pore.

Monte Carlo

CH4, CO2, and N2 single-component adsorption isotherms, as well as CH4/CO2 dual-
component mixture isotherms, were computed using grand-canonical Monte Carlo (GCMC)
simulations performed in the RASPA software package [104]. Lennard-Jones potentials were
truncated and shifted to zero at 12 Å. Coulombic interactions were computed using the Ewald
summation method. CO2, CH4, and N2 molecules were modeled using the TraPPE force field
[80, 102]. DMF Lennard-Jones parameters were those presented by Sarkisov [170], with the
charges presented by Vasudevan and Mushrif [171]. MOF Lennard-Jones parameters were
taken from Wu et al. [172], with framework oxygen Lennard-Jones parameters obtained using
the formula described in this same work for modifying UFF parameters. MOF atom charges
were computed using the REPEAT scheme [82]. Lorentz–Berthelot mixing rules were ap-
plied to all heterogeneous Lennard-Jones parameters. For single-component isotherms, at
least 105 (CH4) and 5⇥104 (CO2) equilibration cycles of Monte Carlo trial moves and at least
2.5 ⇥ 105 (CH4) and 1.2 ⇥ 105 (CO2) production cycles were performed in each simulation.
For dual-component isotherms, at least 1⇥ 105 equilibration cycles and 3⇥ 105 production
cycles were performed. All adsorption isotherms in SION-8P were obtained by placing non-
interacting blocking spheres in the hydrophilic pores. Heats of adsorption at nonzero loading
were computed from GCMC simulations based on energy/particle fluctuations, while those
at zero loading were computed using Widom insertions [105].

Probability density plots of adsorbate positions of CO2 and CH4 in SION-8 were generated
from NVT simulations, using the force fields described above. 105 initialization cycles were
performed for each simulation, and adsorbate positions were recorded every 10 or more
production cycles such that positions of at least 6⇥ 106 individual adsorbate molecules were
recorded. The plots were generated using a Julia-based software package written by Dr.
Cory Simon. NVT simulations of water used the TIP4P-Ew model for water [173].

Initial adsorption sites and geometries for DMF periodic DFT calculations were obtained
from simulated annealing calculations of one DMF molecule within the canonical (NVT)
ensemble, using the force fields described above. The initial temperature for the simulated
annealing calculations was 313 K, and this temperature was decreased by 2 to 4 K every 105

Monte Carlo steps. The simulation continued until the temperature reached 1.0 K.

Remaining methods

Details of the following experimental methods can be found in the original publication [174]:
synthesis of SION-8, single-crystal X-ray di↵raction (SCXRD), variable-temperature (VT)
and variable-pressure (VP) powder X-ray di↵raction (PXRD), bulk characterization, sorp-
tion studies, and breakthrough experiments, as well as sti↵ness tensor calculation.
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4.3 Results

Crystal structure description and bulk characterization

Self-assembly of Ca(II) ions with the H4TBAPy ligand in an acidified mixture of DMF and
water gave rise to the crystallization of [Ca2(TBAPy)(µ2�OH2)2]·2DMF, hereafter SION-8,
with complete synthesis details in the published work [174]. The resulting structure features
one-dimensional channels along the crystallographic a direction, with one-dimensional chains
of Ca atoms, each 8-coordinated, along the same direction (Figure 4.1).

The phase purity of bulk SION-8 was confirmed through Le Bail fit of the powder X-
ray di↵raction (PXRD) pattern recorded with synchrotron radiation. The PXRD pattern
is retained upon the immersion of SION-8 in water, proving its hydrolytic stability. The
IR spectrum of SION-8, and in particular stretching vibrations of the carbonyl group at
1590 cm�1 and an intense absorption band of the extended aromatic ring at 1411 cm�1,
corroborate the incorporation of TBAPy4– ligand into the framework. Moreover, the broad
band corresponding to the stretching vibrations of the carboxylic acid hydrogen at 3000 cm�1,
present in the spectrum of H4TBAPy, is absent upon formation of SION-8, confirming that
the TBAPy4– ligand is coordinated to Ca(II).

Stepwise activation

Thermogravimetric analysis (TGA) provides insight into the thermal stability of SION-8.
The TGA profile of SION-8 (Figure 4.2) does not show an abrupt decrease in mass; instead,
the mass loss occurs in several steps. The two initial segments of the TGA profile can be
attributed to the release of guest DMF molecules residing within the pores; since the mass
loss is not smooth in this region, we raise the hypothesis (see below for the experimental and
computational evidence) that this release is stepwise: the DMF molecules trapped in the
hydrophobic pores are removed first (below 520 K), while those remaining in the hydrophilic
pores are removed at higher temperatures, up to 590 K. The decomposition of SION-8 occurs
only once the coordinated H2O molecules are removed between 590 and 670 K, suggesting
their vital role in maintaining the framework integrity. The experimental mass loss values
match those based on the formula derived from single-crystal X-ray di↵raction (SCXRD),
[Ca2(TBAPy)(µ2�OH2)2]·2DMF (Table 4.1). The stepwise release of DMF molecules from
the pores of SION-8, as strongly suggested by the TGA, prompted us to study the gradual
activation of this material in an in situ SCXRD experiment.

An in situ SCXRD experiment provided proof of the stepwise activation of SION-8.
Under vacuum, the unit cell volume, pore volumes, and excess electron density per pore were
recorded at di↵erent temperatures (Figure 4.3). Upon temperature increase, the volume as
well as the residual electron content of the hydrophilic pore change to a limited extent, despite
the overall unit cell volume increase upon heating from 300 K to 400 K as a consequence of
thermal expansion. At the same time, the hydrophobic pore, while increasing only slightly
its volume of about 120 Å3, loses its excess electron density from 36 electrons at 300 K to only
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(a) (b)

(c)

Figure 4.1: a) The tetracarboxylate ligand H4TBAPy used in the synthesis of SION-8. b)
One-dimensional chain of 8-coordinated Ca atoms present in the framework. c) Crystal
structure of solvent-evacuated SION-8, with unit cell indicated lower left. Color scheme: C,
gray; H, white; O, red; Ca, green.
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Figure 4.2: Thermogravimetric analysis of SION-8. Carrier gas: air. Letters A–G refer to
the segments described in Table 4.1.

9 electrons at 400 K. Comparing these results to the electron count of DMF, it is observed
in this temperature range that the hydrophilic pore contains approximately 1 molecule of
DMF, irrespective of temperature, while the hydrophobic pore loses its 1 molecule of DMF
upon heating, and at 400 K, it is virtually empty. Therefore, at 400 K and under vacuum,
the selective partial activation of SION-8, limited solely to its hydrophobic pore, can be
achieved. The partially-activated phase is referred to as SION-8P, while the phase where the
pores of the framework are completely empty is named SION-8F (fully activated).

Periodic DFT calculations clarified the molecular-level interactions responsible for the
partial activation of SION-8. The calculations show that when DMF is present in a hy-
drophilic pore, the incorporated water molecule rotates, as compared to the empty struc-
ture. This facilitates the formation of a hydrogen bond between the water hydrogen atom
and the DMF oxygen atom (Figure 4.4). Accordingly, DMF has a significantly greater DFT-
computed binding energy in the hydrophilic pore than in the hydrophobic pore: 105 kJ/mol
and 66 kJ/mol, respectively. Importantly, all the MOF and DMF atoms are allowed to move
during the relaxation; this is necessary for the structural relaxation that facilitates hydrogen
bonding between DMF and the coordinated water molecule. In fact, the b dimension of the
unit cell changes considerably when the structure is relaxed along with the DMF molecule
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(a) (b)

(c)

Figure 4.3: Stepwise activation of SION-8 under vacuum investigated with SCXRD. (a)
Volume, V , of the unit cell of SION-8 plotted against temperature. (b) Volume of hydrophilic
(black markers) and hydrophobic (blue markers) pores as calculated with the SQUEEZE
procedure of the PLATON program suite [175]. (c) Excess electron density per pore found
in both types of pores. Note that there are two hydrophobic and two hydrophilic pores in
each unit cell.
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Segment Upper limit
Loss of mass
observed from
TGA

Loss of mass
calculated from
SCXRD

Description

A 520 K 7.2% 7.8%
DMF in the
hydrophobic pores

B 590 K 7.9% 7.8%
DMF in the
hydrophilic pores

C 670 K 4.3% 3.8% Bridging H2O molecules

D, E, F 915 K Framework decomposition

G 87.0% 79.4% Mineralized sample

Table 4.1: Gradual decrease in mass of a sample of SION-8 recorded in the TGA experiment
compared to the values based on the formula derived from SCXRD.

(a) (b)

Figure 4.4: a) Empty framework and b) result of DFT relaxation (MOF and DMF atoms
allowed to move) of one DMF molecule in a hydrophilic pore of SION-8. The hydrogen bond
between the framework and DMF is illustrated in b).

(Table 4.2).
The formation of this hydrogen bonding interaction helps explain why higher temperature

is required to remove DMF from the hydrophilic pores. These findings are consistent with the
partial activation of SION-8 observed in the in situ SCXRD experiment and the infeasibility
of the full activation while maintaining the crystal’s singularity.

The hydrophilicity/hydrophobicity of both pores of SION-8 was confirmed by exploring
the interaction of water with the two di↵erent pores via molecular simulation. A greater
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Empty structure
Structure with DMF
in hydrophilic pore

a 6.914 Å 6.757 Å

b 21.772 Å 20.544 Å

c 16.367 Å 16.680 Å

Table 4.2: Unit cell dimensions of DFT-relaxed structures.

number of water molecules were found to preferentially occupy the hydrophilic pore (with
a contribution of 81.28% to the atom residence) compared to the hydrophobic pore, thus
demonstrating the hydrophilic nature of the former. In addition, the hydrophilic pore showed
a greater a�nity (Qst = -24(1) kJ/mol) to water at zero loading compared to the hydrophobic
pore (Qst = -14.90(2) kJ/mol).

Framework flexibility

The significant change in the unit cell’s b dimension upon DMF adsorption, as observed in
DFT calculations, alerted us to the possibility that SION-8 exhibits non-negligible flexibil-
ity. Accordingly, three computational approaches were undertaken in order to explore the
flexibility of the fully-activated framework.

First, we examined the mechanical properties of the structure using DFT and computed
the complete sti↵ness tensor, which according to the theory of elasticity, describes the me-
chanical properties of a crystal in the elastic regime, i.e. the region where a crystal recovers
its original shape when the stress is removed [176]. The Young’s modulus, i.e. the resistance
of a material to uniaxial stress, was then extracted from it and presented in a geometrical
form. The material is very sti↵ along the a-axis (Young’s modulus 12.4 GPa), the parameter
a corresponding to the particularly inflexible 1-dimensional Ca–O chains. The parameter c
exhibits greater flexibility (Young’s modulus 4.9 GPa); this represents the hydrophobic pore
length. Since the Ca–O vs TBAPy4– angle can assume a wide range of values, SION-8 ex-
hibits the highest flexibility along the b axis (Young’s modulus of 0.8 GPa). The anisotropy
of Young’s modulus, i.e. the ratio between its maximum and minimum values, of 15.5, places
SION-8 among materials of intermediate anisotropy, along with those classified as reinforced
wine-rack, e.g. MIL-140A. Typically, flexible MOFs, e.g. MIL-53, have a very large anisotropy
factor (⇠100), while rigid MOFs, e.g. ZIF-8 and UiO-66, have an anisotropy factor of around
1 [177].

Second, DFT calculations were performed for SION-8 with a series of fixed values of
the unit-cell dimension b, changing it up to ±10% and allowing the lattice parameters a
and c, and the atomic coordinates of the entire structure, to relax to the minimum energy.
The energy di↵erence between these structures was subsequently assessed. Compressing or
stretching the b dimension by up to 2 Å from the b corresponding to the minimum-energy
structure incurs an energy penalty of less than 7 kJ/mol, which is less than the adsorption
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enthalpy of the gases studied (vide infra). Hence, it is suspected that, upon gas adsorption,
adsorption-accommodating unit-cell deformations could occur.

Third, coe�cients of thermal expansion were computed along the three crystallographic
axes via a slow annealing NPT molecular dynamics simulation. SION-8F exhibits a negative
thermal expansion along the c axis, a very weak positive thermal expansion along a, and a
particularly strong positive thermal expansion along b, which provides still further evidence
of the anisotropic framework flexibility, with greatest flexibility in the b direction.

Structural flexibility can lead to drastic alterations of the adsorption capacity of a porous
material. In particular, flexibility in a MOF can either improve or reduce its performance,
mainly because of the impact on the pore size and shape [68]. For this reason, the flexibility
of SION-8 was studied as a function of the external gas pressure with SCXRD and PXRD
chosen as experimental techniques to monitor the mechanical changes.

In the SCXRD experiment, a single crystal of SION-8P was subjected to a range of high
pressures of N2, CH4, and CO2, and the corresponding crystal structures were solved and
refined at each pressure point of these isotherms. By calculating the electron density within
the structural voids and comparing with the changes in unit cell parameters, we observe that
the most noticeable structural changes in SION-8P are exerted by CO2. The influence of
CO2 on SION-8P is two-fold: the uniform external pressure compresses the crystallites, and
simultaneously, due to their porous nature, their pores are gradually filled with an increasing
number of CO2 molecules; as deduced from the observed pressure dependence of the unit-cell
volume, the second phenomenon prevails. When the external pressure of CO2 is increased,
the parameter a elongates to a small extent and the parameter b, to a considerable extent,
while the unit-cell dimension c shrinks; the magnitude of these deformations is analogous to
that predicted from the Young’s modulus calculation.

The variable-temperature PXRD experiment monitoring unit cell volume and parameters
as a function of temperature shows a sudden 1.0% drop in unit cell volume upon heating
between 325-360 K, which we associate with the partial desolvation of as-synthesized SION-8
and generation of SION-8P. This structural change is anisotropic as it is primarily realized
along the b axis.

We therefore reason that, in order to accommodate guest species within its pores, SION-8
shrinks along c, elongates to a significant extent along b, and stays virtually invariant along
a. Ultimately, the uptake of guest molecules exhibited by SION-8 is greatly enhanced by its
flexibility; in order to accommodate CO2 gas molecules, SION-8 anisotropically enhances its
volume. In this respect, the behavior of SION-8 resembles that of Co(bdp) [178] and MIL-
53(Cr) [179], although in both of these cases the accommodation of additional gas molecules
is realized upon phase transitions toward the forms of higher capacity, rather than through
continuous structural changes within the same phase.

Determination of force field for modeling CO2 and CH4 adsorption

Adsorption of di↵erent gases in the hydrophobic pores of SION-8P observed in the in situ
SCXRD experiment prompted us to study bulk adsorption and adsorption phenomena on
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the molecular level via molecular simulation. Since SION-8 is a novel material, we tested
the validity of several force fields for describing CO2 and CH4 adsorption in SION-8 by
comparing with experimental data, which is presented fully in the next section. Three trial
force fields were selected: 1) the Universal Force Field (UFF) [78], 2) DREIDING [79], and
3) that presented by Wu et al. [172], here referred to as Flex-ZIF, since it is a flexible force
field formulated for ZIF-8. UFF and DREIDING were selected because they are generic
force fields that are commonly used to model adsorption in nanoporous materials and in
many cases show satisfactory accuracy [119, 180, 181]. Flex-ZIF was selected because it was
developed for ZIF-8, a MOF that has small pores, as does SION-8.

To assess the three force fields, single-component CO2 and CH4 adsorption isotherms
were computed in both SION-8F and SION-8P (Figure 4.5), as well as heats of adsorption
Qst in SION-8F (Table 4.3), and compared with experimental data. The Flex-ZIF force field
overall gives the best quantitative and qualitative agreement with the experimental isotherms
for both CO2 and CH4. All three force fields correctly reflect the stronger heat of adsorption
of CO2 compared with CH4, but Flex-ZIF gives the closest quantitative agreement with
experimental heats of adsorption.

CO2 CH4

UFF 35.5 kJ/mol 22.7 kJ/mol

DREIDING 31.8 kJ/mol 22.1 kJ/mol

Flex-ZIF 24.3 kJ/mol 20.0 kJ/mol

Experimental 23.4 kJ/mol 16.0 kJ/mol

Table 4.3: Experimental and simulated (from Widom insertions) heats of adsorption of CO2

and CH4 in SION-8F at zero loading at 303 K.

Nonetheless, there is significant quantitative discrepancy between the heats of adsorption
from Flex-ZIF and from experiment. Based on this observation, and in order to attempt to
improve the accuracy of the Flex-ZIF force field for modeling adsorption in SION-8, a method
developed by Kim et al. [182] was adopted, referred to here as the “energy-shifting method.”
In the implementation of the energy-shifting method adopted in this work, one begins with
a reference force field whose accuracy needs to be improved for a given nanoporous material.
A classical simulated annealing simulation, using the reference force field, is used to find the
minimum-energy binding site and corresponding binding energy. Then a high-accuracy ab
initio method is used to find the minimum-energy binding site and compute the corresponding
binding energy. The di↵erence in the classically- and ab initio-determined binding energies
is �E. Adsorption isotherms are again computed, using the reference force field but with
the interaction energy in each Monte Carlo step shifted by �E. In this case, the reference
force field is Flex-ZIF, and the energy-shifted version is referred to as “Flex-ZIF-shifted.”
Since the two pores of SION-8 are chemically distinct, separate binding energies in each pore
were computed, as well as loading in each individual pore. The reported Flex-ZIF-shifted
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(a) CO2 in SION-8P
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(b) CO2 in SION-8F
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(c) CH4 in SION-8P
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(d) CH4 in SION-8F

Figure 4.5: CO2 and CH4 adsorption isotherms in SION-8P (red plots) and SION-8F (black
plots) computed at 303 K using various force fields, with experimental isotherms for compar-
ison. Key: UFF: circles; DREIDING: triangles; Flex-ZIF: filled squares; Flex-ZIF-shifted:
empty squares; experiment: stars.
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(a) CO2 (b) CH4

Figure 4.6: Isosteric heat of adsorption vs. loading for a) CO2 and b) CH4 computed using
the Flex-ZIF and Flex-ZIF-shifted force fields, in both pore types. Key: hydrophobic pore:
red; hydrophilic pore: blue; Flex-ZIF: filled symbols; Flex-ZIF-shifted: empty symbols.

isotherms for SION-8F are consequently the sum of the loading in the two pores. The binding
energies, and resulting �E, used to compute the Flex-ZIF-shifted adsorption isotherms are
shown in Table 4.4.

DFT Flex-ZIF �E

CO2, hydrophobic pore -24.38 kJ/mol -29.69 kJ/mol 5.31 kJ/mol

CO2, hydrophilic pore -27.02 kJ/mol -31.46 kJ/mol 4.44 kJ/mol

CH4, hydrophobic pore -21.17 kJ/mol -21.47 kJ/mol 0.30 kJ/mol

CH4, hydrophilic pore -16.90 kJ/mol -18.70 kJ/mol 1.80 kJ/mol

Table 4.4: Binding energies used to compute the �Es for the Flex-ZIF-shifted force field.

Heats of adsorption were computed at various loadings in order to determine the e↵ect
of applying the energy-shifting method to the Flex-ZIF force field. As expected based on
the binding energies, the heats of adsorption computed from Flex-ZIF-shifted are lower in
magnitude than those from Flex-ZIF, in both pores and for both adsorbates, by an amount
commensurate with the �E for each situation (Figure 4.6).

As evident from comparing the Flex-ZIF, Flex-ZIF-shifted, and experimental adsorption
isotherms (Figure 4.5), the energy-shifting method overall does not improve the accuracy of
the force field. We explored the reason for this by examining the minimum-energy binding
sites (Figure 4.7). The minimum-energy binding site in the hydrophilic pore, as determined
by classical simulation, is near the aromatic rings of one of the conjugated TBAPy linkers.
DFT calculations yield the same result. There exist multiple identical sites in the unit
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(a) CO2 (b) CH4

Figure 4.7: Minimum-energy binding sites of CO2 and CH4 in the hydrophilic channel, as
determined by classical simulated annealing simulations using the Flex-ZIF force field. Color
scheme: C: brown; H: white; O: red; Ca: blue.

cell. Furthermore, the minimum-energy binding site of CO2 in the hydrophilic pore is not
at the water molecule incorporated in the framework as we had hypothesized. In fact, by
computing each framework atom type’s energetic contribution (Lennard-Jones) to the total
binding energy of CO2 in the hydrophilic pore, we find that the hydrogen and oxygen water
atoms contribute only 9.4% of the total binding energy (Table 4.5). The majority of the
binding energy is contributed by framework carbon and hydrogen found in the TBAPy
linkers. Thus since there is not one specific, relatively strong minimum-energy binding site,
the energy-shifting method is not appropriate for SION-8 or similar materials. Therefore,
we selected the Flex-ZIF force field to use for subsequent simulations.

Atom type
Contribution to
binding energy

Ca 3.3%

C 61.9%

O in linker 11.7%

O in H2O 4.1%

H in linker 13.7%

H in H2O 5.3%

Table 4.5: Energetic contribution (Lennard-Jones) to CO2 minimum-energy binding energy
in hydrophilic pore by framework atom type.
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(a) CO2 in SION-8P (b) CO2 in SION-8F

(c) CH4 in SION-8P (d) CH4 in SION-8F

Figure 4.8: Experimental (blue, black) and simulated (red) CO2 and CH4 adsorption
isotherms in SION-8P and SION-8F at 273 K, 293 K, and 303 K.

Single-component CO2 and CH4 adsorption

Adsorption isotherms, both from experiment and from GCMC simulations, were obtained
for CO2 and CH4 at a range of near-ambient temperatures (Figure 4.8).

In all cases, above 1 bar, the sorption performance of SION-8F was nearly two times that
of SION-8P. In contrast, at low pressures, the loading in the two materials is similar, since
the heat of adsorption of both species in the hydrophobic pore is significantly greater than in
the hydrophilic pore (vide infra). The flexibility of this MOF and the complex e↵ect of guest
adsorption on the framework, as described in the previous section, make this a challenging
MOF to model computationally; thus, CO2 and CH4 isotherms computed from molecular
simulations in both SION-8F and SION-8P deviate from experimental isotherms. However,
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the satisfactory agreement at low pressures led us to use this model for qualitative insight
on adsorption.

In order to gain insights into the interactions of CO2 and CH4 with the surface of each pore
type, we used molecular simulations to compute the heats of adsorption in each individual
pore as well as in the fully activated structure as a function of loading (Figure 4.9). Both
CO2 and CH4 are more strongly bound in the hydrophobic pore, and CO2 is overall more
strongly bound than CH4. Interestingly, for both CO2 and CH4, the heat of adsorption of
SION-8F is not a simple average of energies of interaction between the hydrophilic pore and
the hydrophobic pore. The isosteric heats of adsorption Qst were also calculated from the
experimental isotherms (Table 4.6). In qualitative agreement with the simulation results,
in SION-8P, the interaction between CO2 and the pores is 1.3 times stronger than the
analogous interaction of CH4; in SION-8F, this ratio increases to 1.5. Consequently, the
CO2/CH4 separation is expected to be more e�cient with SION-8F.
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Figure 4.9: Heats of adsorption of CO2 and CH4 as computed from GCMC simulations (ex-
cept those at zero loading, which were computed from Widom insertions) at 303 K. Loadings
correspond to those considered in the adsorption isotherms. “-8P” refers to adsorption in
SION-8P, “-8F” refers to adsorption in SION-8F, and “phil” refers to adsorption in the
hypothetical SION-8 with only the hydrophilic pore available for guest adsorption.

The trends in the energy of interaction between adsorbates and pore surfaces in SION-8F
compared to SION-8P can further be understood by examining the simulated probability
density of CO2 and CH4 locations in both materials (Figure 4.10). CO2 is only slightly
more preferentially adsorbed in the hydrophobic pore compared to the hydrophilic one, thus
reflecting the small di↵erence in respective heats of adsorption. CH4, however, shows greater
preference for the hydrophobic pore than CO2 does. This constitutes even further evidence
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SION-8P SION-8F

CO2

Simulation 25.5 kJ/mol 24.3 kJ/mol

Experiment 28.4 kJ/mol 23.4 kJ/mol

CH4

Simulation 21.4 kJ/mol 20.0 kJ/mol

Experiment 21.4 kJ/mol 16.0 kJ/mol

Table 4.6: CO2 and CH4 isosteric heats of adsorption Qst at zero loading for SION-8P
(only hydrophobic pores accessible) and SION-8F (both pores accessible), calculated from
experimental isotherms and from simulation (Widom insertions)

suggesting that, when the hydrophilic pore is available as in SION-8F, the ratio of CO2 to
CH4 adsorbed shall increase, thereby increasing the CO2/CH4 selectivity.

CO2/CH4 separation

Prompted by the significantly di↵erent isosteric heats of adsorption in SION-8P and SION-
8F, the CO2/CH4 separation performance of SION-8P and SION-8F was investigated further
through both experiment and simulation. Breakthrough experiments, which provide addi-
tional information on the adsorption kinetics as compared with the equilibrium isotherms,
were performed. Gas mixtures with a range of CO2/CH4 molar ratios were tested, including
90% CH4 and 10% CO2 (model composition of acid natural gas) and 50% CH4 and 50%
CO2 (model composition of biogas). As can be seen from the recorded breakthrough curves
(Figure 4.11), at each condition, CH4 was released from the chromatographic column first,
followed by CO2 after a certain retention time spanning from several seconds to minutes.
Adsorption capacities of SION-8P and SION-8F were calculated by integrating breakthrough
curves and subsequently used to calculate CO2/CH4 dynamic breakthrough selectivities ↵
using the following formula:

↵ =
qCO2

/qCH4

xCO2
/xCH4

, (4.2)

where q = adsorption capacity (mmol/g) and x = amount in moles. These selectitivies are
summarized in Figure 4.12.

Dual-component mixture isotherms were computed for the same range of CO2/CH4 ratios
considered in the breakthrough experiments. CO2/CH4 adsorption selectivities were calcu-
lated following the same formula as for the selectivities calculated based on the breakthrough
experiments, with the CO2 and CH4 loading taken to be those at 1 bar, the pressure corre-
sponding to the experimental breakthrough conditions (Figure 4.12). Qualitative agreement
is observed between selectivities computed from simulation vs. experiment. The qualitative
results in the remainder of this section (trends in selectivities with composition, temperature,
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(a) View down channels

(b) View along side of channels

Figure 4.10: Probability density plots of adsorbate positions in SION-8F, generated from
Monte Carlo NVT simulations with 2 molecules per unit cell, at 293 K. The color bar on
the left denotes low (blue) to high (yellow) relative probability. CO2 has 61.9% and 38.1%
occupation in the hydrophobic and hydrophilic pores, respectively, while CH4 has 66.1%
and 33.9% occupation. a) Viewed down the channels and b) viewed along the side of the
channels.



CHAPTER 4. NOVEL BIPOROUS MOF FOR NATURAL GAS PROCESSING 54

(a) SION-8P (b) SION-8F

Figure 4.11: Experimental breakthrough curves for SION-8F and SION-8P recorded at 273
K for an initial mixture with molar ratio 90% CH4 / 10% CO2. CH4: red lines; CO2: black
lines. While a range of temperatures and mixture molar ratios were measured, these curves
are displayed to illustrative the selectivity of CO2 over CH4 and the improved selectivity of
SION-8F over SION-8P.

and SION-8P vs. SION-8F) derive from both the simulation and experimental selectivities,
while the quantitative results derive from the experimental selectivities.

In all cases, ↵ is greater than 1, implying that, indeed in contact with the CO2/CH4 mix-
ture, SION-8P and SION-8F selectively adsorb CO2 over CH4 (Figure 4.12). The CO2/CH4

separation is more e�cient at lower concentrations of CO2, which require lower adsorbed
amounts of CO2 for an equally e�cient separation, and at lower temperature, which favors
the increase in CO2 adsorption capacity more as compared to that of CH4 (Figure 4.12).
The better performance of SION-8F compared to SION-8P, greater by 40% in the case of
a 90% CH4 / 10% CO2 mixture at 323 K and by nearly 3-fold for the same gas mixture at
273 K (Figure 4.12), is a consequence of the di↵erent CO2/CH4 Qst ratios exhibited by these
materials as described in the previous section. SION-8F showed the best separation perfor-
mance toward the 90% CH4 / 10% CO2 mixture, and it decreased toward more moderate
values with increased concentrations of CO2. Similar dependence of the selectivity on the
CO2/CH4 mixture composition has been previously observed in other materials selective for
CO2, e.g. MIL-101(Al)-NH2 [183], MIL-53(Al)-NH2 [184], and CCP-1 [185].

With its CO2/CH4 dynamic breakthrough selectivity of 2.34 toward the 50% CH4 and
50% CO2 gas mixture at 303 K, SION-8F performs similarly well compared to other MOFs
that are also based upon ligands with aromatic groups exposed to the pore surfaces (e.g.
MOF-508b, ↵ = 3 [186]; MIL-101(Cr), ↵ = 3.6) [187]; however, MOFs containing unob-
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structed amino functionalization (e.g. MIL-101(Al)-NH2, ↵ = 6.3 [183]; MIL-53(Al)-NH2, ↵
= 45 [184]) or negatively-charged SiF6

2– groups within the pores (e.g. SIFSIX-2-Cu-i, ↵ =
51 [188]) perform better. Nevertheless, SION-8 has a tunable separation performance, which
to the best of our knowledge has not been reported previously.

Figure 4.12: Experimental (black numbers) CO2/CH4 dynamic breakthrough selectivities ↵
for SION-8F and SION-8P and selectivities ↵ from simulations (blue numbers).

4.4 Conclusion

SION-8, a novel biporous MOF endowed with two chemically contrasting structural pores,
the hydrophobic and the hydrophilic, was successfully synthesized and fully characterized.
By judiciously altering the activation conditions, two functional materials were obtained:
the partially-activated SION-8P and the fully-activated SION-8F. Due to their distinct pore
environments, SION-8P and SION-8F showed di↵erent adsorption properties toward CO2

and CH4. Intrinsic structural flexibility, exhibited by SION-8 primarily along the b-axis as
anticipated through computations, was found to be responsible for the structural adjustments
allowing for the accommodation of guest solvent and gas molecules. The tunable CO2/CH4

separation performance was tested with breakthrough experiments at 1 bar and quantified by
the CO2/CH4 dynamic breakthrough selectivity factors, ↵. At 273 K, SION-8P showed ↵ of
2.11 toward the gas mixture composed of 90% CH4 and 10% CO2, while the respective value
for SION-8F reached 5.45. A significant contrast between the values of Qst and probability
density of CO2 and CH4 locations in the two chemically di↵erent pores constitutes the
rationale behind the di↵erent dynamic breakthrough selectivity factors in both materials.
The discovery of SION-8 and the link between the macroscopic properties and the underlying
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chemistry of this material bring us closer to the rational design of new materials that can be
used for a plethora of applications such as natural gas purification and other energy-related
separations.

We propose several directions of future study to uncover other potentially useful appli-
cations of SION-8. Molecular simulations using a flexible model for the framework could
be utilized in order to better capture the interplay between framework flexibility and gas
adsorption. Di↵usion behavior of CO2 and CH4 can be studied using molecular dynamics
simulations in order to obtain dynamic insight into the molecular interactions a↵ecting the
CO2/CH4 separation process. SION-8’s flexibility could be leveraged for sensing by incor-
porating the material in electromechanical sensors: upon adsorption of a gas, the expansion
or contraction of the material is detected. Finally, SION-8 could be e↵ective for multicom-
ponent gas separation. To separate a three-component gas mixture, the two distinct pore
types in SION-8 could be useful. Conceivably, components A and B could be adsorbed in
the hydrophobic and hydrophilic pores, respectively, while component C is separated. This
would represent an unusual and useful separation application.
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Chapter 5

Understanding assembly of
metal-organic frameworks

5.1 Introduction

As discussed throughout this dissertation, metal-organic frameworks (MOFs) are promising
materials for various gas storage and separation applications that are relevant in clean energy.
Moreover, an enormous variety of topologies, compositions, and surface properties can be
achieved by varying the components of the frameworks. Because of this, in principle, one
can tailor-make a MOF with optimal properties for a given application.

In reality, a major obstacle to tailor-making MOFs is that it is di�cult to control the
size and shape of MOF crystals. This lack of control is due to lack of understanding of the
assembly process of MOFs. MOFs are most commonly synthesized solvothermally by heating
the various components (metal salts and organic ligands) in solution [189]. The components
self-assemble from solution to form a crystalline structure, but this self-assembly process is
not well understood. The reaction temperature, time, solvent, and reagent concentration,
among other parameters, can be varied to modify the resulting crystal’s topology, size, and
phase purity [190], but the e↵ect of each parameter on the assembly process is generally
not well characterized. Trial and error is usually needed to find reaction conditions that
result in good-quality crystals of the desired form that are optimal for a given application.
A fundamental understanding of the MOF assembly process would greatly facilitate the
rational design of optimal materials for any of the applications discussed in this dissertation.

An illustrative example is MOF-74 [191] (Figure 5.1), the MOF that the work in this
chapter focuses on. MOF-74 compounds and their derivatives demonstrate exceptional ca-
pacity for CO2 adsorption and separation of CO2 from H2 or N2 [192, 193], separations that
are relevant in capture of CO2 from flue gas. However, the preference of macroscopic MOF-74
crystals for growth along the crystallographic c-axis, resulting in anisotropic, needle-shaped
crystals (Figure 5.2), is not ideal for incorporation of the MOF in a membrane for gas sepa-
ration. Growth in the a-b plane would be preferable for membrane formation, so as to result
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in a continuous crystal with many channels perpendicular to the membrane, to maximize
the di↵using gas’s access to the pores.

Figure 5.1: Crystal structure of M-MOF-74, also known as M2(dobdc) (M = Mg in the
structure shown; dobdc4– = 2,5-dioxido-1,4-benzenedicarboxylate). The structure features
1-dimensional channels that run in the direction of the c-axis. Color scheme: C: gray; H:
white; O: red; Mg: orange.

While the extent of study of MOF nucleation and growth has increased in the last decade,
significant gaps of knowledge remain in fundamental understanding of nucleation and growth
mechanisms and of the relation between reaction parameters and synthetic outcome [194,
195]. MOF-5, a zinc-based MOF, underscores the di�culties of studying MOF assembly.
This MOF is thermodynamically stable and has a relatively simple cubic structure (illus-
trated in Figure 1.2 in the introduction), yet its assembly pathway is complex. One study
suggested that the first solid phase formed in the crystallizing system is MOF-5 [196], while
a later study showed that under various synthetic conditions, a complex series of reactions
transform multiple metastable solid phases into the final product [197]. Furthermore, multi-
ple synthesis routes for MOF-5 have been demonstrated, involving di↵erent zinc precursors,
metal-ligand ratios, solvents, and reaction times and temperatures, each with potentially
di↵erent assembly pathways. Another example of the challenge of mapping the enormous
parameter space of MOF synthesis is a series of compositionally-identical ZIFs with distinct
structures (ZIF-2, ZIF-3, ZIF-6, and ZIF-10). These ZIFs can be synthesized by small al-
terations to the reaction conditions, such as temperature and solvent [146]. Moreover, due
to the great chemical and structural diversity of MOFs, it is di�cult to generalize findings
into conclusions that can guide syntheses in a more universal manner.
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Figure 5.2: Optical microscope image of single crystals of Co-MOF-74. The preferred direc-
tion of growth is along the crystallographic c-axis.

Computational mechanistic studies face the challenges of large time and length scales
needed to simulate nucleation and crystallization, as well as the di�culty of adequately mod-
eling metal-linker bond formation and breaking [194]. Nevertheless, recent computational
studies have established important insight on the role of solvent during MOF assembly (e.g.
via DFT and molecular mechanics studies by Goesten et al. [198] and by Yang and Clark
[199]), surface termination e↵ects (e.g. via DFT calculations by Amirjalayer et al. [200]),
kinetic e↵ects (e.g. via kinetic Monte Carlo studies by Anderson et al. [201] and DFT stud-
ies by Cantu et al. [202]), and impacts of metal-ligand bond strength (e.g. via molecular
dynamics studies with a continuum solvent by Umemura et al. [203]).

The work presented in this chapter takes a coarse-grained approach to gain fundamental
mechanistic insights on MOF nucleation. Using a simplistic model combined with enhanced
sampling techniques (vide infra) allows us to get around time-scale issues in order to study
the rare event of nucleation. As nucleation is an ubiquitous phenomenon occurring in many
natural processes, we draw upon a well-established body of work on theories of nucleation
and computational techniques to study it [204].

In this work, we focus on MOF-74, and our approach is to characterize MOF-74’s assem-
bly pathway, or a description of the structures that self-assemble throughout this process.
Elucidating the assembly pathway is valuable because if the assembly process is well un-
derstood, then we may be able to determine reaction conditions that favor an assembly
pathway that results in MOF crystals of the desired form. Self-assembly, a non-equilibrium
process, can be described as near or far from equilibrium [205]. In a “near-equilibrium”
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pathway, the resulting structure is the thermodynamically stable shape; the assembly pro-
cess is dominated by thermodynamic factors. Physical examples include the self-assembly of
NaCl crystals [206] and some instances of protein crystallization (e.g. [207]). In contrast, in
a “far-from-equilibrium” pathway, the resulting structure is not a thermodynamically sta-
ble structure; the assembly process is dominated by dynamics. Physical examples include
formation of gels [208] and fractal di↵usion-limited aggregates [209].

In this work, the thermodynamic assembly pathway of MOF-74 is characterized using
simulations on a simple lattice model. A 3-dimensional hexagonal lattice is used to represent
MOF-74. Results from the hexagonal lattice are compared with those from a cubic lattice,
which corresponds, for example, to MOF-5. The cubic lattice provides a reference point with
which to compare the hexagonal geometry, since the cubic geometry has no preferred axis for
growth. A square lattice is also examined in order to better visualize cluster characteristics.
The use of a lattice model keeps constant the geometry of growing MOF crystals and allows
the isolation of the e↵ect of geometry on assembly. The e↵ect of temperature on the assembly
pathway is also investigated.

We find that critical clusters on the hexagonal lattice are elongated in the c-direction,
the direction of macroscopic elongation. The thermodynamic reason for this is the di↵erent
surface tension energies on di↵erent surfaces of a cluster.

5.2 Methods

Free-energy curves

A lattice model is used to represent the system comprising the MOF crystallizing from
solution. In this model, a lattice site is located on each vertex of the MOF-74 structure, as
illustrated in Figure 5.3. This 3-dimensional hexagonal lattice is a simplistic representation of
MOF-74 that captures the hexagonal nature of the structure. Periodic boundary conditions
are used in order to simulate an infinite structure. Similar lattices are constructed for cubic
and square systems (see Figure 5.3).

Each site exists in one of two states: occupied by a MOF building block, which corre-
sponds to the crystalline phase, or unoccupied by a MOF building block, which corresponds
to the solution phase (Figure 5.4). This lattice model is one-component: all components, or
MOF “building blocks,” are identical. In this model, a “cluster” refers to a portion of MOF
crystal and is defined as a group of connected (nearest-neighbor) occupied sites.

With the square lattice, a simulation box of 100⇥100 lattice sites is used, and with the
cubic and hexagonal lattices, the simulation box is 32⇥32⇥32 lattice sites. These simulation
box sizes were determined to be large enough that clusters do not span the simulation box,
as a cluster interacting with itself would introduce artifacts. This was determined by visual
inspection.
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Figure 5.3: Illustration of the a) 3-dimensional hexagonal lattice model overlaid with the
crystal structure of MOF-74, b) cubic lattice, and c) square lattice. Circles represent lattice
sites; nearest-neighbor sites are connected with dashed lines. All nearest-neighbor distances
are equal.

Ising model

We define the energy of the system using the Ising model:

E = �J
X
⌦
i,j
↵
sisj � h

X

i

si, (5.1)

where si indicates the state of the site: +1 for occupied, �1 for occupied.
⌦
i, j

↵
indicates a

sum over nearest-neighbor sites, J represents the interaction energy between two sites, and
h represents a chemical potential that can be tuned to favor the crystalline phase. Note that
we work in the spin-spin representation, rather than the lattice gas representation, of the
Ising model.

The Ising model is appropriate for this study because it is a simple model that can
describe the essence of nucleation and growth, as has been shown in various studies [210–
213]. Furthermore, the Ising model di↵erentiates between the square, cubic, and hexagonal
geometries, via the sum over nearest neighbors.
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Figure 5.4: A 2-dimensional slice of the 3-dimensional hexagonal lattice. Each site exists in
one of two states: occupied by a MOF building block, which corresponds to the crystalline
phase and si = +1, or unoccupied by a MOF building block, which corresponds to the
solution phase and si = �1. Occupied sites are depicted as red and unoccupied sites as blue,
for the remainder of this chapter.

Monte Carlo

Monte Carlo simulations in the canonical ensemble are performed to mimic the assembly of
the MOF from solution.

Single spin-flip Monte Carlo moves are used: a lattice site is chosen at random and its
state is reversed, with energy �E given by Equation 5.1. Moves are accepted according to
the Metropolis probability [69]: min[1, e���E].

After repeating many times, the Boltzmann distribution is sampled, making this sampling
procedure appropriate for determining the thermodynamic assembly pathway.

Umbrella sampling

Umbrella sampling is used to compute free-energy curves for nucleation [85]. Such a non-
Boltzmann sampling technique is needed in order to obtain adequate sampling of the system
near the top of the curve, since this corresponds, at the conditions studied, to a rare event
where the system would, under Boltzmann sampling, rarely exist.

Cluster size N is used as the reaction coordinate. A critical cluster has maximum free
energy and has size N⇤. This reaction coordinate is a logical choice for tracking the growth
of MOF clusters. Furthermore, cluster size has been shown to be an important reaction
coordinate in various studies of nucleation in the Ising model [214, 215].
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The distribution of sizes of clusters is recorded in each umbrella-sampling window. Win-
dows have width 8, with an overlap of 4 with neighboring windows.

The system is constrained to a certain window using hard-wall sampling: every 1 to 3
“sweeps” of Monte Carlo moves, we check if the largest cluster in the system is within the
window bounds. If so, the simulation continues; if not, the system is returned to its state at
the last time that hard wall sampling was performed. One sweep is equal to the number of
lattice sites in the simulation box.

Data from all umbrella-sampling windows are combined using the weighted histogram
analysis method (WHAM) [216] to give a single free-energy curve. Compared to stitching
free-energy curves in each window by hand (by making the curves match at arbitrary over-
lapping points), WHAM results in a smoother curve (Figure 5.5). The combining method
also a↵ects the height of the free energy barrier.

The free-energy curves are shifted such that �E(N = 0) = 0.

Figure 5.5: Free-energy barrier to nucleation for the square lattice Ising model at 60%
Tc (J/kBT = 0.71, h/kBT = 0.071), generated using two di↵erent methods for combining
histograms from each umbrella-sampling window. Given the same data, WHAM results in
a smoother curve and a slightly di↵erent barrier height compared with stitching together
windows by hand.

Analyses of clusters of a single size (see Figures 5.8, 5.9, 5.12, 5.13, and 5.14) were carried
out by performing a simulation in one umbrella-sampling window, collecting data for only
clusters of that size.

In computing free energy curves, at least 2⇥104 initialization sweeps and 2⇥104 produc-
tion sweeps of Monte Carlo moves were performed per umbrella-sampling window. Data are
collected only in the production sweeps. In simulations collecting data on clusters of one
size, at least 5⇥105 initialization sweeps and 5⇥105 production sweeps were performed.
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Convergence of histograms (of cluster size) in each window was confirmed by plotting
the first 50 percent of production data along with the last 50 percent of production data.
Histograms equivalent within statistical error show that su�cient sampling was performed.

Free-energy curves for the square lattice were benchmarked against results from Hedges
et al. [215] and found to agree.

Values of Ising parameters

For each lattice type, two temperatures were studied, corresponding to approximately 60%
and 30% of the critical temperature. Di↵erent temperatures are implemented by changing
the value of the Ising parameter J. Values of h equal to approximately half of J were used,
except in the square lattice, where values of h are equal to approximately 10% of J. All
values of J and h used in the simulations in this work are listed in Table 5.1.

These values of J and h were chosen so that the free energy barriers would have heights
of approximately 20 to 100 kBT , magnitudes that are tractable in simulation.

Lattice type Temperature J/kBT h/kBT

Square
60% Tc 0.71 0.071

30% Tc 1.47 0.14

Cubic
60% Tc 0.37 0.20

30% Tc 0.74 0.41

Hexagonal
60% Tc 0.50 0.24

30% Tc 0.89 0.49

Table 5.1: Values of J and h used in simulations.

The critical temperature of the 2-dimensional square Ising model has been found ana-
lytically to be 2.269 J/kB [85], and that of the 3-dimensional cubic Ising model has been
found numerically to be 4.5 J/kB [217, 218]. We estimated via simulation that the critical
temperature of the 3-dimensional hexagonal lattice is 3.4 J/kB (Figure 5.6).

Methods for quantitative characterization of cluster shape

Cluster shape is characterized quantitatively using two measures. The first measure is the
anisotropy parameter A,

A = I+/I� � 1, (5.2)

where I+ and I� are the largest and smallest, respectively, principal moments of inertia.
The moment of inertia I describes a body’s resistance to rotational acceleration about

an axis:
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(a) (b)

Figure 5.6: a) Average magnetization vs. T for the 3-dimensional hexagonal lattice with h
= 0. The critical temperature is the temperature at and above which spontaneous mag-
netization does not exist. b) Average squared fluctuations vs. T with h = 0. There is a
near-discontinuity at the critical temperature. A true discontiunity would be observed in an
infinite system.

I = mr2, (5.3)

where m is the mass of the body and r is the radius of rotation about an axis.
On the x, y, z plane, I can be expressed as an integral over mass, or equivalently,

I =

Z

V

⇢(x, y, z)[I]dV , (5.4)

where ⇢(x, y, z) is the density of the body, dV is a volume element, and [I] is the inertia
tensor:

[I] =

0

@
Ixx �Ixy �Ixz
�Iyx Iyy �Iyz
�Izx �Izy Izz

1

A . (5.5)

The diagonal elements, Ixx, Iyy, and Izz, are the moments of inertia about the x, y, and z
axes, respectively, and the o↵-diagonal elements are the xy, yz, and xz products of inertia
for a discrete system of N particles of identical mass:
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Ixx =
NX

i=1

y2i + z2i

Iyy =
NX

i=1

x2
i + z2i

Izz =
NX

i=1

x2
i + y2i

Ixy = Iyx = �
NX

i=1

xiyi

Ixz = Izx = �
NX

i=1

xizi

Iyz = Izy = �
NX

i=1

yizi

(5.6)

The eigenvalues of [I] are the principal moments of inertia of the body, and the eigen-
vectors are the principal axes of inertia. These entities describe the distribution of mass in
the body. In particular, they quantify the degree and direction of elongation of the body.
I�, the smallest principal moment of inertia, corresponds to the direction in which the body
is longest. The eigenvector corresponding to this eigenvalue I� points in the direction of
elongation.

Hence the anisotropy parameter A = I+/I� � 1 is equal to 0 for a perfectly isotropic
(spherical) cluster; deviation from 0 reflects the degree of elongation. This anisotropy pa-
rameter depends solely on the cluster shape and is not defined by the underlying lattice.

The second measure of cluster shape describes the length of a cluster in the a, b, and c
directions, by comparing coordinates of sites in the cluster with the center of mass (“com”)
of the cluster:

Ia =
⌦
(x� xcom)

2
↵

Ib =
⌦
(y � ycom)

2
↵

Ic =
⌦
(z � zcom)

2
↵

(5.7)

For simulations in one umbrella sampling window, collecting data for clusters of one certain
size, the quantities A, Ia, Ib, and Ic are recorded every sweep at the end of which there exists
a cluster of this size.
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(a) Square lattice (b) Cubic lattice

(c) Hexagonal lattice

Figure 5.7: Free-energy barrier to nucleation for the a) square, b) cubic, and c) hexagonal lat-
tices at 60% (red lines) and 30% (blue lines) of critical temperature. These free-energy curves
provide a framework for understanding the equilibrium preference for shape, since they are
computed using umbrella sampling, so the system remains at the most thermodynamically
favored configuration at every point along the assembly pathway.

5.3 Results

Free-energy curves

As the first step towards the goal of mapping out the thermodynamic assembly pathway,
free-energy barriers to nucleation were computed (Figure 5.7).

The height of the free energy barrier is greater at lower temperature, for all lattices.
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This agrees with classical nucleation theory (CNT) predictions [219]. The hexagonal lattice
has a lower free energy barrier than the cubic lattice. This finding also agrees with CNT
predictions and can be seen by considering a CNT expression for the free energy of formation
of a three-dimensional isotropic cluster of size N :

�G(N) = ��gN + �A, (5.8)

where �g is the bulk free energy di↵erence between the two bulk phases, � is the surface
tension between the two phases, and A is the cluster’s surface area, A ⇠ N2/3. By finding
the value of N that maximizes this function, it can be shown that the barrier height �G⇤

depends on � and �g as follows:

�G⇤ ⇠ �3

(�g)2
. (5.9)

� is proportional to the number of broken bonds, or number of neighboring sites of the
opposite state, per site. Every site on the hexagonal lattice has five neighboring sites, while
every site on the cubic lattice has six. Therefore, in the case of a nucleating cluster, it is
expected based on CNT that the height of the free energy barrier to nucleation will be lower
on the hexagonal lattice.

From the free-energy curves, we determined the critical cluster size in each system (Table
5.2).

T = 0.6Tc T = 0.3Tc

Square 155 369

Cubic 119 325

Hexagonal 85 131

Table 5.2: Size of critical clusters in each system studied.

Qualitative exploration of cluster shape

In the investigation of anisotropic growth of MOF-74, characterizing cluster shape is of
interest. To begin, we explored qualitatively the shapes of clusters of critical size: we
visualized individual instances of critical clusters (Figure 5.8) and for the square lattice,
visualized the e↵ect of temperature on cluster shape (Figure 5.9). These analyses show that
average cluster shape transitions from square-like to more circular with temperature.

Investigation of square-to-circular cluster transition

To better understand the shape transition from square to circular with increasing tem-
perature observed in simulation (Figure 5.9), we consider the e↵ects of fluctuations in the
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Figure 5.8: Snapshots of critical clusters on the square, cubic, and hexagonal lattices at
60% Tc (“higher temperature”) and 30% Tc (“lower temperature”). Lines connect nearest-
neighbor sites in the cluster. Clusters show large shape fluctuations, with this phenomenon
being more pronounced at higher temperature.

cluster-solution interface. At low temperatures, fluctuations should be relatively low, and
individual instances of clusters should be representative of the average cluster shape. Mean-
while, at higher temperatures, fluctuations should be greater, and individual instances of
clusters should di↵er from the average cluster shape. To quantify this trend, we derived an
analytical expression for the surface tension of a cluster-solution interface, based on a simple
model illustrated in Figure 5.10.

The corresponding analytical expression is derived for �, the surface tension per unit
length along the cluster-solution interface, as a function of temperature. Noting that the
energy of a broken bond is 2Jh horizontally and 2Jv vertically, the energy Ei of the interface
is
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Figure 5.9: Density plots of clusters of size 85 on the square lattice at di↵erent temperatures,
with h = 0.071. The color gradient is based on count, with about 106 clusters comprising
each image. The axes quantify the cluster size. Clusters transition from square to circular
as temperature increases. All values of A are close to 0, reflecting the fact that square and
circular clusters are symmetric about the center of mass along each axis.

Ei(⌘) = 2JvL+ 2Jh

LX

n=1

|⌘n|. (5.10)

The canonical-ensemble partition function Z of the interface is

Z =
X
�
⌘
 
e��Ei(⌘)

=
1X

⌘1=�1

1X

⌘2=�1
. . .

1X

⌘L=�1
e�2�JvL�2�Jh

PL
n=1|⌘n|

= e�2�JvL

✓ 1X

⌘=�1
e�2�Jh|⌘|

◆L

,

(5.11)

An expression for �, surface tension per unit length along the interface, is
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Figure 5.10: Simple model of an example interface of length L with periodic boundary
conditions, where ⌘n = height of the surface above or below the interface, Jh = interaction
energy between two sites neighboring horizontally, and Jv = interaction energy between two
sites neighboring vertically.

� =
�kBT lnZ

L
=

� lnZ

�L
. (5.12)

Simplifying, and using an infinite sum formula, it can be shown that

lnZ = �2�JvL+ L ln
�
coth �Jh

�
, (5.13)

so

� =
� lnZ

�L
= 2�Jv � ln

�
coth �Jh

�
. (5.14)

This is the Ising model surface tension in the direction of the lattice vectors known from
the Onsager solution, and is plotted versus temperature in Figure 5.11a. Surface tension
decreases with temperature until it vanishes at the critical temperature. It can be inferred
from the form of the surface tension that root mean square fluctuations must increase with
temperature, as these fluctuations are controlled by surface tension. This trend agrees with
the cluster shape fluctuations observed in simulation (Figures 5.8 and 5.9).

In order to better understand the contribution of surface tension to the square-to-circular
cluster shape transition, we take another simplified approach to consider the di↵erent surface
tensions of 2-dimensional square and circular clusters of the same area.
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Figure 5.11: a) Surface tension � as a function of temperature in the direction parallel to the
lattice vectors (�k, Equations 5.14 and 5.15), and along the lattice diagonal (�diag, Equation
5.16). b) Surface tension contribution to the free energies G of a square and a circular
cluster, each of size 85, which corresponds to the size of clusters in Figure 5.9. The surface
tension is calculated as the product of the shape’s perimeter (4

p
N for a square and 2

p
N⇡

for a circle) and its surface tension per unit length (�k for a square and �diag for a circle).

For a square cluster, the Ising model surface tension per unit length (with h=0 and
J = Jh = Jv) is that in the direction of the lattice vectors, known from the Onsager solution
[215, 220]:

�k = 2J � kBT ln coth �J. (5.15)

For a circular cluster, an approximate surface tension per unit length is that of the diagonal
on the Ising model lattice [221]:

�diag =
p
2kBT ln sinh 2�J. (5.16)

Considering that a square of area N has a perimeter of 4
p
N , and a circle of the same area

has a perimeter of 2
p
N⇡, we compute the surface tension contribution to the free energy of

clusters of these shapes as a function of temperature, with the results shown in Figure 5.11b.
There exists a temperature at which the square and circular clusters’ free energies cross;

thus the di↵erent surface tensions of square and circle give rise to a crossover temperature.
This is because while the square has greater perimeter, its surface tension is much lower
than the circle’s at low temperatures but similar to the circle’s at higher temperatures, so
these competing e↵ects result in a crossover temperature (Figure 5.11b). The crossover
temperature is about 0.65 kBT/J , or 0.29 Tc, which corresponds roughly to the transition
temperature observed qualitatively in Figure 5.9.
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(a) Cubic lattice (b) Hexagonal lattice

Figure 5.12: Histograms of A for clusters of critical size on the 3-dimensional a) cubic and
b) hexagonal lattices at 60% of critical temperature. The average value of A is greater on
the hexagonal lattice (0.824) than on the cubic lattice (0.698), indicating that clusters are
elongated in one direction.

Thus the combination of surface tensions and surface fluctuations provides a basis for
understanding the transition from square to circular clusters with increasing temperature.

Investigation of cluster elongation

Cluster shape was characterized quantitatively using the anisotropy parameter A = I+/I��
1. This parameter was chosen since it detects elongation of clusters and since it is inde-
pendent of the underlying coordinate system. However, this parameter does not distinguish
between square and circular clusters, as both shapes have mass symmetrically distributed
across the center of mass along each axis (see Figure 5.9).

We used this parameter to analyze the shape of critical clusters on the 3-dimensional
cubic and hexagonal lattices. Distributions of A show that clusters on the hexagonal lattice
are longer in one direction, which can be seen by the deviation of A from 0 (Figure 5.12).
Figure 5.12a agrees with results from Pan et al. [214].

In order to obtain more information about fluctuations of cluster shape, we analyzed
ratios of the principal moments of inertia. In Figure 5.13, deviation from (1, 1) indicates
anisotropy. In particular, a cluster long in one direction has an I� significantly smaller than
both Imid and I+, meaning that I+/I� is especially large compared to I+/Imid. Figure 5.13
suggests that this is the case on the hexagonal lattice, at both temperatures considered. The
relative di↵erence between these two ratios is greater on the hexagonal lattice than on the
cubic lattice. This is further confirmation that clusters on the hexagonal lattice are elongated
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(a) Cubic lattice at 60% Tc. Averages: (1.15,
1.70)

(b) Cubic lattice at 30% Tc. Averages: (1.06,
1.20)

(c) Hexagonal lattice at 60% Tc. Averages:
(1.17, 1.82)

(d) Hexagonal lattice at 30% Tc. Averages:
(1.16, 1.68)

Figure 5.13: I+/I� vs. I+/Imid for critical clusters on the cubic and hexagonal lattices at 60%
and 30% of critical temperature, with average values marked by a large circle and specified
in the subcaptions. I+ is the largest principal moment of inertia, I� is the smallest, and
Imid is in the middle. Clusters on the hexagonal lattice are elongated in one direction, and
fluctuations about the average are greater at higher temperature.

in one direction. Figure 5.13 also shows that fluctuations about the average are greater at
higher temperature.

The principal axes of inertia reveal in which direction clusters are longer. The relevant
eigenvector is v�, the eigenvector corresponding to the direction in which the cluster is
the longest. Table 5.3 shows that on the hexagonal lattice, clusters are elongated in the c
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(a) (b)

Figure 5.14: Histograms of Ia, Ib, and Ic for critical clusters on the a) cubic and b) hexag-
onal lattices at 60% of critical temperature. On the hexagonal lattice, critical clusters are
elongated in the c direction.

direction, since the average c component of v� is greater than the other two components.

T = 0.6Tc T = 0.3Tc

Cubic lattice
⌦
v�

↵
= (0.58, 0.57, 0.58)

⌦
v�

↵
= (0.58, 0.58, 0.57)

Hexagonal lattice
⌦
v�

↵
= (0.43, 0.43, 0.79)

⌦
v�

↵
= (0.18, 0.18, 0.97)

Table 5.3: Average v�, the eigenvectors corresponding to direction of elongation. Eigenvec-
tors are normalized and each component is the absolute value. Clusters on hexagonal lattice
are elongated in the c-direction.

Cluster shape was characterized quantitatively using a second measure, the quantities
Ia, Ib, and Ic described in the Methods section. Histograms of these quantities clearly show
that critical clusters on the hexagonal lattice are elongated in the c direction (Figure 5.14).

These measures have the downside of not being “coordinate-free”: they are defined based
on the underlying lattice. However, this allows a comparison to classical nucleation theory
(CNT). In particular, we compared simulation results for critical cluster aspect ratio and
free-energy barrier height to predictions from CNT. To obtain the CNT predictions, a cluster
on the hexagonal lattice is represented as a cylinder with length in the c direction (Figure
5.15).

The CNT prediction for cluster ratio can be determined by expressing the cluster free
energy as follows:



CHAPTER 5. ASSEMBLY OF METAL-ORGANIC FRAMEWORKS 76

Figure 5.15: Representation of a cluster on the hexagonal lattice for use in classical nucleation
theory (CNT) estimates. The surface tension energy of the di↵erent surfaces of the cluster is
estimated by assuming flat surfaces and determining the density of broken bonds on interface
planes in the hexagonal lattice.

�G(R,L) = ��g⇡R2L+ �side2⇡RL+ 2�cap⇡R
2 (5.17)

This free energy is maximized with respect to R and L in order to find the aspect ratio L⇤/d⇤

of a critical cluster:

��G

�R
= 0 =

��G

�L
L⇤

R⇤ =
2�cap

�side

L⇤

d⇤
=

�cap

�side
=

1.54J

1.33J
⇡ 1.2

(5.18)

As seen above, the CNT expression for aspect ratio depends on the surface areas of the
di↵erent surfaces of the cluster. The aspect ratio is also obtained from simulation:

L⇤

d⇤
=

rD Ic
Ia

E
⇡ 1.3 (5.19)

The simulation result and CNT prediction for aspect ratio agree closely. The CNT-
derived expression for aspect ratio depends on the surface tensions of the two surfaces. Thus
there is a thermodynamic reason for elongation of clusters in the c direction: di↵erent surface
tension energies of the surfaces.

We performed a similar analysis to compare simulation results for free-energy barrier
height to CNT predictions, representing a cluster on the cubic lattice as a sphere. The
following CNT prediction for barrier height ratio is obtained:
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�Gmax
cylinder

�Gmax
sphere

=
3�2

side�cap�g2sphere
2�3

sphere�g2cylinder
= 0.88 (5.20)

The corresponding simulation result is:

�Gmax
hexagonal

�Gmax
cubic

= 0.91 (5.21)

The close agreement between simulation and theory indicates that the simulation results are
logical and provides further vindication of the validity of using CNT to argue that di↵erent
surface tension energies of the di↵erent cluster surfaces constitutes a thermodynamic reason
for elongation of clusters in the c direction.

5.4 Conclusion

In conclusion, we have investigated the assembly process of MOF-74, representing the MOF
with a simple lattice model and modeling nucleation using the Ising model and Monte Carlo
simulations. The thermodynamic assembly pathway has been mapped out by generating
free-energy barriers to nucleation, and fluctuations in cluster shape have been investigated.
Nucleating clusters are elongated along the crystallographic c axis, the direction of elongation
of experimentally observed crystals, due to di↵erent surface tension energies of the cluster
surfaces.

These insights contribute to an understanding of the assembly process of MOFs, a bet-
ter understanding of which is necessary to synthesize MOFs with crystals of the desired
morphology and to grow defect-free films of MOFs on surfaces.

An instructive extension of this project is to examine the use of di↵erent reaction coordi-
nates other than cluster size, such as surface area, to help determine what other factors are
important in the assembly process of MOF-74. A next step would be to compare structures
formed from near-equilibrium vs. growth-dominated assembly pathways, which is relevant
not only to MOF formation, but also in a more general context for nucleating systems.

Another interesting way in which to extend this project is to make the model more
physically realistic. Instead of a one-component model, a two-component model could be
developed, with di↵erent linker and metal components. Alternatively, complexity could be
introduced by developing a model with multiple possible states per site, with di↵erent states
reflecting how many bonds are formed from each site. Such a model could give a more detailed
and more realistic depiction of the assembly process. Additionally, parameters representing
interaction energies between components, and with solvent, could be incorporated from
molecular simulation and/or experiment. Interaction energies in di↵erent planes would likely
be di↵erent. This model could be used to examine the e↵ect of changing the framework metal
and the solvent, thereby facilitating comparison with experimental results and potentially
providing useful information for favorable synthesis conditions. Finally, the model could be
modified to describe other MOFs in order to obtain a broader picture of MOF assembly.
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Chapter 6

Conclusions and outlook

In conclusion, we have carried out computational studies using three di↵erent approaches
towards advancing nanoporous materials for clean energy applications.

In Chapters 2 and 3, we screen databases of tens of thousands and hundreds of thou-
sands of nanoporous materials for carbon capture and hydrogen storage, respectively. Top
candidates, both hypothetical and already-synthesized, are identified for these applications,
and the top-performing materials’ common characteristics are analyzed. It is demonstrated
that it is appropriate to use CO2 Henry coe�cient as a pre-screening variable for carbon
capture; this can be utilized in future studies. We have also shown that covalent-organic
frameworks (COFs), which have been understudied for carbon capture, have potential as
e�cient materials for this application, and we recommend further investigation of these ma-
terials, including functionalized COFs (e.g. [222, 223]). More generally, future screening
studies of nanoporous materials will utilize the emerging and rapidly-advancing technique
of machine learning, with input from molecular simulation [224–226]. As this and related
techniques are developed, there should be great potential for screening ever greater numbers
of materials while gaining deeper insights. One goal of computational screening studies is to
identify top-performing materials, which can then be synthesized, (hopefully) demonstrated
to perform well in real life, and be implemented in real applications. However, better tech-
niques are needed to predict how synthesizable a material is. This is an important field of
future study.

In Chapter 4, we study in depth a novel biporous metal-organic framework (MOF) for
CO2/CH4 separation, which is relevant in natural gas processing. We elucidate the molecular
interactions responsible for this MOF’s separation performance under di↵erent activation
states. This work demonstrates a way to harness the biporosity of a MOF in order to
tune its CO2/CH4 separation performance. This helps to motivate the development of new
biporous MOFs, not just for natural gas processing, but for any gas separation. More
generally, this work contributes fundamental understanding of molecular-level interactions
that are responsible for a MOF’s macroscopic separation performance.

In Chapter 5, we investigate the assembly process of MOF-74, using a statistical mechan-
ical lattice model to isolate the e↵ects of framework geometry and surface tensions on the
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nucleation of MOF crystals. It is demonstrated that di↵erent surface tension energies of dif-
ferent cluster surfaces leads to nucleating clusters that are elongated in the same direction as
the macroscopic crystals. These findings help to shed light on the thermodynamic assembly
pathway of MOF-74 and contribute understanding of how di↵erent factors a↵ect the final
crystal shape. The assembly process is not established for most MOFs, and if this process
can be better understood, there is enormous potential impact: the ability to rationally de-
sign a material and determine a priori what reaction conditions are needed to synthesize a
crystal of given morphology would greatly advance the development of nanoporous materials
for any application. Greater understanding of nucleation and nonequilibrium events, not just
in MOFs but in any of the plethora of systems where nucleation and crystallization occur,
will help work towards a greater understanding of the MOF assembly process [227]. Studies
involving collaboration among experiment, molecular simulation, and ab initio methods will
be especially helpful in gaining insight into the assembly process.
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125. Sesé, L. M. Study of the Feynman-Hibbs e↵ective potential against the path-integral
formalism for Monte Carlo simulations of quantum many-body Lennard-Jones sys-
tems. Molecular Physics 81, 1297–1312. issn: 0026-8976 (Apr. 1994).

126. Pantatosaki, E. & Papadopoulos, G. K. On the computation of long-range interactions
in fluids under confinement: Application to pore systems with various types of spatial
periodicity. The Journal of Chemical Physics 127, 164723. issn: 0021-9606 (Oct.
2007).

127. Kumar, A. V. A., Jobic, H. & Bhatia, S. K. Quantum E↵ects on Adsorption and Dif-
fusion of Hydrogen and Deuterium in Microporous Materials. The Journal of Physical
Chemistry B 110, 16666–16671. issn: 1520-6106 (Aug. 2006).

128. Tanaka, H., Kanoh, H., Yudasaka, M., Iijima, S. & Kaneko, K. Quantum E↵ects
on Hydrogen Isotope Adsorption on Single-Wall Carbon Nanohorns. Journal of the
American Chemical Society 127, 7511–7516. issn: 0002-7863 (May 2005).

129. Wang, Q. & Johnson, J. K. Molecular simulation of hydrogen adsorption in single-
walled carbon nanotubes and idealized carbon slit pores. The Journal of Chemical
Physics 110, 577–586. issn: 0021-9606 (Jan. 1999).

130. Jhung, S. H., Yoon, J. W., Lee, J. S. & Chang, J.-S. Low-Temperature Adsorp-
tion/Storage of Hydrogen on FAU, MFI, and MOR Zeolites with Various Si/Al Ratios:
E↵ect of Electrostatic Fields and Pore Structures. Chemistry - A European Journal
13, 6502–6507. issn: 09476539 (July 2007).

131. Van den Berg, A. W., Bromley, S. T., Wojdel, J. C. & Jansen, J. C. Adsorption
isotherms of H2 in microporous materials with the SOD structure: A grand canon-
ical Monte Carlo study. Microporous and Mesoporous Materials 87, 235–242. issn:
13871811 (Jan. 2006).

132. Rahmati, M. & Modarress, H. Grand canonical Monte Carlo simulation of isotherm
for hydrogen adsorption on nanoporous siliceous zeolites at room temperature. Applied
Surface Science 255, 4773–4778. issn: 01694332 (Feb. 2009).

133. Fuchs, A. H. & Cheetham, A. K. Adsorption of Guest Molecules in Zeolitic Materials:
Computational Aspects. The Journal of Physical Chemistry B 105, 7375–7383. issn:
1520-6106 (Aug. 2001).



REFERENCES 90

134. Smit, B. & Maesen, T. L. M. Commensurate ‘freezing’ of alkanes in the channels of a
zeolite. Nature 374, 42–44. issn: 0028-0836 (Mar. 1995).

135. Martin, R. L. et al. Similarity-Driven Discovery of Zeolite Materials for Adsorption-
Based Separations. ChemPhysChem 13, 3595–3597. issn: 14394235 (Nov. 2012).
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