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ABSTRACT OF THE DISSERTATION

Counting patterns in permutations and words

by

Jeffrey Edward Liese

Doctor of Philosophy in Mathematics

University of California San Diego, 2008

Professor Jeffrey Remmel, Chair

The study of permutations and permutation statistics dates back hundreds of

years to the time of Euler and before. In this thesis, we examine several gener-

alizations of classical permutation statistics, most often generalizing the descent

statistic, des(σ). Chapter 1 is dedicated to providing some history and background

to the work presented in later chapters. Chapter 2 reviews permutations, nota-

tions and the study of several classic permutation statistics. It is interesting to

note that many surprising identities and connections to other areas of combina-

torics arise as we refine the descent statistic. In Chapter 3, we consider a more

refined pattern matching condition where we take into account conditions involving

the equivalence classes of the elements of a descent mod k for some integer k ≥ 2.

In general, when one includes parity conditions or conditions involving equivalence

mod k, then the problem of counting the number of pattern matchings becomes

more complicated. We then proceed to provide q-analogues to these findings and

present them in Chapter 4. In Chapter 5, we prove some results on patterns in

words. In particular we show that the generating functions for words embedding

specific patterns are rational functions. In fact we also develop a method to obtain

these generating functions using a finite state automaton. Thus, we can compare

generating functions for words embedding different patterns. Sometimes these gen-

erating functions are the same, so many bijective questions arise from this study.

xi



We will then review some work of Jeff Remmel and Anthony Mendes. In particular,

they were able to find generating functions which count occurrences of consecutive

sequences in a permutation or a word which matches a given pattern by exploiting

the combinatorics associated with symmetric functions. They were able to take the

generating function for the number of permutations which do not contain a cer-

tain pattern and give generating functions refining permutations by both the total

number of pattern matches and the number of non-overlapping pattern matches.

However, as a corollary, the generating function that they produced involved a

term counting the number of permutations that have consecutive overlapping pat-

terns at certain positions. We begin to enumerate these for permutations in S4

and S5 in Chapter 6. Lastly, we look at yet another generalization of the descent

statistic where we require the descent to be equal to a fixed value, k. Our results

in this area are presented in Chapter 7.
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1

Historical introduction

We will now provide a historical introduction to the remaining chapters of the

thesis. In particular, we will review previous results in these subjects and highlight

some of the main new results that will be presented. Most of the text found in

this historical introduction can also be found in the introduction to each chapter.

First we will review some work of Kitaev and Remmel. Given any sequence

σ = σ1 · · ·σn of distinct integers, we let red(σ) be the permutation that results by

replacing the ith largest integer that appears in the sequence σ by i. For example,

if σ = 2 7 5 4, then red(σ) = 1 4 3 2. Given a permutation τ in the symmetric

group Sj , we define a permutation σ = σ1 · · ·σn ∈ Sn to have a τ-match at place

i provided red(σi · · ·σi+j−1) = τ . Let τ -mch(σ) be the number of τ -matches in the

permutation σ. To prevent confusion, we note that a permutation not having a

τ -match is different than a permutation being τ -avoiding. A permutation is called

τ-avoiding if there are no indices i1 < · · · < ij such that red[σi1 · · ·σij ] = τ . For

example, if τ = 2 1 4 3, then the permutation 3 2 1 4 6 5 does not have a τ -match

but it does not avoid τ since red[2 1 6 5] = τ .

In the case where |τ | = 2, then τ -mch(σ) reduces to familiar permutation

statistics. That is, if σ = σ1 · · ·σn ∈ Sn, let Des(σ) = {i : σi > σi+1} and

Rise(σ) = {i : σi < σi+1}. Then it is easy to see that (2 1)-mch(σ) = des(σ) =

|Des(σ)| and (1 2)-mch(σ) = rise(σ) = |Rise(σ)|.

1



2

A number of recent publications have analyzed the distribution of τ -matches in

permutations. See, for example, [1, 2, 3]. A number of interesting results have been

proved. For example, let τ -nlap(σ) be the maximum number of non-overlapping

τ -matches in σ where two τ -matches are said to overlap if they contain any of the

same integers. Then Kitaev [2, 3] proved the following.

Theorem 1.1.

∑

n≥0

tn

n!

∑

σ∈Sn

xτ-nlap(σ) =
A(t)

(1− x) + x(1− t)A(t)
(1.1)

where A(t) =
∑

n≥0
tn

n!
|{σ ∈ Sn : τ -mch(σ) = 0}|.

In other words, if the exponential generating function for the number of permu-

tations in Sn without any τ -matches is known, then so is the exponential generating

function for the entire distribution of the statistic τ−nlap.

In Chapter 3, we generalize the work of Kitaev and Remmel and consider a

more refined pattern matching condition where we take into account conditions

involving equivalence mod k for some integer k ≥ 2. That is, suppose we fix k ≥ 2

and we are given some sequence of distinct integers τ = τ1 · · · τj . Then we say

that a permutation σ = σ1 · · ·σn ∈ Sn has a τ -k-equivalence match at place

i provided red(σi · · ·σi+j−1) = red(τ) and for all s ∈ {0, . . . , j − 1}, σi+s = τ1+s

mod k. For example, if τ = 1 2 and σ = 5 1 7 4 3 6 8 2, then σ has τ -matches

starting at positions 2, 5, and 6. However, if k = 2, then only the τ -match starting

at position 5 is a τ -2-equivalence match. Later, it will be explained that the τ -

match starting a position 2 is a (1 3)-2-equivalence match and the τ -match starting

a position 6 is a (2 4)-2-equivalence match. Let τ -k-emch(σ) be the number of

τ -k-equivalence matches in the permutation σ. Let τ -k-enlap(σ) be the maximum

number of non-overlapping τ -k-equivalence matches in σ where two τ -matches are

said to overlap if they contain any of the same integers.

More generally, if Υ is a set of sequences of distinct integers of length j, then

we say that a permutation σ = σ1 · · ·σn ∈ Sn has a Υ-k-equivalence match at
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place i provided there is a τ ∈ Υ such that red(σi · · ·σi+j−1) = red(τ) and for all

s ∈ {0, . . . , j − 1}, σi+s = τ1+s mod k. Let Υ-k-emch(σ) be the number of Υ-

k-equivalence matches in the permutation σ and Υ-k-enlap(σ) be the maximum

number of non-overlapping Υ-k-equivalence matches in σ.

Chapter 3, presents the study of the polynomials

Tτ,k,n(x) =
∑

σ∈Sn

xτ-k-emch(σ) =

n∑

s=0

T s
τ,k,nx

s and (1.2)

UΥ,k,n(x) =
∑

σ∈Sn

xΥ-k-emch(σ) =
n∑

s=0

Us
Υ,k,nx

s. (1.3)

In particular, we shall focus on certain special cases of these polynomials where

we consider only patterns of length 2. That is, fix k ≥ 2 and let Ak equal the set

of all sequences (a b) such that 1 ≤ a < b ≤ 2k where there is no lexicographically

smaller sequence x y having the property that x ≡ a mod k and y ≡ b mod k.

For example,

A4 = {1 2, 1 3, 1 4, 1 5, 2 3, 2 4, 2 5, 2 6, 3 4, 3 5, 3 6, 3 7, 4 5, 4 6, 4 7, 4 8}.

Let Dk = {b a : a b ∈ Ak} and Ek = Ak∪Dk. Thus Ek consists of all k-equivalence

patterns of length 2 that we could possibly consider. Note that if Υ = Ak, then

Υ-k-emch(σ) = rise(σ) and if Υ = Dk, then Υ-k-emch(σ) = des(σ).

Our goal is to give explicit formulas for the coefficients of T s
τ,k,n and Us

Υ,k,n.

First we will show that we can use inclusion-exclusion to find a formula for Us
Υ,k,n

for any Υ ⊂ Ek in terms of certain rook numbers of a sequence of boards asso-

ciated with Υ. While this approach is straightforward, it is unsatisfactory since

it reduces the computation of Us
Υ,k,n to another difficult problem: namely, com-

puting rook numbers for general boards. However, we can give two other more

direct formulas for the coefficients Us
Υ,k,n where Υ ⊆ Ak is a subset of the form

{(x1, y1), (x2, y2), . . . , (xt, yt)} where for all i, j yi ≡ yj mod k. That is, if we de-

fine y = min({y1, . . . , yt}) and α = |{xi : xi < y}|, then we shall show that for
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y − k ≤ j ≤ y − 1 and all s ≤ n such that kn + j > 0, we have

Us
Υ,k,kn+j

((k − 1)n + j)!

=

s∑

r=0

(−1)s−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

s− r

)

Γ(r, j, n) (1.4)

=
n−s∑

r=0

(−1)n−s−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

n− s− r

)

Ω(r, n) (1.5)

Γ(r, j, n) =
∏n−1

i=0 ((k − 1)n + r + j + 1− α− i(|Υ| − 1)) and

Ω(r, n) =
∏n−1

i=0 (r + α + i(|Υ| − 1)).

Furthermore, in the special case where Υ = {(1 k)}, our results will imply that

for all 0 ≤ s ≤ n and for all 0 ≤ j ≤ k − 1,

T s
(1 k),k,kn+j

((k − 1)n + j)!
(1.6)

=
1

((k − 1)n + j)!

n∑

r=s

(−1)r−s(kn + j − r)!

(
r

s

)

Sn+1,n+1−r

=
s∑

r=0

(−1)s−r((k − 1)n + j + r)n

(
(k − 1)n + j + r

r

)(
kn + j + 1

s− r

)

=

n−s∑

r=0

(−1)n−s−r(1 + r)n

(
(k − 1)n + j + r

r

)(
kn + j + 1

n− s− r

)

where Sn,k is the Stirling number of the second kind, i.e., Sn,k is the number of

partitions of an n-set into k parts. These formulas lead to interesting identities in

their own right. For example, from above, we see that for all k ≥ 2, 0 ≤ s ≤ n and

0 ≤ j ≤ k − 1,

s∑

r=0

(−1)s−r((k − 1)n + j + r)n

(
(k − 1)n + j + r

r

)(
kn + j + 1

s− r

)

=

n−s∑

r=0

(−1)n−s−r(1 + r)n

(
(k − 1)n + j + r

r

)(
kn + j + 1

n− s− r

)

.

The general problem of finding explicit expressions for the coefficients Us
Υ,k,n for

arbitrary Υ is open. However, Kitaev and Remmel [4, 5] have developed formulas
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for Us
Υ,k,n in certain other special cases. In particular, Kitaev and Remmel studied

permutation statistics which classified the descents of a permutation according to

whether either the first element or the second element of a descent pair is equivalent

to 0 mod k. In our language, they computed explicit formulas for Us
Υ,k,n where

either Υ = {b a : (b a) ∈ Dk & b ≡ 0 mod k} or Υ = {b a : (b a) ∈ Dk & a ≡ 0

mod k}. In this chapter, we shall generalize some of their results by deriving

explicit formulas for Us
Υ,k,n in the special cases where Υ is a subset of the form

{(x1, y1), (x2, y2), . . . , (xn, yn)} where for all i, j yi ≡ yj mod k and either Υ ⊆ Ak

or Υ ⊆ Dk.

Much of the work in Chapter 3 was later generalized by Hall and Remmel.

Following this, I collaborated with Hall and Remmel to generalize their results by

deriving some q-analogues of their formulas. All of these results are presented in

Chapter 4. We first begin with a review of their work.

As before, let Sn denote the set of permutations of the set [n] = {1, 2, . . . , n}.

Given subsets X, Y ⊆ N and a permutation σ ∈ Sn, let

DesX,Y (σ) = {i : σi > σi+1 & σi ∈ X & σi+1 ∈ Y }, and

desX,Y (σ) = |DesX,Y (σ)|.

If i ∈ DesX,Y (σ), then we call the pair (σi, σi+1) an (X, Y )-descent. For example,

if X = {2, 3, 5}, Y = {1, 3, 4}, and σ = 54213, then DesX,Y (σ) = {1, 3} and

desX,Y (σ) = 2.

For fixed n we define the polynomial

P X,Y
n (x) =

∑

s≥0

P X,Y
n,s xs :=

∑

σ∈Sn

xdesX,Y (σ). (1.7)

Thus the coefficient P X,Y
n,s is the number of σ ∈ Sn with exactly s (X, Y )-descents.

Again, note that with the correct choices of sets for X and Y , this coefficient

generalizes Us
Υ,k,n.

Hall and Remmel [6] gave direct combinatorial proofs of a pair of formulas for
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P X,Y
n,s . First of all, for any set A ⊆ N, let

An = A ∩ [n], and

Ac
n = (Ac)n = [n]− A.

Then Hall and Remmel [6] proved the following theorem.

Theorem 1.2.

P X,Y
n,s = |Xc

n|!
s∑

r=0

(−1)s−r

(
|Xc

n|+ r

r

)(
n + 1

s− r

)
∏

x∈Xn

(1 + r + αX,n,x + βY,n,x), (1.8)

and

P X,Y
n,s = |Xc

n|!

|Xn|−s
∑

r=0

(−1)|Xn|−s−r

(
|Xc

n|+ r

r

)(
n + 1

|Xn| − s− r

)
∏

x∈Xn

(r+βX,n,x−βY,n,x),

(1.9)

where for any set A and any j, 1 ≤ j ≤ n, we define

αA,n,j = |Ac ∩ {j + 1, j + 2, . . . , n}| = |{x : j < x ≤ n & x /∈ A}|, and

βA,n,j = |Ac ∩ {1, 2, . . . , j − 1}| = |{x : 1 ≤ x < j & x /∈ A}|.

Now we will present our generalizations of their work. There are two natural

approaches to finding q-analogues of (4.2) and (4.3). The first approach is to use q-

analogues of the simple recursions that are satisfied by the coefficients P X,Y
n,s . This

approach naturally leads us to recursively define of a pair of statistics statX,Y (σ)

and statX,Y (σ) on permutations σ so that if we define

P X,Y
n,s (q) =

∑

σ∈Sn,desX,Y (σ)=s

qstatX,Y (σ) (1.10)

and

P̄ X,Y
n,s (q) =

∑

σ∈Sn,desX,Y (σ)=s

qstatX,Y (σ), (1.11)

then we can prove the following formulas:

P X,Y
n,s (q)

[|Xc
n|]q!

= (1.12)

s∑

r=0

(−1)s−rq(
s−r
2 )

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

∏

x∈Xn

[1 + r + αX,n,x + βY,n,x]q
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and

P̄ X,Y
n,s (q)

[|Xc
n|]q!

= (1.13)

|Xn|−s
∑

r=0

q(
|Xn|−s−r

2 )

(−1)|Xn|−s−r

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

∏

x∈Xn

[r + βX,n,x − βY,n,x]q .

The second approach is to q-analogue the combinatorial proofs of (4.2) and (4.3).

We will see that this approach also works and leads to a more direct definition

of statX,Y (σ) and statX,Y (σ), involving generalizations of classical permutation

statistics such as inv and maj.

In Chapter 5, we move from the study of patterns in permutations to patterns

in words.

Let P be a set and consider the corresponding free monoid or Kleene closure

of all words over P :

P ∗ = {w = w1w2 . . . wℓ : n ≥ 0 and wi ∈ P for all i}.

Let exp (t(x− y)) be the empty word and for any w ∈ P ∗ we denote its cardinality

or length by |w|. Given w, w′ ∈ P ∗ we say that w′ is a factor of w if there are

words u, v with w = uw′v, where adjacency denotes concatenation. For example,

u = 322 is a factor of w = 12213221 starting with the fifth element of w. Factor

order on P ∗ is the partial order obtained by letting u ≤fo w if and only if there is

a factor w′ of w with u = w′.

Now suppose that we have a poset P = (P,≤). We define generalized factor

order (relative to P) on P ∗ by letting u ≤gfo w if there is a factor w′ of w such

that

(a) |u| = |w′|, and

(b) ui ≤ w′i for 1 ≤ i ≤ |u|.

We call w′ an embedding of u into w, and if the first element of w′ is the jth

element of w, we call j an embedding index of u into w. We also say that in this
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embedding ui is in position j + i − 1. To illustrate, suppose P = P, the positive

integers with the usual order relation. If u = 322 and w = 12213431 then u ≤gfo w

because of the embedding factor w′ = 343 which has embedding index 5, and the

two 2’s of u are in positions 6 and 7. Note that we obtain ordinary factor order by

taking P to be an antichain. Also, we will henceforth drop the subscript gfo since

context will make it clear what order relation is meant. Generalized factor order

is the focus of this chapter.

Returning to the case where P is an arbitrary set, let Z〈〈P 〉〉 be the algebra

of formal power series with integer coefficients and having the elements of P as

noncommuting variables. In other words,

Z〈〈P 〉〉 =

{

f =
∑

w∈P ∗

c(w)w : c(w) ∈ Z for all w

}

.

If f ∈ Z〈〈P 〉〉 has no constant term, i.e., c(exp (t(x− y))) = 0, then define

f ∗ = exp (t(x− y)) + f + f 2 + f 3 + · · · = (exp (t(x− y))− f)−1.

(We need the restriction on f to make sure that the sums are well defined as formal

power series.) We say that f is rational if it can be constructed from the elements

of P using only a finite number of applications of the algebra operations and the

star operation.

A language is any L ⊆ P ∗. It has an associated generating function

fL =
∑

w∈L

w.

The language L is regular if fL is rational.

Consider generalized factor order on P ∗ and fix a word u ∈ P ∗. There is a

corresponding language and generating function

F(u) = {w : w ≥ u} and F (u) =
∑

w≥u

w.

One of our main results is as follows.
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Theorem 1.3. If P = (P,≤) is a finite poset and u ∈ P ∗, then F (u) is rational.

This is an analogue of a result of Björner and Sagan [7] for generalized subword

order on P ∗. Generalized subword order is defined exactly like generalized factor

order except that w′ is only required to be a subword of w, i.e., the elements of w′

need not be consecutive in w.

We will demonstrate Theorem 5.1 by constructing a NFA accepting the lan-

guage for F (u). It is a well-known theorem that, for |P | finite, a language L ⊆ P ∗

is regular if and only if there is a NFA accepting L. (See, for example, the text

of Hopcroft and Ullman [8, Chapter 2].) In fact, the NFA still exists even if P

is infinite, suggesting that more can be said about the generating function in this

case.

We are particularly interested in the case of P = P with the usual order relation.

So P
∗ is just the set of compositions (ordered integer partitions). Given w =

w1w2 . . . wℓ ∈ P
∗, we define its norm to be

Σ(w) = w1 + w2 + · · ·+ wℓ.

Let t, x be commuting variables. Replacing each n ∈ w by txn we get an associated

monomial called the weight of w

wt(w) = t|w|xΣ(w).

For example, if w = 213221 then

wt(w) = tx2 · tx · tx3 · tx2 · tx2 · tx = t6x11.

We also have the associated weight generating function

F (u; t, x) =
∑

w≥u

wt(w).

Our NFA will demonstrate, via the transfer-matrix method, that this is also a

rational function of t and x. The details will be given in Section 5.3. Upon

computing F (u; t, x) we can find words u and v with u 6= v but F (u; t, x) =
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F (w; t, x) which we can view as a type of equivalence relation. In fact, we model

our notion of equivalence after Wilf equivalence, which is used in the theory of

pattern avoidance. We first present the notion of Wilf equivalence in pattern

avoidance.

Given a sequence of distinct numbers s = s1 · · · sn, we let red(s) denote the

permutation of Sn whose elements have the same relative order at s1 · · · sn. For

example, red(5276) = 2143. Then we say that a permutation σ = σ1 · · ·σm occurs

in permutation τ = τ1 · · · τn if there is a subsequence 1 ≤ i1 < · · · < im ≤ n such

that red(τi1 · · · τim) = σ. For example, if τ = 7 1 4 2 3 5 6, then 2 1 3 occurs in τ .

Notice that red(τ3τ4τ6) = 213.

We let Sn(σ) = |{τ ∈ Sn : τ avoids σ}|. Then, we say that σ, τ ∈ Sm are Wilf

equivalent if Sn(σ) = Sn(τ) for all n. See the survey article of Wilf [9] for more

information about this subject.

In our studies, we introduce a concept called Wilf equivalence as well. Call

u, w ∈ P
∗ Wilf equivalent if F (u; t, x) = F (v; t, x). When we mention Wilf equiv-

alence after this point, we will not be referring to the definition from the theory

of pattern avoidance. Section 5.4 is devoted to proving various Wilf equivalences.

Although these results were discovered by having a computer construct the cor-

responding generating functions, the proofs we give are purely combinatorial. In

the next two sections, we investigate a stronger notion of equivalence and compute

generating functions for two families of compositions.

Chapter 5 provides a nice transition back to the study of permutations in the

following way.

Suppose we define nlap(u, w) to be the maximum number of nonoverlapping

embeddings of u into w. Notice that the results of Chapter 5 give us a way to

compute a generating function involving the statistic nlap(u, w). Any word w

with nlap(u, w) = k for some k ≥ 1 can easily be factored into k words embedding

u as a suffix and a word avoiding u. Thus we obtain the following.

∑

w∈P∗

znlap(u,w)xΣwt|w| =
∑

n≥0

znS(u)nA(u) (1.14)
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So, the study of words in this fashion gives us a relatively easy way to compute

the generating function for the statistic nlap. We now turn to a way to try and

get a handle on the statistic mentioned before, τ -nlap(σ).

Remmel and Mendes proved Kitaev’s Theorem, 3.1, with an alternate approach.

We will not present the proof here, but it can be found in [10]. We will first

introduce some notation that was adopted by Remmel and Mendes and then will

state a corollary that was the impetus to the material in Chapter 6.

We now define a few auxiliary sets associated with a given permutation τ ∈ Sj .

For a permutation σ ∈ Sj , let

Mchτ (σ) = {i : red(σi+1 · · ·σi+j) = τ} and

Iτ = {1 ≤ i < j : there exist σ ∈ Sj+i such that Mchτ (σ) = {0, i}}.

One (or one’s computer) can find every element in the set Iτ for any τ ∈ Sj by

finding the set Mchτ (σ) for all σ ∈ Sj+i for i = 1, . . . , j − 1.

Let I∗τ be the set of all words with letters in the set Iτ . We let ǫ denote the

empty word. If w = w1 · · ·wn ∈ I∗τ is word with n-letters, we define

ℓ(w) = n,
∑

w =
n∑

i=1

wi, and ||w|| = j +
∑

w.

In the special case where w = ǫ, we let ℓ(w) = 0 and
∑

w = 0. Let

Aτ = {w ∈ I∗τ : ℓ(w) ≥ 2 and
∑

w < j} and

Bu,τ = {w1 · · ·wn ∈ I∗τ :
∑

w2 · · ·wn +
∑

u < j ≤
∑

w1 · · ·wn +
∑

u}

for each word u ∈ I∗τ with
∑

u < j.

To help understand these sets, see the examples presented in Chapter 6.

Form a new alphabet

Kτ = {u : u ∈ Iτ} ∪ {w : w ∈ Aτ}.

We let Ψ : K∗τ → I∗τ be the function such that Ψ(ǫ) = ǫ and Ψ(w1 · · ·wn) =

w1 . . . wn. For example, if τ = γ = 2 1 4 3 5 6 as above, then Ψ(5 22 2 2 5) = 522225.

Define J τ in the following manner.
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1. ǫ ∈ Jτ .

2. v ∈ J τ for all v ∈ Iτ .

3. If w1 · · ·wn ∈ J τ , then u w1 · · ·wn ∈ Jτ for all u ∈ Bw1,τ .

4. The only words in Jτ are the result of applying one of the above rules.

Take Jτ = Ψ(Jτ ).

The final set we would like to define is as follows. Let

P
τ
w = {σ ∈ S||w|| : Mchτ (σ) = {0, w1, w1 + w2, . . . , w1 + w2 + · · ·+ wn}}

and Pτ
ǫ = {τ}.

We will now make a key observation. Suppose that u = uk · · ·u1 ∈ Jτ and

Ψ(u) = w1 · · ·wn. Thus w = w1 · · ·wn ∈ Jτ . Now suppose that σ ∈ Pτ
w. Then

Mchτ (σ) = {0, w1, w1 + w2, . . . , w1 + w2 + · · ·+ wn}.

We can scan σ to discover that there are τ -matches at positions 1, 1+w1, 1+w1 +

w2, . . . , 1+w1+w2+· · ·+wn so that we can recover w1, . . . , wn from σ. In addition,

we claim that u can also be recovered. Let us now describe an algorithm which

does this.

Step 1. Set u1 = wn. (This must be the case since the only words of length

1 in Jτ are of the form v for v ∈ Iτ .)

Step s+1. Suppose that we have recovered u1, . . . , us, Ψ(us · · ·u1) = wb · · ·wn,

and Ψ(us) = wb · · ·wc where b ≤ c. It must be the case that wb + · · ·+wc = r

for some 1 ≤ r ≤ j−1. If wb−1 + r ≥ j, then set us+1 = wb−1. Otherwise, let

a be the unique integer such that 1 ≤ a < b− 1 such that wa + · · ·+ wc ≥ j,

but wa+1 + · · ·+ wc < j − 1 and set us+1 = wa · · ·wb−1. (In this latter case,

it follows from our definitions that wa · · ·wb−1 is the unique cofinal sequence

of w1 · · ·wb−1 such that wa · · ·wb−1 ∈ Bwb···wc,τ so that it must be the case

that us+1 = wa · · ·wb−1.)



13

Remmel and Mendes proved the following corollary when they proved Kitaev’s

formula using their methods. For any permutation τ ,

1 +
∞∑

n=1

tn

n!
|{σ ∈ Sn : τ -mch(σ) = 0}| =

1

1− t +
∑∞

n=2
tn

n!

∑

w∈Jτ ,||w||=n(−1)ℓ(w)|Pτ
w|

.

(1.15)

They noted that if the generating function for the number of permutations with-

out any τ -matches is known, then Theorem 3.1 is able to refine all permutations

of n by the maximum number of nonoverlapping τ -matches. However, Theorem

3.1 does not give any direct way to find the number of permutations without τ -

matches and, in general, it is difficult to count the number of permutations σ in Sn

with τ -mch(σ) = 0. However, (6.2) provides an alternative approach to finding the

number of permutations σ in Sn with τ -mch(σ) = 0. That is, instead of counting

the number of permutations in Sn with τ -mch(σ) = 0, we may try to understand

the sum on the right hand side of the statement of the corollary.

As an example of this phenomenon, suppose we wanted to find out more about

the maximum number of nonoverlapping τ -matches when τ = 1 3 2. The set Iτ

contains only the integer 2. This greatly simplifies matters since we have that

Jτ = I∗τ = {2}∗. Suppose that σ1 . . . σ2n+3 ∈ P τ
2n. Since there is τ -match starting

at position 2i + 1 for i = 0, . . . , n, it must be the case that σ2i+1 < σ2i+2, σ2i+3 for

i = 0, . . . , n. It follows that σ1 = 1 and σ3 = 2. It is not difficult to see that σ2 can

be any element of {3, . . . , 2n + 3} and that red(σ3 . . . σ2n+3) ∈ P τ
2n−1 if n ≥ 1. It

follows that |P τ
2n| = (2n + 1)|P τ

2n−1| if n ≥ 1. Since P τ
20 = 1, it follows by induction

that |P τ
2n| = (2n + 1)!! = (2n + 1)(2n − 1) · · ·3 · 1 for n ≥ 0. Thus, from 6.2, we

have that

∞∑

n=0

tn

n!
|{σ ∈ Sn : Mch132(σ) = ∅}| =

1

1− t +
∑∞

n=0(−1)n|P 132
2n | t2n+3

(2n+3)!

=
1

1− t +
∑∞

n=0(−1)n(
∏n

i=0(2i + 1)) t2n+3

(2n+3)!

=
1

1−
∫

exp(−t2/2)dt
.
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From Theorem 3.1, the generating function refining the permutations of n by the

maximum number of nonoverlapping τ -matches is equal to

(

1− tx + (x− 1)

∫

exp
(
−t2/2

)
dt

)−1

in the case τ = 1 3 2.

We begin to investigate
∑

w∈Jτ ,||w||=n(−1)ℓ(w)|Pτ
w| in an attempt to apply these

techniques for τ ∈ S4.

In Chapter 7, we will alter the descent statistic in another way. For example,

suppose we only wanted to count descents that drop by a fixed value, k. The mo-

tivation for this research actually came from a comment made at my advancement

talk by one of my committee members, Ramamohan Paturi. He noted that it was

similar to the problem posed in Chapter 3.

If we let

σ = 3 8 6 2 4 7 5 1,

we can see that Des(σ) = {2, 3, 4} and thus des(σ) = 3. We can see that descent

in the second position is from 8 to 6, and thus we would consider this a drop by 2,

or a 2-drop. In general, if σi− σi+1 = k > 0, then we call the descent at position i

a k-drop.

We can now try to enumerate permutations by the number of k-drops. To be

more rigorous, suppose we define, for k > 0,

Desk(σ) = {i|σi − σi+1 = k}

desk(σ) = |Desk(σ)|

Pn,k(x) =
∑

σ∈Sn

xdesk(σ) =
n−k∑

s=0

Pn,k,sx
s.

Chapter 7 begins the study of the coefficients Pn,k,s and also presents two q-

analogues of these coefficients as well.
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Permutation basics

2.1 What is a permutation?

A permutation is defined as an ordered list of distinguishable objects. Naturally,

you can assume your objects are the integers from 1 to n. For example,

σ = 2 4 5 7 3 1 6

is a permutation of the integers from 1 to 7.

However, we could also think of a permutation as a bijective mapping from a

set X onto itself. In our previous example where σ = 2 4 5 7 3 1 6, we can associate

a mapping f which maps the element i to the ith element of σ, σi. The associated

mapping in this example is

f(1) = 2 f(2) = 4 f(3) = 5 f(4) = 7

f(5) = 3 f(6) = 1 f(7) = 6
.

In this setting, we can construct a group, called a permutation group whose ele-

ments are permutations of a given set, where the group operation is composition

of these bijective mappings. We will define Sn to be the symmetric group on n

elements. In other words, for our previous example, σ ∈ S7.

There are several notations used when presenting permutations. We will de-

scribe two of them now. The first is the method that we used previously and will

15
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adopt from here on. We will not use other notations unless we explicitly make

mention of it.

2.1.1 One line notation

As we mentioned earlier, we can think of a permutation in Sn as a bijective

mapping from the set [n] := {1, . . . , n} onto itself. We will present a permutation

in one-line notation, σ = σ1σ2 . . . σn ∈ Sn if and only i is mapped to σi. So for

example, if σ = 1 5 4 2 3, then σ is the permutation that maps 1 to 1, 2 to 5, 3 to

4, 4 to 2, and 5 to 3.

2.1.2 Cycle notation

Another notation which is commonly used with permutations is cycle notation.

The idea with this notation is to repeatedly apply the bijective mapping to a

particular element to generate a cycle. For example, if we again let σ = 1 5 4 2 3

then we can observe that 2 maps to 5. If we now apply the mapping to 5, we see

that 5 maps to 3, which maps to 4, which maps to 2. So the progression of these

elements, namely (2, 5, 3, 4) is called a cycle. Also, note that 1 maps to 1, so we

consider (1) a cycle. Typically in cycle notation, cycles are ordered by increasing

minimal element. Thus, in cycle notation σ = (1)(2, 5, 3, 4).

2.1.3 Permutation statistics

We will now define some classical permutation statistics on a permutation σ

including: the descent statistic, des(σ), the major index statistic, maj(σ), the

inversion statistic, inv(σ), the rise statistic, ris(σ), the comajor index statistic,

comaj(σ) and the coinversion statistic, coinv(σ). We also define the descent set

of σ, Des(σ) and the rise set of σ, Ris(σ).

1. Des(σ) = {i|σi > σi+1}
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2. des(σ) = |Des(σ)|

3. maj(σ) =
∑

i∈Des(σ) i

4. inv(σ) =
∑

1≤i<j≤n χ(σi > σj), where χ(A) =







1 if A is true

0 if A is false

5. Ris(σ) = {i|σi < σi+1}

6. ris(σ) = |Ris(σ)|

7. comaj(σ) =
∑

i∈Ris(σ) i

8. coinv(σ) =
∑

1≤i<j≤n χ(σi < σj),

Here are some basic things to note about these statistics:

1. Ris(σ) ∪Des(σ) = {1, 2, . . . , n− 1}

2. ris(σ) + des(σ) = n− 1

3. maj(σ) + comaj(σ) = 1 + 2 + . . . + n− 1 =
(

n
2

)

4. inv(σ) + coinv(σ) =
(

n
2

)

For example, if σ = 6 3 2 1 5 4, then Des(σ) = {1, 2, 3, 5}, des(σ) = 4, maj(σ) =

1 + 2 + 3 + 5 = 11, and inv(σ) = 9.

We will go on to talk more about some generating functions and what is known

about some of these permutation statistics mentioned above with a focus on the

statistic des(σ). However, first we include a review of symmetric functions as they

will play a role in proving the generating function for des(σ).

2.2 The combinatorics of symmetric functions

We will be presenting a review of the symmetric functions from a purely combi-

natorial standpoint. The proofs for a variety of the statements made in this section

will be omitted.
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We first define an operation on a polynomial in N variables, P (x1, . . . , xN) in

the following way,

σP (x1, . . . , xN) = P (xσ1 , . . . , xσN
).

We are now able to define Λ(x) as the space of symmetric functions in variables

x1, . . . , xN . If for all σ ∈ Sn, σP (x1, . . . , xN) = P (x1, . . . , xN ), then P is symmetric.

We also define Λn(x) as the space of homogeneous symmetric polynomials of

degree n, n < N . For example, if N = 3, the polynomial

x1 + x2 + x3 + x2
1 + x2

2 + x2
3

is clearly symmetric but is not homogenous, because not all of the monomials are

of the same degree. It is clear though that we can take a polynomial and group

the monomials that occur by their degree. This means that

Λ(x) =
⊕

n

Λn(x).

We will now begin to examine several bases for Λn(x), starting with the most

basic. Suppose we have λ = (λ1, . . . , λk), where 0 < λ1 ≤ . . . ≤ λk, is a partition

of n, i.e., |λ| = λ1 + . . . + λk = n, written, λ ⊢ n.

2.2.1 The monomial symmetric functions

We define a monomial symmetric function,

mλ(x) =
∑

p1, . . . , pN

τ(p1, . . . , pN) = λ

xp1
1 . . . xpn

n ,

where τ(p1, . . . , pN) is the weakly increasing rearrangement of p1, . . . , pN . For

example,

m2,1(x) = x2
1x2 + x2

1x3 + x2
2x1 + x2

2x3 + x2
3x1 + x2

3x2.

Theorem 2.1. {mλ(x)|λ ⊢ n} is a basis for Λn(x).
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2.2.2 The elementary, homogeneous, power, and Schur sym-

metric functions

We will now define four other types of symmetric functions which we will even-

tually verify that they form a basis of Λn(x) as well. First we define,

H(t) =

N∏

i=1

1

1− txi
=
∑

n≥0

hn(x)tn

E(t) =

N∏

i=1

(1 + txi) =
∑

n≥0

en(x)tn.

This means that we have

hn(x) =
∑

1≤i1≤...≤in≤N

xi1 · · ·xin

en(x) =
∑

1≤i1<...<in≤N

xi1 · · ·xin .

If we also define, pn(x) = xn
1 + . . . + xn

N , we can now define the homogeneous,

elementary and power symmetric functions in the following way.

1. hλ(x) = hλ1(x) · · ·hλk
(x)

2. eλ(x) = eλ1(x) · · · eλk
(x)

3. pλ(x) = pλ1(x) · · ·pλk
(x)

We will also now define the Schur functions. Given a partition λ, we can

imagine filling the cells of the Ferrers diagram corresponding to λ with the rules:

1. the entries are weakly increasing in rows from left to right, and

2. the entries are strictly increasing in columns from bottom to top.

A Ferrers diagram with the prescribed filling is called a column strict tableaux of

shape λ. For each filling, T , we define the weight of T to be

w(T ) =
∏

i

x
# of occurences of i
i .
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For example, suppose T is the column strict tableaux shown in Figure 2.1, then

w(T ) = x4
1x

3
2x

3
3x

3
4x

2
5x

2
6.

1 1 1 1 2 5
2 2 3 3
3 4 4 5
4
6

6
T=

Figure 2.1: The tableaux, T .

We define the Schur function,

Sλ(x) =
∑

T∈CS(λ)

w(T ), (2.1)

where CS(λ) is the set of all column strict tableaux of shape λ.

We will now note several observations. First, note that S(n)(x) = hn(x) and

S1n(x) = en(x). Second, note that as defined in (2.1), Sλ(x) is not obviously

symmetric, but it can be shown that indeed it is.

Theorem 2.2. {hλ(x)|λ ⊢ n}, {eλ(x)|λ ⊢ n}, {pλ(x)|λ ⊢ n}, {Sλ(x)|λ ⊢ n} are

all bases of Λn(x).

We will start by proving that the elementary symmetric functions are indeed a

basis. First we will introduce some notation. Suppose we have {aλ(x)|λ ⊢ n}, and

{bλ(x)|λ ⊢ n} are bases of Λn(x). Then if we think of a row vector, < bλ(x) >λ⊢n,

we should be able to express this in terms of the a basis using a matrix. In other

words,

< bλ(x) >λ⊢n=< aλ(x) >λ⊢n M(a, b)

Thus,

bλ(x) =
∑

µ⊢n

aµ(x)M(a, b)µ,λ.

So, we will try to write the elementary symmetric functions as linear combinations

of the monomial symmetric functions, i.e.,

eλ(x) =
∑

µ⊢n

mµ(x)M(m, e)µ,λ.
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Table 2.1: How many times does a certain monomial appear in eλ?

x1x2 1 1 0

x1 1 0 0

x2
1x2 2 1 0

x1x2 1 1 0

x2 0 1 0

x1x
2
2 1 2 0

x1x2 1 1 0

x3 0 0 1

x1x2x3 1 1 1

x1x3 1 0 1

x1 1 0 0

x2
1x3 2 0 1

x1x3 1 0 1

x2 0 1 0

x1x2x3 1 1 1

x1x3 1 0 1

x3 0 0 1

x1x
2
3 1 0 2

x2x3 0 1 1

x1 1 0 0

x1x2x3 1 1 1

x2x3 0 1 1

x2 0 1 0

x2
2x3 0 2 1

x2x3 0 1 1

x3 0 0 1

x2x
2
3 0 1 2

To show this, we will look at an example. Suppose λ = {1, 2}, since eλ = e1 · e2,

we have that

e2 · e1 = (x1x2 + x1x3 + x2x3)(x1 + x2 + x3)

= x2
1x2 + x2

1x3 + x1x
2
2 + x2

2x3 + x1x
2
3 + x2x

2
3 + 3x1x2x3,

which we can see is equal to m2,1+3m1,1,1. However, we can construct the following

table, Table 2.1, to keep track of how many times a certain monomial appears in

eλ. As there are nine terms after we take the product of e1 and e2, we will look at

nine matrices which have a one in the ith row and jth column if xj shows up in eλi
.

If we multiply two of the elements involved in one of the nine products, we see that

this corresponds to summing the columns. In other words, the sum of the entries

in the ith column is the exponent corresponding to xi in the product. So we can

actually give a combinatorial interpretation to these coefficients. In particular,

eλ(x) |mµ(x)= eλ(x) |xµ1
1 ···x

µk
k

,
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where µ = (µ1 ≥ . . . ≥ µk > 0), which is the number of (0,1) valued k×N matrices

M such that the row sums of M are λ and the column sums are µ where k is the

number of parts of λ. Notice that in our example,

e2,1(x) |m1,1,1(x)= 3,

as there are three (0,1) valued 2× 3 matrices whose row sums are 2,1 and whose

column sums are 1,1,1.

We will now define a dominance order on partitions of n. Suppose we have two

partitions, λ = (λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0), and µ = (µ1 ≥ µ2 ≥ . . . ≥ µm ≥ 0). We

say that λ ≥D µ, or λ dominates µ if and only if for all j,

j
∑

i=1

λi ≥

j
∑

i=1

µi.

Notice that sometimes we will have two shapes that are incomparable by this

definition. Figure 2.2 shows the dominance order on partitions of 6.

> >
>

>

>

>

>

> >

Figure 2.2: The dominance order on partitions of 6.

A natural question to ask is “what is the largest µ, in dominance order, such

that eλ |mµ= eλ |xµ1
1 ···x

µk
k
6= 0?” Thinking in terms of (0,1)-valued matrices, you

would want to put the ones as far to the left as possible. Once this is done, the

partition obtained is λ′, called lambda conjugate. Thus, we have that

eλ |mµ 6= 0⇒ µ ≤D λ′.

It can also be shown that

λ ≤D µ⇔ µ′ ≤D λ′.
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We create some linear order of partitions of n, λ1, λ2, . . . λP (n) compatible with

≤D, meaning that if λi ≤D λj, then i < j. We can construct the change of basis

matrix, ‖M(m, e)µ,λ‖. It will look like the following:

λ1 λ2 . . . λP (n)

λ1 1

λ2 0 1
... 0 0 1

λP (n) 0 0 0 1

Most importantly, note that it is unit upper triangular, which means that it is

invertible. Thus, we could also write the monomial symmetric functions in terms

of the elementary symmetric functions. This shows that the elementary symmetric

functions are also a basis of Λn(x).

Recall that we had defined the following functions,

H(t) =

N∏

i=1

1

1− xit
=
∑

n≥0

hn(x)tn

E(t) =

N∏

i=1

(1 + xit) =
∑

n≥0

en(x)tn.

Just by this definition, we have the obvious identity that

H(t)E(−t) = 1.

By definition, this implies that

∑

n≥0

tn

(
n∑

k=0

hk(x)(−1)n−ken−k(x)

)

= 1.

In particular, for n > 0,

n∑

k=0

hk(x)(−1)n−ken−k(x) = 0. (2.2)
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In fact, this can be shown combinatorially as well. If we think of the homogenous

symmetric functions hk =
∑

T∈CS((k)) w(T ) and ek =
∑

S∈CS(1k) w(S), the above

equation becomes

n∑

k=0

(−1)n−k




∑

T∈CS((k))

w(T )








∑

S∈CS(1n−k)

w(S)



 = 0.

We can now think of summing over all pairs T ∈ CS((k)) and S ∈ CS(1n−k),

yielding
∑

(T,S)

(−1)|S|w(T )w(S) = 0.

We will now introduce a sign reversing involution on pairs of tableaux as follows.

If the largest element of T is larger than the top element of S, move this element

from T to the top of S to obtain T ′ and S ′. If the largest element of T is less than

or equal to the top element of S, move the top element from S to the end of T to

obtain T ′ and S ′. See Figure 2.3 for how this involution acts on an example. It is

also clearly sign reversing and an involution.

1 2 2 3 4

1
3
5
7

( , )

1
3
5( )1 2 2 3 4 7 ,

(T,S)=

(T’,S’)=

Figure 2.3: An involution on pairs of tableaux.
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Notice also that we can take (2.2) and solve the equation for either hn(x) or

en(x). Doing this we obtain

hn(x) =

n−1∑

k=0

hk(x)(−1)n−k−1en−k(x), and similarly,

(−1)nen(x) =

n∑

k=1

hk(x)(−1)n−k−1en−k(x), which implies

en(x) =

n−1∑

k=0

ek(x)(−1)n−k−1hn−k(x).

We notice that we have a type of symmetry between the es and hs. Moreover,

staring at the above equations, we see that we should be able to write en in terms

of the hs by induction. In other words, we know e1 = h1. So, by induction, for

i < n we can write ei in terms of the hs and thus using the above equation, we

can write en in terms of the hs; therefore eλ could also be written in terms of the

hs. We could have switched the roles of h and e in the above argument and would

have reached the conclusion that we could also write the hs in terms of the es.

We will now try to find a change of basis matrix such that

hλ(x) =
∑

µ⊢n

eµM(e, h)µ,λ.

However, before we do this, we will introduce brick tabloids.

2.2.3 Brick tabloids

First, we shall define a brick tabloid of type µ and shape λ. We think of filling

the Ferrers diagram of λ with bricks whose sizes are the components of µ in such

a way that

1. each brick lies entirely in a row, and

2. the bricks do not overlap.
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Figure 2.4: A brick tabloid of type µ and shape λ.

For example, suppose µ = (1, 1, 2, 2, 3) and λ = (4, 5). Figure 2.4 illustrates a

brick tabloid of type µ and shape λ.

We also define Bµ,λ as the number of brick tabloids of type µ and shape λ. For

any partition λ, l(λ) = the number of parts of λ.

Theorem 2.3.

M(e, h)µ,λ = M(h, e)µ,λ = (−1)n−l(λ)Bµ,λ

Proof. We want to write

hn(x) =
∑

µ⊢n

eµ(x)M(e, h)µ,(n) =

n−1∑

k=0

hk(x)(−1)n−k−1en−k(x)

=

n−1∑

k=0

(
∑

α⊢k

eα(x)M(e, h)α,(k))(−1)n−k−1en−k(x).

We will now introduce some notation. If j is a part of µ, then µ/j is the

partition that results by removing the part j from µ. If j is not a part of µ, then

M(e, h)µ/j,(n−j) = 0. We have that

M(e, h)µ,(n) =

n∑

j=1

(−1)j−1M(e, h)µ/j,(n−j). (2.3)

This is simply because, looking at the above equations, the only way you can get

something involving eµ, is if eα and en−k multiply to produce eµ. This happens

exactly when n − k is a part of µ. So we introduce j as the values of n − k and

sum over all possible j.

Also, if we suppose that λ = (λ1, λ2, . . . , λl) where l ≥ 2, and λ− = (λ2, . . . , λl),

on one hand, we have that

hλ(x) =
∑

µ⊢n

eµM(e, h)µ,λ.
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However, we also have that

hλ(x) = hλ1(x) · hλ−(x) = (
∑

α⊢λ1

eα(x)M(e, h)α,(λ1))(
∑

β⊢λ−

eβ(x)M(e, h)β,(λ−)).

This gives us that

M(e, h)µ,λ =
∑

α⊢λ1,β⊢λ−,α+β=µ

M(e, h)α,(λ1)M(e, h)β,λ− (2.4)

by the same reasoning as before.

You can see that we’ve developed two recursions for the coefficients, namely

(2.3) and (2.4).

We now shift our attention back to brick tabloids. We define the weight of a

brick in a brick tabloid to be w(b) = (−1)|b|−1. We extend this to define the weight

of a brick tabloid T of type µ to be

w(T ) =
∏

b∈T

w(b) =
∏

b∈T

(−1)|b|−1 = (−1)n−l(µ).

So, (−1)n−l(µ)Bµ,λ =
∑

T∈Bµ,λ
w(T ), where Bµ,λ is the set of brick tabloids of

type µ and shape λ.

We can, however classify the sum,

∑

T∈Bµ,(n)

w(T )

in several ways. First, we will classify the bricks tabloids by the size of their first

brick, j. Then the sum becomes

n∑

j=1

(−1)j−1χ(j is part of µ)
∑

T ′∈Bµ/j,(n−j)

w(T ′).

In other words, we have the recursion

(−1)n−l(µ)Bµ,(n) =

n∑

j=1

(−1)j−1(−1)n−j−l(µ/j)Bµ/j,(n−j). (2.5)
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We could also classify the sum
∑

T∈Bµ,λ

w(T )

by the filling in the first part of λ. Then the sum becomes

∑

T∈Bα,λ1
,T ′∈Bβ,λ− ,α+β=µ

w(T )w(T ′)

=
∑

T∈Bα,λ1
,T ′∈Bβ,λ− ,α+β=µ

(−1)|α|−l(λ1)Bα,λ1(−1)|β|−l(λ−)Bβ,λ−.

So we also have the following recursion:

(−1)n−l(λ)Bµ,λ =
∑

T∈Bα,λ1
,T ′∈Bβ,λ− ,α+β=µ

(−1)|α|−l(λ1)Bα,λ1(−1)|β|−l(λ−)Bβ,λ−. (2.6)

We notice that M(e, h)µ,λ and (−1)n−l(λ)Bµ,λ satisfy the same recursions, as (2.3)

and (2.5) are identical and (2.4) and (2.6) are as well. They are also completely

determined by these recursions.

Since we know h1(x) = e1(x), we have that

M(e, h)(1),(1) = 1 and also (−1)1−l((1))B(1),(1) = 1.

Thus we have that M(e, h)µ,λ = (−1)n−l(λ)Bµ,λ. It is the same argument to verify

that M(h, e)µ,λ = (−1)n−l(λ)Bµ,λ.

We have previously shown that {eλ(x)|λ ⊢ n} is a basis for Λn(x). This implies

that {1, e1(x), e2(x), . . .} generate the ring of symmetric polynomials. Here we do

not need to have a finite number of variables: x could be {x1, x2, . . .}.

2.2.4 Using ring homomorphisms in permutation enumer-

ation

We will define a ring homomorphism from
⊕∞

n=0 Λn(x) = Λ(x)→ Q [x]. It will

be defined on the elementary symmetric functions and we will define

ξ(en(x)) =
(1− x)n−1

n!
.
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Theorem 2.4.

n!ξ(hn(x)) =
∑

σ∈Sn

xdes(σ)

We will delay the proof of this theorem for a moment while we show what we

can prove with this theorem. If we assume the theorem,

ξ(H(t)) = ξ

(
∑

n≥0

hn(x)tn

)

=
∑

n≥0

ξ(hn)(x)tn

=
∑

n≥0

tn

n!

(
∑

σ∈Sn

xdes(σ)

)

On the other hand, remember that we have

H(t)E(−t) = 1 or H(t) =
1

E(−t)
.

So,

ξ(H(t)) = ξ

(
1

E(−t)

)

=
1

1 + ξ(en)(−t)n

=
1

1 +
∑

n≥1
(1−x)n−1

n!
(−t)n

=
1− x

1− x +
∑

n≥1
(1−x)n

n!
(−t)n

=
1− x

−x + e(x−1)t

Thus using this ring homomorphism we can get a generating function for the

permutation statistic, des(σ). Now we will prove the theorem.
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Proof.

n!ξ(hn(x)) = n!ξ

(
∑

µ⊢n

eµ(x)(−1)n−l(µ)Bµ,(n)

)

= n!
∑

µ⊢n

(−1)n−l(µ)Bµ,(n)ξ(eµ)(x)

= n!
∑

µ⊢n

(−1)n−l(µ)Bµ,(n)

l(µ)
∏

i=1

ξ(eµi
)(x)

= n!
∑

µ⊢n

(−1)n−l(µ)Bµ,(n)

l(µ)
∏

i=1

(1− x)µi−1

µi!
(x)

=
∑

µ⊢n

Bµ,(n)(x− 1)n−l(µ)

(
n

µ1, . . . , µl(µ)

)

(x)

We will now take this sum and interpret it combinatorially. We will construct a

set of objects O and we will interpret the sum as

∑

O∈O

w(O).

To describe these objects, we first will interpret the Bµ,(n) as a brick tabloid

of type µ and shape (n). We interpret the multinomial coefficient as filling the

bricks with the numbers {1, . . . , n} where inside a given brick, the numbers are

decreasing. We interpret the (x−1)n−l(µ) as weighting each cell of (n) except those

cells which are the last cell in a brick with either an x or a −1. We will assume

that the cells that are the last cell in a brick are weighted with a 1. The weight

of an object of this type is just the product of the weights of all the cells. For

example, if n = 9 and O is the object pictured in Figure 2.5, w(O) = (−1)3x3.

9 7 5 3 2 8 6 4 1

x −1 −1 −1x x

O=

Figure 2.5: An example of the object, O ∈ O.

We will now define a sign-reversing involution, I, on the objects in O. The

involution is the following: scan the brick tabloid from left to right until either
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1. you find a cell with a weight of (−1), in which case you split the brick in two

after this cell, which means we must change the weight of this cell to a 1 as

it is now the last cell of a brick, or

2. you see a decrease between bricks, in which case you merge them and weight

the last cell of the first brick with a (−1).

The involution is fairly simple, and it is clear that I2 is the identity and I is sign

reversing. Figure 2.6 shows how I acts on our previous example.

9 7 5 3 2 8 6 4 1

x −1 −1x x

9 7 5 3 2 8 6 4 1

x −1 −1 −1x x

I

Figure 2.6: Illustrating the involution, I.

What are the fixed points of the involution I? They must have the two following

properties.

1. There must be no cells weighted with a (−1).

2. There must be no decreases between bricks.

However, we can just think of the numbers inside the tabloid as a permutation,

and since each cell except the last cell of each brick is the position of a descent,

the exponent of x counts the number of descents. This proves the theorem.

2.3 Generating function for descents and Eulerian

polynomials

As shown above, we have the following generating function for descents.
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Table 2.2: The Eulerian numbers, En,k

1

1 1

1 4 1

1 11 11 1

1 26 66 26 1

1 57 302 302 57 1

1 120 1191 2416 1191 120 1

1 247 4293 15619 15619 4293 247 1

1 502 14608 88234 156190 88234 14608 502 1

1 1013 47840 455192 1310354 1310354 455192 47840 1013 1

Theorem 2.5.
∑

n≥0

tn

n!

(
∑

σ∈Sn

xdes(σ)

)

=
1− x

−x + e(x−1)t
.

The Eulerian polynomials En(x), are defined by the following

En(x) =
∑

σ∈Sn

xdes(σ).

Sometimes an alternate definition is given as En(x) =
∑

σ∈Sn
x1+des(σ).

Suppose En(x) =
∑

k=0,n−1 En,kx
k, we call the coefficients of these polynomials,

En,k, the Eulerian numbers. Table 2.2 is a table of the Eulerian numbers, En,k

where n is the row index and k + 1 is the column index.

Most of the analysis we will present in this thesis involves trying to produce

explicit formulas for coefficients similar to En,k, but counting a slightly modified

statistic rather than producing generating functions. To illustrate some of the

techniques that will be used, we will make mention of how we might be able to

prove the following known theorem that gives an explicit formula for the Eulerian

numbers.
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Theorem 2.6.

En,k =

k+1∑

i=0

(−1)i

(
n + 1

i

)

(k − i + 1)n.

Proof. In order to show that this formula for the Eulerian numbers is correct, we

will first derive some recursions for which the Eulerian numbers must satisfy. This

is fairly simple to do. Recall that En,k counts the number of permutations in

Sn having k descents. Suppose we were to build up a permutation in Sn with k

descents from a permutation in Sn−1. We could begin with a permutation in Sn−1

that has k descents and then insert n into this permutation somewhere that will

not create a new descent. There are exactly k + 1 of these positions, namely the

positions between existing descents and the position at the end of the permutation,

thus there is a contribution of (k + 1)En−1,k to En,k. However, we could have also

begun with a permutation in Sn−1 that has k − 1 descents and then insert n into

this permutation somewhere that will create a new descent. There are exactly

(n− k) of these positions, namely those positions which are not between existing

descents or at the end as there are n − (k − 1) − 1 = n − k such positions, thus

there is also a contribution of (n − k)En−1,k−1 to En,k. Hence we have that the

Eulerian numbers satisfy the following recursion.

En,k = (k + 1)En−1,k + (n− k)En−1,k−1.

If we were able to show that the proposed formula satisfies this recursion, we could

construct an inductive argument that would verify the theorem. It is not a simple

exercise in this particular example, and is thus omitted. However, we will be using

such arguments to prove explicit formulas in the latter chapters, so it is good

discussion nonetheless.
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Enumerating descents with

specified equivalence classes

3.1 Introduction

Given any sequence σ = σ1 · · ·σn of distinct integers, we let red(σ) be the

permutation that results by replacing the ith largest integer that appears in the

sequence σ by i. For example, if σ = 2 7 5 4, then red(σ) = 1 4 3 2. Given a

permutation τ in the symmetric group Sj, we define a permutation σ = σ1 · · ·σn ∈

Sn to have a τ-match at place i provided red(σi · · ·σi+j−1) = τ . Let τ -mch(σ)

be the number of τ -matches in the permutation σ. To prevent confusion, we note

that a permutation not having a τ -match is different than a permutation being τ -

avoiding. A permutation is called τ-avoiding if there are no indices i1 < · · · < ij

such that red[σi1 · · ·σij ] = τ . For example, if τ = 2 1 4 3, then the permutation

3 2 1 4 6 5 does not have a τ -match but it does not avoid τ since red[2 1 6 5] = τ .

In the case where |τ | = 2, then τ -mch(σ) reduces to familiar permutation

statistics. That is, if σ = σ1 · · ·σn ∈ Sn, let Des(σ) = {i : σi > σi+1} and

Rise(σ) = {i : σi < σi+1}. Then it is easy to see that (2 1)-mch(σ) = des(σ) =

|Des(σ)| and (1 2)-mch(σ) = rise(σ) = |Rise(σ)|.

A number of recent publications have analyzed the distribution of τ -matches in

34



35

permutations. See, for example, [1, 2, 3]. A number of interesting results have been

proved. For example, let τ -nlap(σ) be the maximum number of non-overlapping

τ -matches in σ where two τ -matches are said to overlap if they contain any of the

same integers. Then Kitaev [2, 3] proved the following.

Theorem 3.1.

∑

n≥0

tn

n!

∑

σ∈Sn

xτ-nlap(σ) =
A(t)

(1− x) + x(1− t)A(t)
(3.1)

where A(t) =
∑

n≥0
tn

n!
|{σ ∈ Sn : τ -mch(σ) = 0}|.

In other words, if the exponential generating function for the number of permu-

tations in Sn without any τ -matches is known, then so is the exponential generating

function for the entire distribution of the statistic τ−nlap.

In this chapter, we consider a more refined pattern matching condition where

we take into account conditions involving equivalence mod k for some integer k ≥ 2.

That is, suppose we fix k ≥ 2 and we are given some sequence of distinct integers

τ = τ1 · · · τj . Then we say that a permutation σ = σ1 · · ·σn ∈ Sn has a τ -k-

equivalence match at place i provided red(σi · · ·σi+j−1) = red(τ) and for all s ∈

{0, . . . , j−1}, σi+s = τ1+s mod k. For example, if τ = 1 2 and σ = 5 1 7 4 3 6 8 2,

then σ has τ -matches starting at positions 2, 5, and 6. However, if k = 2, then

only the τ -match starting at position 5 is a τ -2-equivalence match. Later, it will be

explained that the τ -match starting a position 2 is a (1 3)-2-equivalence match and

the τ -match starting a position 6 is a (2 4)-2-equivalence match. Let τ -k-emch(σ)

be the number of τ -k-equivalence matches in the permutation σ. Let τ -k-enlap(σ)

be the maximum number of non-overlapping τ -k-equivalence matches in σ where

two τ -matches are said to overlap if they contain any of the same integers.

More generally, if Υ is a set of sequences of distinct integers of length j, then

we say that a permutation σ = σ1 · · ·σn ∈ Sn has a Υ-k-equivalence match at

place i provided there is a τ ∈ Υ such that red(σi · · ·σi+j−1) = red(τ) and for all

s ∈ {0, . . . , j − 1}, σi+s = τ1+s mod k. Let Υ-k-emch(σ) be the number of Υ-
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k-equivalence matches in the permutation σ and Υ-k-enlap(σ) be the maximum

number of non-overlapping Υ-k-equivalence matches in σ.

In this chapter, we shall begin the study of the polynomials

Tτ,k,n(x) =
∑

σ∈Sn

xτ-k-emch(σ) =
n∑

s=0

T s
τ,k,nx

s and (3.2)

UΥ,k,n(x) =
∑

σ∈Sn

xΥ-k-emch(σ) =
n∑

s=0

Us
Υ,k,nx

s. (3.3)

In particular, we shall focus on certain special cases of these polynomials where

we consider only patterns of length 2. That is, fix k ≥ 2 and let Ak equal the set

of all sequences (a b) such that 1 ≤ a < b ≤ 2k where there is no lexicographically

smaller sequence x y having the property that x ≡ a mod k and y ≡ b mod k.

For example,

A4 = {1 2, 1 3, 1 4, 1 5, 2 3, 2 4, 2 5, 2 6, 3 4, 3 5, 3 6, 3 7, 4 5, 4 6, 4 7, 4 8}.

Let Dk = {b a : a b ∈ Ak} and Ek = Ak∪Dk. Thus Ek consists of all k-equivalence

patterns of length 2 that we could possibly consider. Note that if Υ = Ak, then

Υ-k-emch(σ) = rise(σ) and if Υ = Dk, then Υ-k-emch(σ) = des(σ).

Our goal is to give explicit formulas for the coefficients of T s
τ,k,n and Us

Υ,k,n.

First we shall show that we can use inclusion-exclusion to find a formula for Us
Υ,k,n

for any Υ ⊂ Ek in terms of certain rook numbers of a sequence of boards asso-

ciated with Υ. While this approach is straightforward, it is unsatisfactory since

it reduces the computation of Us
Υ,k,n to another difficult problem, namely, com-

puting rook numbers for general boards. However, we can give two other more

direct formulas for the coefficients Us
Υ,k,n where Υ ⊆ Ak is a subset of the form

{(x1, y1), (x2, y2), . . . , (xt, yt)} where for all i, j yi ≡ yj mod k. That is, if we de-

fine y = min({y1, . . . , yt}) and α = |{xi : xi < y}|, then we shall show that for
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y − k ≤ j ≤ y − 1 and all s ≤ n such that kn + j > 0, we have

Us
Υ,k,kn+j

((k − 1)n + j)!

=

s∑

r=0

(−1)s−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

s− r

)

Γ(r, j, n) (3.4)

=
n−s∑

r=0

(−1)n−s−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

n− s− r

)

Ω(r, n) (3.5)

Γ(r, j, n) =
∏n−1

i=0 ((k − 1)n + r + j + 1− α− i(|Υ| − 1)) and

Ω(r, n) =
∏n−1

i=0 (r + α + i(|Υ| − 1)).

Furthermore, in the special case where Υ = {(1 k)}, our results will imply that

for all 0 ≤ s ≤ n and for all 0 ≤ j ≤ k − 1,

T s
(1 k),k,kn+j

((k − 1)n + j)!
(3.6)

=
1

((k − 1)n + j)!

n∑

r=s

(−1)r−s(kn + j − r)!

(
r

s

)

Sn+1,n+1−r

=
s∑

r=0

(−1)s−r((k − 1)n + j + r)n

(
(k − 1)n + j + r

r

)(
kn + j + 1

s− r

)

=

n−s∑

r=0

(−1)n−s−r(1 + r)n

(
(k − 1)n + j + r

r

)(
kn + j + 1

n− s− r

)

where Sn,k is the Stirling number of the second kind, i.e., Sn,k is the number of

partitions of an n-set into k parts. These formulas lead to interesting identities in

their own right. For example, from above, we see that for all k ≥ 2, 0 ≤ s ≤ n and

0 ≤ j ≤ k − 1,

s∑

r=0

(−1)s−r((k − 1)n + j + r)n

(
(k − 1)n + j + r

r

)(
kn + j + 1

s− r

)

=

n−s∑

r=0

(−1)n−s−r(1 + r)n

(
(k − 1)n + j + r

r

)(
kn + j + 1

n− s− r

)

.

The general problem of finding explicit expressions for the coefficients Us
Υ,k,n for

arbitrary Υ is open. However, Kitaev and Remmel [4, 5] have developed formulas
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for Us
Υ,k,n in certain other special cases. In particular, Kitaev and Remmel studied

permutation statistics which classified the descents of a permutation according to

whether either the first element or the second element of a descent pair is equivalent

to 0 mod k. In our language, they computed explicit formulas for Us
Υ,k,n where

either Υ = {b a : (b a) ∈ Dk & b ≡ 0 mod k} or Υ = {b a : (b a) ∈ Dk & a ≡ 0

mod k}. In this chapter, we shall generalize some of their results by deriving

explicit formulas for Us
Υ,k,n in the special cases where Υ is a subset of the form

{(x1, y1), (x2, y2), . . . , (xn, yn)} where for all i, j yi ≡ yj mod k and either Υ ⊆ Ak

or Υ ⊆ Dk.

The outline of this chapter is as follows. In Section 3.2, we shall discuss some

of the previous results of Kitaev and Remmel [4, 5] and give some examples of the

polynomials Tτ,k,n(x). In Section 3.3, we will show how to one can use inclusion-

exclusion to derive an UΥ,k,n(x) in terms of certain rook numbers. In Section

3.4, we shall prove formulas in the case where Υ consists of a sequences of pairs

{(x1, y1), . . . , (xt, yt)} ⊆ Ak such that for all i and j, yi = yj mod k using simple

recursions. Finally in Section 3.5, we will present some simple combinatorial and

bijective proofs of some of our results. We will also make a few comments about

the problem of finding UΥ,k,n(x) for arbitrary Υ.

Note that using the bijection which sends each permutation σ = σ1 · · ·σn to

its reverse, σr = σn · · · , σ1, one can show that the same formulas hold for Υr =

{(y1, x1), . . . , (yt, xt)} ⊆ Dk.

3.2 Previous results and examples

In this section, we shall state some previous results and give some examples of

the polynomials Tτ,k,n(x) and UΥ,k,n(x). As mentioned in the introduction, Kitaev

and Remmel [4, 5] found explicit formulas for the coefficients Us
Υ,k,n in certain

special cases. In particular, they studied descents according to the equivalence

class mod k of either the first or second element in a descent pair. That is, for

any set X ⊆ {0, 1, 2, . . .}, define
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•
←−−
DesX(σ) = {i : σi > σi+1 & σi ∈ X} and

←−
desX(σ) = |

←−−
DesX(σ)|

•
−−→
DesX(σ) = {i : σi > σi+1 & σi+1 ∈ X} and

−→
desX(σ) = |

−−→
DesX(σ)|

In [4], Kitaev and Remmel studied the following polynomials.

1. Rn(x) =
∑

σ∈Sn
x
←−
desE(σ) =

∑n
k=0 Rk,nx

k,

2. Pn(x, z) =
∑

σ∈Sn
x
−→
desE(σ)zχ(σ1∈E) =

∑n
k=0

∑1
j=0 Pj,k,nz

jxk

3. Mn(x) =
∑

σ∈Sn
x
←−
desO(σ) =

∑n
k=0 Mk,nx

k, and

4. Qn(x, z) =
∑

σ∈Sn
x
−→
desO(σ)zχ(σ1∈O) =

∑n
k=0

∑1
j=0 Qj,k,nz

jxk.

where E = {0, 2, 4, . . . , } is the set of even numbers, O = {1, 3, 5, . . .} is the set

of odd numbers, and for any statement A, we let χ(A) = 1 is A is true and

χ(A) = 0 if A is false. Thus, for example, in our language, Rn(x) = UΥ,2,n(x)

where Υ = {2 1, 4 2} and Pn(x, 1) = UΥ,2,n(x) where Υ = {3 2, 4 2}. In this case,

there are some surprisingly simple formulas for the coefficients of this polynomials.

For example, Kitaev and Remmel [4] proved the following.

Theorem 3.2.

Rk,2n =

(
n

k

)2

(n!)2,

Rk,2n+1 = (k + 1)

(
n

k + 1

)2

(n!)2 + (2n + 1− k)

(
n

k

)2

(n!)2

=
1

k + 1

(
n

k

)2

((n + 1)!)2,

P1,k,2n =

(
n− 1

k

)(
n

k + 1

)

(n!)2,

P0,k,2n =

(
n− 1

k

)(
n

k

)

(n!)2,

P0,k,2n+1 = (k + 1)

(
n

k

)(
n + 1

k + 1

)

(n!)2 = (n + 1)

(
n

k

)2

(n!)2, and

P0,k,2n+1 =

(
n

k

)

(n!)2

(

n

(
n− 1

k

)

+ (k + 1)

(
n

k

))

.
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In [5], Kitaev and Remmel studied the polynomials

1. A
(k)
n (x) =

∑

σ∈Sn
x
←−
deskN (σ) =

∑⌊n
k
⌋

j=0 A
(k)
j,nxj and

2. B
(k)
n (x, z) =

∑

σ∈Sn
x
−→
deskN (σ)zχ(σ1∈kN) =

∑⌊n
k
⌋

j=0

∑1
i=0 B

(k)
i,j,nz

ixj .

where kN = {0, k, 2k, . . .}. Again both A
(k)
n (x) and B

(k)
n (x, z) are special cases

of UΥ,k,n(x). When k ≥ 2, the formulas for A
(k)
n (x) and B

(k)
n (x, z) become more

complicated. Nevertheless, certain nice formulas arise. For example, Kitaev and

Remmel [5] proved the following.

Theorem 3.3. For all 0 ≤ j ≤ k − 1 and all n ≥ 0, we have

A
(k)
s,kn+j

((k − 1)n + j)!

=

s∑

r=0

(−1)s−r

(
(k − 1)n + j + r

r

)(
kn + j + 1

s− r

) n−1∏

i=0

(r + 1 + j + (k − 1)i)

=

n−s∑

r=0

(−1)n−s−r

(
(k − 1)n + j + r

r

)(
kn + j + 1

n− s− r

) n∏

i=1

(r + (k − 1)i)

In general, when one includes parity conditions or conditions involving equiva-

lence mod k, then the problem of counting the number of pattern matchings become

more complicated. For example, if τ = 2 1, then the number of permutations of

Sn with no τ -matches is 1 since the only permutation of Sn with no (2 1)-matches

is the identity permutation 1 2 · · · n− 1 n. However, according to Theorem 3.2,

the number of permutations of Sm with no {(2 1), (4 2)}-2-equivalences matches

is (n!)2 if m = 2n and is ((n + 1)!)2 if m = 2n + 1. Similarly, the analogue of

the Kitaev’s result (3.1) fails to hold in general. For example, in the case where

k = 2 and τ = 1 2, then (3.6) implies that for n ≥ 1, T 0
(1 2),2,2n = nn(n!) and

T 0
(1 2),2,2n+1 = (n + 1)n((n + 1)!), then

A(t) =
∑

n≥0

tn

n!
|{σ ∈ Sn : (1 2)-2-emch(σ) = 0}|

= 1 +
∑

n≥1

t2n

(2n)!
nn(n!) +

∑

n≥0

t2n+1

(2n + 1)!
(n + 1)n(n + 1)!.
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Moreover for any σ ∈ Sn, (1 2)-2-emch(σ) = (1 2)-2-enlap(σ). But is easy to check

that
∑

n≥0

tn

n!

∑

σ∈Sn

x(1 2)-2-emch(σ) 6=
A(t)

(1− x) + x(1− t)A(t)
.

Next we give some examples of our polynomials. Table 3.1 lists T(ab),k,n(x) for

all possible values of a and b where k = 3 and 2 ≤ n ≤ 7. Glancing at these values,

certain things become apparent. First, observe that for each of these polynomials

all the coefficients are divisible by the coefficient of the highest power of x appearing

in the polynomial. Second, one can observe that polynomials T(ab),3,n(x) depend

only on b. Finally, one can also observe that for any given n, the function T(ab),k,n(x)

takes at most three distinct values. For example, when n = 5, one can see that all

the polynomials T(ab),3,5(x) are equal to one of T(12),3,5(x), T(13),3,5(x), or T(36),3,5(x)

and that these three polynomials are distinct. All of these facts are true in general

for any k and n since they follow from our closed forms for T(ab),k,n(x).
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Table 3.1: Some select values of T(ab),k,n(x)

T(12),3,2(x) = 1 + x T(13),3,2(x) = 2 T(14),3,2(x) = 2

T(12),3,3(x) = 4 + 2x T(13),3,3(x) = 4 + 2x T(14),3,3(x) = 6

T(12),3,4(x) = 18 + 6x T(13),3,4(x) = 18 + 6x T(14),3,4(x) = 18 + 6x

T(12),3,5(x) = 54 + 60x + 6x
2

T(13),3,5(x) = 96 + 24x T(14),3,5(x) = 96 + 24x

T(12),3,6(x) = 384 + 312x + 24x
2

T(13),3,6(x) = 384 + 312x + 24x
2

T(14),3,6(x) = 600 + 120x

T(12),3,7(x) = 3000 + 1920x + 120x
2

T(13),3,7(x) = 3000 + 1920x + 120x
2

T(14),3,7(x) = 3000 + 1920x + 120x
2

T(23),3,2(x) = 2 T(24),3,2(x) = 2 T(25),3,2(x) = 2

T(23),3,3(x) = 4 + 2x T(24),3,3(x) = 6 T(25),3,3(x) = 6

T(23),3,4(x) = 18 + 6x T(24),3,4(x) = 18 + 6x T(25),3,4(x) = 24

T(23),3,5(x) = 96 + 24x T(24),3,5(x) = 96 + 24x T(25),3,5(x) = 96 + 24x

T(23),3,6(x) = 384 + 312x + 24x
2

T(24),3,6(x) = 600 + 120x T(25),3,6(x) = 600 + 120x

T(23),3,7(x) = 3000 + 1920x + 120x
2

T(24),3,7(x) = 3000 + 1920x + 120x
2

T(25),3,7(x) = 4320 + 720x

T(34),3,2(x) = 2 T(35),3,2(x) = 2 T(36),3,2(x) = 2

T(34),3,3(x) = 6 T(35),3,3(x) = 6 T(36),3,3(x) = 6

T(34),3,4(x) = 18 + 6x T(35),3,4(x) = 24 T(36),3,4(x) = 24

T(34),3,5(x) = 96 + 24x T(35),3,5(x) = 96 + 24x T(36),3,5(x) = 120

T(34),3,6(x) = 600 + 120x T(35),3,6(x) = 600 + 120x T(36),3,6(x) = 600 + 120x

T(34),3,7(x) = 3000 + 1920x + 120x
2

T(35),3,7(x) = 4320 + 720x T(36),3,7(x) = 4320 + 720x

3.3 Finding the coefficients for UΥ,k,n(x) by

inclusion-exclusion

In this section, we shall show how we can use inclusion-exclusion to obtain an

expression for UΥ,k,n(x) for any Υ ⊂ Ek. The idea is as follows. Suppose that

we fix k and Υ ⊆ Ek. Given any two element sequence ab ∈ Ek, we shall write

ab ≅ xy mod k if (i) x ≡ a mod k, (ii) y ≡ b mod k, (iii) a < b implies x < y,

and (iv) a > b implies x > y. Then for each n ≥ 1, we let Υn = {xy : 1 ≤ x, y ≤

n & xy ≅ ab mod k where (ab) ∈ Υ}. For each xy ∈ Υn, we let Cxy,n equal the

set of all σ = σ1 · · ·σn ∈ Sn such that there exist an 1 ≤ i < n such that σi = x

and σi+1 = y. Given σ ∈ Sn, we define PrΥ,n(σ), the property set of σ relative to

Υ, to be the set of all xy ∈ Υn such that σ ∈ Cxy,n. Then we define the following.
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1. For each T ⊆ Υn, let E=T,Υ,n = {σ ∈ Sn : PrΥ,n(σ) = T} and βT,Υ,n =

|E=T,Υ,n|.

2. For each T ⊆ Υn, let E⊇T,Υ,n = {σ ∈ Sn : PrΥ,n(σ) ⊇ T} and αT,Υ,n =

|E⊇T,Υ,n|.

3. For each r ≥ 0, let βr,Υ,n =
∑

S⊆Υn,|S|=r βS,Υ,n and αr,Υ,n =
∑

S⊆Υn,|S|=r αS,Υ,n.

It is an easy consequence of the inclusion-exclusion principle that
∑

t≥0

βt,Υ,nxt =
∑

t≥0

αt,Υ,n(x− 1)t. (3.7)

It is also easy to see from our definitions that
∑

t≥0

βt,Υ,nxt = UΥ,k,n(x). (3.8)

Thus we get an expression for UΥ,k,n(x) by calculating the RHS of (3.7).

Next we observe that it is easy to compute αT,Υ,n. We say that T ⊆ Υn is consis-

tent if there do not exist distinct ab and cd in T such that either a = c or b = d. For

example, if k = 4 and Υ = {12, 34, 32, 46}, then Υ7 = {12, 16, 56, 34, 32, 72, 76, 46}.

Then T1 = {12, 16, 34} and T2 = {12, 32, 76} are not consistent while T3 =

{12, 34, 46} is consistent. First we claim that if T is consistent, then αT,Υ,n =

(n − |T |)!. That is, we need to construct E⊇T,Υ,n which consists of all permuta-

tions σ ∈ Sn such that each pattern in T occurs consecutively in σ. We do this

by first constructing the maximal blocks of elements of {1, . . . , n} where xy occurs

consecutively in a block if and only if xy ∈ T . For example, if n = 7 and T = T3

as given above, then the maximal blocks constructed from T are 12, 346, 5 and 7.

Then it is easy to see that any permutation of the maximal blocks constructed from

T corresponds to a permutation σ ∈ E⊇T,Υ,n. For example, the permutation of the

maximal blocks 346 5 12 7 corresponds to the permutation 3 4 6 5 1 2 7 ∈ E⊇T3,Υ,7.

Now it is easy to see that the number of maximal blocks of {1, . . . , n} constructed

from T is n − |T |. Thus αT,Υ,n = |E⊇T,Υ,n| = (n − |T |)!. Of course, if T is in-

consistent, there is no permutation σ ∈ Sn such that all the sequences in T occur

consecutively in σ. In this situation, αT,Υ,n = 0.
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Thus to compute αt,Υ,n, we need only count the number of consistent subsets

of size t in Υn. We can think of this problems as counting the number of rook

placements of size t in a certain board associated with Υn. That is, given Υn,

let BΥ,n be the set of all (x, y) such that xy ∈ Υn. For example, if k = 4 and

Υ = {12, 34, 32, 46} so that Υ7 = {12, 16, 56, 34, 32, 72, 76, 46}, then BΥ,7 consists

of the shaded cells on the board pictured in Figure 3.1.

1

3

4

5

7

2 4 6

Figure 3.1: The board BΥ,7.

Given any board B ⊆ {1, . . . , n} × {1, . . . , n}, we let rk(B) denote the number

of placements of k rooks in B such that no two rooks lie in the same row or the

same column. It is then easy to see that number of consistent subsets of size t in

Υn equals rt(BΥ,n) and thus, αt,Υ,n = (n− t)!rt(BΥ,n). It follows that

UΥ,k,n(x) =
∑

t≥0

βt,Υ,nxt =
∑

t≥0

αt,Υ,n(x− 1)t

=
∑

t≥0

(n− t)!rt(BΥ,n)
t∑

s=0

(−1)t−s

(
t

s

)

xs

=
∑

s≥0

xs
n∑

t=s

(n− t)!(−1)t−s

(
t

s

)

rt(BΥ,n). (3.9)

The problem with the formula in (3.9) is that we obtain an expression for

the coefficients of UΥ,k,n(x) in terms of the numbers rt(BΥ,n) which are not easy

to compute in general. There are however some special cases of (3.9) where the
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numbers rt(BΥ,n) are familiar. That is, suppose Υ = {(1k)}. Then it is easy to

see that BΥ,kn+j consists of the set of cells {(1 + ik, jk) : 0 ≤ i < j ≤ n}. For

example, if k = 3 and Υ = {(13)}, then BΥ,12 consists of the shaded cells on the

board pictured in Figure 3.2.

1

4

7

10

3 6 9 12

Figure 3.2: The board B{13},12.

It is well known that the Stirling number of the second kind, Sn+1,k, is the

number of placements of n + 1 − k rooks on the staircase board, consisting of

columns of heights 0, 1, . . . , n reading from right to left, so that no two rooks lie

in the same row or column. It then easily follows that

T s
(1k),k,kn+j = Us

{(1k)},k,kn+j =

n∑

r=s

(−1)r−s

(
r

s

)

(kn + j − r)!Sn+1,n+1−r. (3.10)

Another case that involves the Stirling numbers is when Υ = Dk. As pointed

out in the introduction, in that case, Υ-k-emch(σ) = des(σ). In this case the

board the BΥ,n equals {(j, i) : 0 ≤ i < j ≤ n} which is equivalent to a staircase

board with column heights 0, 1, . . . , n− 1.

It is also well known that the Eulerian number Em,n counts the number of

permutations in Sm that have exactly n descents. Thus we can derive the following

formula for the Eulerian numbers in terms of the Stirling numbers.

En,s = Us
Ak,k,n(x) =

n∑

r=s

(−1)r−s

(
r

s

)

(n− r)!Sn,n−r. (3.11)

In some other cases, we have been able to derive formulas that involve sums

over products of Stirling numbers. For example, if k = 4 and Υ = {13, 24} so that
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Υ12 = {13, 17, 1 11, 57, 5 11, 9 11, 24, 28, 2 12, 68, 6 12, 10 12}, then BΥ,12 consists

of the shaded cells on the board pictured in Figure 3.3.

3 1211874

1

10

2

5

6

9

Figure 3.3: The board B{13,24},12.

In such cases, it is easy to see that the board BΥ,n naturally breaks up as a

disjoint union of staircase boards. It follows that

Us
{13,24},4,4n =

2n∑

r=s

(−1)r−s

(
r

s

)

(kn + j − r)!
r∑

i=0

Sn+1,n+1−iSn+1,n+1−(r−i).

3.4 Finding the coefficients of UΥ,k,n and Tτ,k,n by

iterating recursions

In this section, we shall give an alternative approach to finding Us
Υ,k,n and T s

τ,k,n

that exploits the fact that we can find simple recursions for the polynomials UΥ,k,n.

Note that Tτ,k,n is a special case of UΥ,k,n so will derive general formulas for Us
Υ,k,n.

Given any permutation σ = σ1 · · ·σn ∈ Sn, we label with the integers from 0

to n (from left to right) the possible positions of where we can insert n + 1 to get

a permutation in Sn+1. In other words, inserting n + 1 in position 0 means that

we insert n + 1 at the beginning of σ and for i ≥ 1, inserting n + 1 in position i

means we insert n + 1 immediately after σi. In such a situation, we let σ(i) denote

the permutation of Sn+1 that results by inserting n + 1 in position i.



47

Throughout the rest of this section, we shall assume that k ≥ 2 and Υ ⊆ Ak

is a subset of the form {(x1, y1), (x2, y2), . . . , (xt, yt)} where for all i, j yi ≡ yj

mod k. Now, define y = min({y1, . . . , yt}) and α = |{xi : xi < y}|. We then let

AscΥ,k(σ) = {i : σi < σi+1 & σi ≡ xj mod k & σi+1 ≡ yj mod k for some (xj , yj) ∈

Υ}. We shall call the elements of AscΥ,k(σ) the Υ-ascents of σ.

For j = y − k + 1, . . . , y − 1, let ∆kn+j be the operator which sends xs to

sxs−1 + (kn + j − s)xs and Γkn+y be the operator that sends xs to ((k − |Υ|)n +

y + s− α)xs + (|Υ|n + α− s)xs+1. Then we have the following.

Theorem 3.4. Given Υ, y, and α as described above, the polynomials {UΥ,k,n(x)}n≥1

satisfy the following recursions.

1. UΥ,k,1(x) = 1,

2. For j = y − k + 1, . . . , y − 1, UΥ,k,kn+j(x) = ∆kn+j(UΥ,k,kn+j−1(x)), and

3. UΥ,k,kn+y(x) = Γkn+y(UΥ,k,kn+y−1(x)).

Proof. Part (1) is trivial.

For part (2), fix j such that y − k + 1 ≤ j ≤ y − 1. Now suppose σ =

σ1 · · ·σkn+j−1 ∈ Skn+j−1 and ascΥ,k(σ) = s. It is then easy to see that if we insert

kn + j in position i where i ∈ AscΥ,k(σ), then ascΥ,k(σ
(i)) = s − 1. However, if

we insert kn + j in position i where i /∈ AscΥ,k(σ), then ascΥ,k(σ
(i)) = s. Thus

{σ(i) : i = 0, . . . , kn + j − 1} gives a contribution of sxs−1 + (kn + j − s)xs to

UΥ,k,kn+j.

For part (3), suppose σ = σ1 · · ·σkn+y−1 ∈ Skn+y−1 and ascΥ,k(σ) = s. In this

situation we can create a Υ-ascent, but we can’t lose one. That is, if we place

kn + y after any element equivalent to xi mod k for some (xi, yi) ∈ Υ which

isn’t already part of a Υ-ascent, we would create an additional Υ-ascent. There

are |Υ|n + α − s such locations. This means that the number of locations that

keep the number of ascents the same must be (k − |Υ|)n + y + s − α as the two

must sum to kn + y. Thus {σ(i) : i = 0, . . . , kn + y − 1} gives a contribution of

((k − |Υ|)n + y + s− α)xs + (|Υ|n + α− s)xs+1 to UΥ,k,kn+y.
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We can give combinatorial proofs of two simple formulas for the extreme coef-

ficients of UΥ,k,n(x).

Theorem 3.5. Let Υ, y, and α be as described above. Then for all k ≥ 2, for all

j = y − k, . . . , y − 1 and n such that kn + j > 0,

U0
Υ,k,kn+j = ((k − 1)n + j)!

n−1∏

i=0

((k − 1)n + j + 1− α− i(|Υ| − 1)) (3.12)

Un
Υ,k,kn+j = ((k − 1)n + j)!

n−1∏

i=0

(α + i(|Υ| − 1)) (3.13)

Proof. Clearly when n = 0, the only j ∈ {y − k, . . . , y − 1} such that kn + j > 0

are j = 1, . . . y − 1. In these cases, no permutation σ of Sj can have an Υ-k-

equivalence match so that UΥ,k,j(x) = j!. By convention, we assume the empty

product is equal to 1 so that our formulas holds when n = 0.

Next assume that n ≥ 1 and Υ = {(xi, yi) : i = 1, . . . t} where x1, . . . xα consist

of those xi’s such that xi < y. Suppose that j ∈ {y − k, . . . , y − 1}.

First we consider those permutations σ ∈ Skn+j such that Υ-k-emch(σ) = 0.

We claim that we can construct all such σ as follows. By our definition, there are

(k− 1)n+ j elements in {1, . . . , kn+ j} which are not equivalent to y mod k. We

can arrange these elements in ((k−1)n+ j)! ways. Given an arrangement τ of the

elements in {1, . . . , kn + j} which are not equivalent to y mod k, we can extend

τ to a permutation σ ∈ Skn+j such that Υ-k-emch(σ) = 0 as follows. First we can

insert y into τ so that we do not create any Υ-k-equivalence matches. Clearly this

can be done in (k−1)n+j+1−α ways since all we have to do is to ensure that we

do not insert y immediately after any of x1, . . . xα. Now suppose τ1 is a sequence

that results from inserting y into τ so that we do not create any Υ-k-equivalence

matches. Then, the number of ways to insert y +k into τ1 so that we do not create

any Υ-k-equivalence matches is (k− 1)n + j + 1−α− (|Υ| − 1). That is there are

(k − 1)n + j + 2 possible ways to insert y + k into τ1 but that are α+|Υ| elements

z such that if we insert y + k after z, then we would form an Υ-k-equivalence

match. Now suppose τ2 is a sequence that results from inserting y + k into τ1 so
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that we do not create any Υ-k-equivalence matches. Then, the number of ways

to insert y + 2k into τ2 so that we do not create any Υ-k-equivalence matches is

(k−1)n+ j +1−α−2(|Υ|−1). That is there are (k−1)n+ j +3 possible ways to

insert y + 2k into τ2 but that are α+2|Υ| elements z such that if we insert y + 2k

after z, then we would form an Υ-k-equivalence match. Continuing in this way,

we see that U0
Υ,k,kn+j = ((k − 1)n + j)!

∏n−1
i=0 ((k − 1)n + j + 1− α− i(|Υ| − 1)).

Next we consider those permutations σ ∈ Skn+j such that Υ-k-emch(σ) = n.

We claim that we can construct all such σ as follows. By our definition, there are

(k − 1)n + j elements in {1, . . . , kn + j} which are not equivalent to y mod k.

We can arrange these elements in ((k − 1)n + j)! ways. Given an arrangement

τ of the elements in {1, . . . , kn + j} which are not equivalent to y mod k, we

can extend τ to a permutation σ ∈ Skn+j such that Υ-k-emch(σ) = n as follows.

Clearly, we must insert y, y + k, . . . , y + (n− 1)k in such a way that each of these

elements create an Υ-k-equivalence match. Thus we must insert y into τ so that

it immediately follows one of x1, . . . , xα. Hence we have α ways to insert y. Now

suppose τ1 is a sequence that results from inserting y into τ so that we did create a

Υ-k-equivalence match. Then the number of ways to insert y+k into τ1 so that we

create another Υ-k-equivalence match is α+(|Υ| − 1) since there α + |Υ| elements

x < y + k such that (x (y + k)) would be an Υ-k-equivalence match and we can

not insert y + k immediately before y. Now suppose τ2 is a sequence that results

from inserting y + k into τ1 so that we have created a second Υ-k-equivalence

match. Then the number of ways to insert y + 2k into τ2 so that we create an

additional Υ-k-equivalence matches is α +2(|Υ| − 1) since there α +2|Υ| elements

x < y + k such that (x (y + 2k)) would be an Υ-k-equivalence match and we can

not insert y + 2k immediately before y or y + 2k. Continuing in this way, we see

that Un
Υ,k,kn+j = ((k − 1)n + j)!

∏n−1
i=0 (α + i(|Υ| − 1)).

Next we shall derive our general formulas (3.4) and (3.5) for Us
Υ,k,n by using

the recursions implicit in Theorem 3.4. That is, it is easy to see from Theorem 3.4

that we have two following recursions for the coefficients Us
Υ,k,n.



50

For y − k + 1 ≤ j ≤ y − 1,

Us
Υ,k,kn+j = (kn + j − s)Us

Υ,k,kn+j−1 + (s + 1)Us+1
Υ,k,kn+j−1 (3.14)

Similarly, we have

Us
Υ,k,kn+y = ((k−|Υ|)n+y−α+s)Us

Υ,k,kn+y−1+(|Υ|n+α−s+1)Us−1
Υ,k,kn+y−1 (3.15)

In order to give an inductive proof of (3.4) via these recursions, we first need

to establish the following lemma.

Lemma 3.6. For all positive integers k, n, j, z1, . . . , zn, 0 ≤ zi ≤ (k − 1)n + j,

n+1∑

r=0

(−1)n+1−r

(
kn + j + 1

(k − 1)n + j, r, n + 1− r

) n∏

i=1

(zi + r) = 0. (3.16)

Proof. To begin, we will give a combinatorial interpretation to the LHS of (3.16).

It is well known that
(

kn + j + 1

(k − 1)n + j, r, n + 1− r

)

= |R(0(k−1)n+j , 1r, 2n+1−r)|.

Now given β ∈ R(0(k−1)n+j, 1r, 2n+1−r), we first let a1 < . . . ar be the positions of

the 1’s in β reading from left to right and ar+1 < · · · < ar+(k−1)n+j be the positions

of 0’s in β reading from left to right. Then we will consider the set of functions

Fz1,...,zn,β which map {1, . . . , n} into the set of the positions of the of 0’s and 1’s in β

such that for all 1 ≤ i ≤ n, f(i) is mapped to one of the positions a1, a2, . . . , azi+r.

Clearly,
n∏

i=1

(zi + r) = |Fz1,...,zn,β|.

We define the set Cn,j,z1,...,zn to consist of the set of all pairs c = (β, f) such that

β ∈ R(0(k−1)n+j, 1r, 2n+1−r) for some 0 ≤ r ≤ s and f ∈ Fz1,...,zn,β. If c = (β, f) ∈

Cn,j,z1,...,zn where β ∈ R(0(k−1)n+j, 1r, 2n+1−r), then we define sgn(c) = (−1)n+1−r.
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That is, the sign of any c = (β, f) ∈ Cn,j,z1,...,zn is just (−1)two(β) where two(β) is

the number of 2’s in β. It is then easy to see that

∑

c∈Cn,s,z1,...,zn

sgn(c) =
n+1∑

r=0

(−1)n+1−r

(
kn + j + 1

(k − 1)n + j, r, n + 1− r

) n∏

i=1

(zi + r). (3.17)

Thus to prove (3.16), we need only define a sign reversing involution I :

Cn,s,z1,...,zn → Cn,s,z1,...,zn that has no fixed points. Suppose that we are given

c = (β, f) ∈ Cn,j,z1,...,zn where β ∈ R(0(k−1)n+j, 1r, 2n+1−r). Let β = β1 · · ·βkn+j+1.

Then we will say that βt is free for (β, f) if either βt = 2 or βt = 1 and t is not

in the range of f . Then our involution is very simple: namely, we let I(c) be the

configuration (β∗, f ∗) where β∗ results from β by finding the left most free element

βt in β and changing βt into a 1 if βt is equal to 2 and changing βt into a 2 if

βt is equal to 1. Then we simply let f = f ∗. That is, for i = 1, . . . , n, then f ∗

maps i to position ti if f maps i to position ti. For example, suppose that k = 3,

n = 3, j = 1, r = 2 and (z1, z2, z3) = (2, 4, 4) so that kn + j + 1 = 11. Now

if β = 0 2 1 0 0 2 0 1 0 0 0, then the positions of the 1s, reading from right

to left, are a1 = 3 and a2 = 8. The positions of the 0s, reading from right to

left, are a3 = 1, a4 = 4, a5 = 5, a6 = 7, a7 = 9, a8 = 10, and a9 = 11. Thus

(a1, . . . , a9) = (3, 8, 1, 4, 5, 7, 9, 10, 11). Thus for a pair (β, f) to be in C3,1,z1,z2,z3, we

must have that f maps 1 to one of the positions a1, . . . , a4, f maps 2 to one of the

positions a1, . . . , a6, and f maps 3 to one of the positions a1, . . . , a6. Now suppose

that f(1) = a4 = 4, f(2) = a1 = 3, and f(3) = a6 = 7. Then the left most free

element is in β is β2 so that β∗ = 0 1 1 0 0 2 0 1 0 0 0. Note that in this case, the

positions of the 1’s, reading from right to left, are a∗1 = 2, a∗2 = 3 and a∗3 = 8. The

positions of the 0’s, reading from right to left, are a∗4 = 1, a∗5 = 4, a∗6 = 5, a∗7 = 7,

a∗8 = 9, a∗9 = 10, and a∗10 = 11. Thus (a∗1, . . . , a
∗
10) = (2, 3, 8, 1, 4, 5, 7, 9, 10, 11).

Thus, in this case, f ∗(1) = 4 = a∗5, f ∗(2) = 3 = a∗2, and f ∗(3) = 7 = a∗7. Note

that in this case, f ∗(i) mapped to the same position but relative to the new order

of the positions (a∗1, . . . , a
∗
10), f ∗(i) can stay the same or increase by 1. That is, in

general, if f(i) = ati , then f ∗(i) = a∗ti or a∗ti+1
depending on whether the new 1 is
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inserted before or after the element ati . Now we must check that (β∗, f ∗) is still

in Cn,j,z1,...,zn. First, it is easy to see that changing a 2 to 1 will increase r by 1

so that f ∗(i) must still be among a∗1, . . . , a
∗
zi+r+1. Thus if we change a 2 to a 1 to

form β∗, then (β∗, f ∗) ∈ Cn,j,z1,...,zn.

Similarly, if the leftmost free element is a 1 and we change it to a 2 and f(i) =

ati , then either f ∗(i) = a∗ti−1 or f ∗(i) = a∗ti depending on whether the 1 that was

removed lies to left or right of the ati in the sequence (a1, . . . , a(k−1)n+j+r). In this

case, it is easy to see that f ∗(i) = a∗ti only if the element in position ati in β was a

1 because we listed the positions of the 1s first and then we listed the positions of

the 0s to form (a1, . . . , a(k−1)n+j+r). Thus if f ∗(i) = a∗ti , then ti < r so that f ∗(i) is

among a∗1, . . . , a
∗
zi+r−1. If f ∗(i) = a∗ti−1, then we automatically have f ∗(i) is among

a∗1, . . . , a
∗
zi+r−1. Thus if we change a 1 to 2 to form β∗, then (β∗, f ∗) ∈ Cn,j,z1,...,zn.

Note that there are total of n+1 2s and 1s in any β such that (β, f) ∈ Cn,j,z1,...,zn

so that there is at least one free element in β. Thus, I(c) is always defined. Since

we change the number of 2s by one, it follows that sgn(I(c)) = −sgn(c) for all c.

Finally, since our map does not change the positions of the free elements in the

sequence, it follows that I(I(c)) = c for all c. Hence I shows that elements on the

LHS side of (3.17) cancel off in pairs so that the sum is equal to 0 as claimed.

We are now in a position prove the first of our closed formulas for Us
Υ,k,kn+j.

This formula was obtained by using (3.14) and iterating these recursions from the

bottom up.

Theorem 3.7. For all y − k ≤ j ≤ y − 1 and all s ≤ n such that kn + j > 0, we

have

Us
Υ,k,kn+j

((k − 1)n + j)!
=

[
s∑

r=0

(−1)s−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

s− r

)

Γ(r, j, n)

]

where Γ(r, j, n) =
n−1∏

i=0

((k − 1)n + r + j + 1− α− i(|Υ| − 1)).

Proof. We shall prove by induction on kn+j that our formulas hold. The formulas

trivially hold when kn + j = 1 since the formula just reduces to U0
Υ,k,1 = 1.
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Next we will show that our formulas satisfy the recursions (3.14) and (3.15).

In order to simplify the algebra, we will convert the form used in the theorem to

the following.

Us
Υ,k,kn+j =

s∑

r=0

(−1)s−r((k − 1)n + r + j)!(kn + j + 1)!Γ(r, j, n)

(kn + j − s + r + 1)!r!(s− r)!
(3.18)

So, for y−k +1 ≤ j ≤ y−1 plugging in the above form into the RHS of (3.14)

gives

(kn + j − s)

[
s∑

r=0

(−1)s−r((k − 1)n + r + j − 1)!(kn + j)!Γ(r, j − 1, n)

(kn + j − s + r)!r!(s− r)!

]

+(s + 1)

[
s+1∑

r=0

(−1)s+1−r((k − 1)n + r + j − 1)!(kn + j)!Γ(r, j − 1, n)

(kn + j − s + r − 1)!r!(s + 1− r)!

]

Removing the s+1 term from the second summand, recognizing that Γ(r, j−1, n) =

Γ(r − 1, j, n) and combining the rest of the terms yields

s∑

r=0

(−1)s−r((k − 1)n + r + j − 1)!(kn + j)!Γ(r − 1, j, n) [−r(kn + j + 1)]

(kn + j − s + r)!r!(s + 1− r)!

+
((k − 1)n + s + j)!Γ(s + 1, j − 1, n)

s!

Since there is a factor of r in the numerator, we may omit the r = 0 term from

the summand, shift indices and recognize that Γ(s + 1, j − 1, n) = Γ(s, j, n) to get

s−1∑

r=0

(−1)s−r((k − 1)n + r + j)!(kn + j + 1)!Γ(r, j, n)

(kn + j − s + r + 1)!r!(s− r)!

+
((k − 1)n + s + j)!Γ(s, j, n)

s!

=
s∑

r=0

(−1)s−r((k − 1)n + r + j)!(kn + j + 1)!Γ(r, j, n)

(kn + j − s + r + 1)!r!(s− r)!
= Us

Υ,k,kn+j

Thus we have shown that our formula for Us
Υ,k,kn+j satisfies (3.14) for y − k + 1 ≤

j ≤ y − 1. We will now show that our formula satisfies (3.15). The RHS of (3.15)
becomes

((k − |Υ|)n + s + y − α)

"
sX

r=0

(−1)s−r((k − 1)n + r + y − 1)!(kn + y)!Γ(r, y − 1, n)

(kn + y − s + r)!r!(s− r)!

#
+(|Υ|n + α− s + 1)

"
s−1X
r=0

(−1)s−r−1((k − 1)n + r + y − 1)!(kn + y)Γ(r, y − 1, n)!

(kn + y − s + r + 1)!r!(s− r − 1)!

#
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Removing the s term from the first summand, and combining the rest of the terms
yields

s−1X
r=0

(−1)s−r((k − 1)n + r + y − 1)!(kn + y)!Γ(r, y − 1, n) [(kn + y + 1)(kn− n|Υ|+ r + y − α)]

(kn + y − s + r + 1)!r!(s− r)!

+
((k − |Υ|)n + s + y − α)((k − 1)n + y + s− 1)!Γ(s, y − 1, n)

s!

=

s−1X
r=0

(−1)s−r((k − 1)n + r + y − 1)!(kn + y + 1)!Γ(r, y − 1, n)((k − |Υ|)n + r + y − α)

(kn + y − s + r + 1)!r!(s− r)!

+
((k − |Υ|)n + s + y − α)((k − 1)n + y + s− 1)!Γ(s, y − 1, n)

s!

=
sX

r=0

(−1)s−r((k − 1)n + r + y − 1)!(kn + y + 1)!Γ(r, y − 1, n)((k − |Υ|)n + r + y − α)

(kn + y − s + r + 1)!r!(s− r)!

=
sX

r=0

(−1)s−r((k − 1)n + r + y − 1)!(kn + y + 1)!Γ(r, y − k, n + 1)

(kn + y − s + r + 1)!r!(s− r)!
= Us

Υ,k,kn+y

Thus we have shown that our formula for Us
Υ,k,kn+j satisfies (3.15) as desired.

We can complete our induction as follows. Assume that our formulas for

Us
Υ,k,kn+j−1 hold for all s ≤ n where y−k+1 ≤ j ≤ y such that kn+j−1 > 0. Our

induction hypothesis and the fact that our formulas satisfy the recursions (3.14)

immediately implies that our formula for Us
Υ,k,kn+j must be true for all s < n where

y − k + 1 ≤ j ≤ y − 1. However, the case when s = n needs to be examined more

closely. The problem is that our formula for Un+1
Υ,k,kn+j−1 make sense even though

by our definitions, it must be the case that Un+1
Υ,k,kn+j−1 = 0 since there are no

permutations in Skn+j−1 which have n + 1 Υ-k-matches. Thus when we consider

the recursion

Un
Υ,k,kn+j = (kn + j − n)Un

Υ,k,kn+j−1 + (n + 1)Un+1
Υ,k,kn+j−1, (3.19)

we must interpret Un+1
Υ,k,kn+j−1 as 0. Hence, to show that this recursion is satisfied

by our formulas, we need an independent proof that

n+1∑

r=0

(−1)n+1−r

(
(k − 1)n + r + j − 1

r

)(
kn + j

n + 1− r

)

Γ(r, j − 1, n) = 0. (3.20)

However, it is easy to see that (3.20) is just a special case of Lemma 3.6.

It is also easy to see that our induction assumptions and the fact that our

formulas satisfy the recursions (3.15) will allow us to prove our formulas hold for
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Us
Υ,k,k(n+1)+y−k, for all 1 < s < n. However, the s = 0 and s = n + 1 cases need to

be examined separately. That is, first consider the recursion

U0
Υ,k,kn+y = ((k − |Υ|)n + y − α)U0

Υ,k,kn+y−1 + (|Υ|n + α + 1)U−1
Υ,k,kn+y−1. (3.21)

Since there is no permutation σ ∈ Skn+y−1 which has −1 Υ-k-matches, we must

also interpret U−1
Υ,k,kn+y−1 as 0. However our formula for U−1

Υ,k,kn+y−1 is also equal

to 0 since we have to interpret the sum in the formula as the empty sum which

equals 0 by definition. Thus our formulas also satisfy (3.21) which allows us to

establish and our formula for U0
Υ,k,kn+y is true. Finally, consider the recursion

Un+1
Υ,k,k(n+1)+y = ((k − |Υ|)n + y − α + n + 1)Un+1

Υ,k,k(n+1)+y−1

+(|Υ|n + α− s + 1)Un
Υ,k,k(n+1)n+y−1.

Again, we have to interpret Un+1
Υ,k,k(n+1)+y−1 as 0 since there are no permutation

σ ∈ Sk(n+1)+y−1 which has n + 1 Υ-k-equivalence matches. Thus we need an

independent proof that

n+1∑

r=0

(−1)n+1−r

(
(k − 1)n + r + y − 1

r

)(
kn + j

n + 1− r

)

Γ(r, y − 1, n) = 0. (3.22)

Again, (3.22) is just a special case of Lemma 3.6 so that our formula for

Un+1
Υ,k,k(n+1)+y−k must also be true.

Here is another formula for Us
Υ,k,kn+j. This one was obtained by iterating the

recursions (3.14) and (3.15) from the top down.

Theorem 3.8. For all y − k ≤ j ≤ y − 1 and all s ≤ n such that kn + j > 0, we

have

Us
Υ,k,kn+j

((k − 1)n + j)!
=

n−s∑

r=0

(−1)n−s−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

n− s− r

)

Ω(r, n)

where Ω(r, n) =

n−1∏

i=0

(r + α + i(|Υ| − 1)).
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Proof. We shall prove by induction on kn+j that our formulas hold. The formulas

trivially hold when kn + j = 1 since the formula just reduces to U0
Υ,k,1 = 1.

First we shall show that our formulas satisfy the recursions (3.14) and (3.15).

In order to simplify the algebra, we will again convert the form used in the theorem

to the following.

Us
Υ,k,kn+j =

n−s∑

r=0

(−1)n−s−r((k − 1)n + r + j)!(kn + j + 1)!Ω(r, n)

((k − 1)n + j + s + r + 1)!r!(n− s− r)!

So, for y − k + 1 ≤ j ≤ y − 1 plugging in the above form into the RHS of (3.14)

gives

(kn + j − s)

[
n−s∑

r=0

(−1)n−s−r((k − 1)n + r + j − 1)!(kn + j)!Ω(r, n)

((k − 1)n + j + s + r)!r!(n− s− r)!

]

+(s + 1)

[
n−s−1∑

r=0

(−1)n−s−r−1((k − 1)n + r + j − 1)!(kn + j)!Ω(r, n)

((k − 1)n + j + s + r + 1)!r!(n− s− r − 1)!

]

Removing the n− s term from the first summand, and combining the rest of the
terms yields

n−s−1X
r=0

(−1)n−s−r((k − 1)n + r + j − 1)!(kn + j)!Ω(r, n) [(kn + j + 1)((k − 1)n + j + r)]

((k − 1)n + j + s + r + 1)!r!(n− s− r)!

+
(kn + j − s)!Ω(n− s, n)

(n− s)!

=

n−s−1X
r=0

(−1)n−s−r((k − 1)n + r + j)!(kn + j + 1)!Ω(r, n)

((k − 1)n + j + s + r + 1)!r!(n− s− r)!
+

(kn + j − s)!Ω(n− s, n)

(n− s)!

=

n−sX
r=0

(−1)n−s−r((k − 1)n + r + j)!(kn + j + 1)!Ω(r, n)

((k − 1)n + j + s + r + 1)!r!(n− s− r)!
= Us

Υ,k,kn+j

Thus we have shown that our formula for Us
Υ,k,kn+j satisfies (3.14) for y− k + 1 ≤

j ≤ y − 1. We will now show that our formula satisfies (3.15). The RHS of (3.15)
becomes

((k − |Υ|)n + s + y − α)

"
n−sX
r=0

(−1)n−s−r((k − 1)n + r + y − 1)!(kn + y)!Ω(r, n)

((k − 1)n + y + s + r)!r!(n− s− r)!

#
+(|Υ|n + α− s + 1)

"
n−s+1X

r=0

(−1)n−s−r+1((k − 1)n + r + y − 1)!(kn + y)!Ω(r, n)

((k − 1)n + y + s + r − 1)!r!(n− s− r + 1)!

#
Removing the n− s + 1 term from the second summand, and combining the rest
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of the terms yields

n−sX
r=0

(−1)n−s−r((k − 1)n + r + y − 1)!(kn + y)!Ω(r, n) [(−1)(α + r + n(|Υ| − 1))(kn + y + 1)]

((k − 1)n + y + s + r)!r!(n− s− r + 1)!

+
(|Υ|n + α− s + 1)(kn + y − s)!Ω(n− s + 1, n)

(n− s + 1)!

n−s+1X
r=0

(−1)n−s−r+1((k − 1)n + r + y − 1)!(kn + y + 1)!Ω(r, n)(α + r + n(|Υ| − 1))

((k − 1)n + y + s + r)!r!(n− s− r + 1)!

n−s+1X
r=0

(−1)n−s−r+1((k − 1)n + r + y − 1)!(kn + y + 1)!Ω(r, n + 1)

((k − 1)n + y + s + r)!r!(n− s− r + 1)!
= Us

Υ,k,kn+y

Thus we have shown that our formula for Us
Υ,k,kn+j satisfies (3.15) as desired.

Now we can complete our induction as follows. Assume that our formulas for

Us
Υ,k,kn+j−1 hold for all s ≤ n where y − k + 1 ≤ j ≤ y such that kn + j − 1 > 0.

It is easy to see that recursion (3.14) will allow us to prove our formulas hold

for Us
Υ,k,kn+j for all s < n where y− k + 1 ≤ j ≤ y− 1. Once again, the case when

s = n needs to be examined separately. That is, in the recursion

Un
Υ,k,kn+j = (kn + j − n)Un

Υ,k,kn+j−1 + (n + 1)Un+1
Υ,k,kn+j−1, (3.23)

we must interpret Un+1
Υ,k,kn+j−1 as 0 since there are no permutations in Skn+j−1 with

n+1 Υ-k-equivalences matches. In this case, it is easy to see that we must interpret

the sum in formula for Un+1
Υ,k,kn+j−1 as the empty sum which equals 0 by definition

so that our formulas do satisfy this recursion. Thus our formula for Un
Υ,k,kn+j holds.

It is also easy to see that recursion (3.15) will allow us to prove our formulas

hold for Us
Υ,k,k(n+1)+y−k, for all 1 < s < n. Again, the cases s = 0 and s = n + 1

need to be examined separately. Again, the problem is that our formulas make

sense in the case

U0
Υ,k,kn+y = ((k − |Υ|)n + y − α)U0

Υ,k,kn+y−1 + (|Υ|n + α + 1)U−1
Υ,k,kn+y−1 (3.24)

and when

Un+1
Υ,k,k(n+1)+y−k = ((k−|Υ|)n+y−α+n+1)Un+1

Υ,k,kn+y−1+(|Υ|n+α−s+1)Un
Υ,k,kn+y−1.

(3.25)

However, by our definitions, we must interpret U−1
Υ,k,kn+y−1 and Un+1

Υ,k,kn+y−1 to be 0.

Again, it is easy to verify Un+1
Υ,k,kn+y−1 = 0 since we would again interpret the sum in
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the formula as the empty sum. However, in order to establish that U−1
Υ,k,kn+y−1 = 0,

we need an independent proof that

((k − 1)n + j)!

[
n+1∑

r=0

(−1)n+1−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

n + 1− r

)

Ω(r, n)

]

= 0.

(3.26)

for any y − k ≤ j ≤ y − 1. As in the proof of our previous formulas, (3.26) is a

special case of Lemma 3.6. Thus our formula for U0
Υ,k,k(n+1)+y−k also holds.

Note if we compare the formulas for Us
Υ,k,kn+j from Theorem 3.7 and from

Theorem 3.8, we obtain this very interesting result.

Corollary 3.9. For all y − k ≤ j ≤ y − 1 and all s ≤ n such that kn + j > 0, we

have

s∑

r=0

(−1)s−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

s− r

)

Γ(r, j, n) (3.27)

=
n−s∑

r=0

(−1)n−s−r

(
(k − 1)n + r + j

r

)(
kn + j + 1

n− s− r

)

Ω(r, n) (3.28)

where Γ(r, j, n) =
n−1∏

i=0

((k − 1)n + r + j + 1− α− i(|Υ| − 1))

and Ω(r, n) =

n−1∏

i=0

(r + α + i(|Υ| − 1)).

3.5 Combinatorial proofs and bijective questions

Looking at Theorem 3.8, letting s = n − 1 and Υ = {(ab)}, we arrive at the

following corollary. We will present a direct counting argument which verifies the

obvious consequence of the theorem.

Corollary 3.10. For all b− k ≤ j ≤ b− 1 and for all n such that kn + j > 0,

T n−1
(ab),k,kn+j = ((k − 1)n + j)! [2n((k − 1)n + j + 1)− (kn + j + 1)]
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Proof. We will use a particular construction to verify this corollary. Suppose that

we would like to construct σ = σ1 · · ·σkn+j such that ascab,k(σ) = n− 1. Consider

the following construction.

We again will first place the elements which can not be the larger element in

an a, b ascent. Recall that there are (k − 1)n + j elements of this type giving

((k − 1)n + j)! placements of these numbers.

Now we will count the number of ways of inserting the remaining elements so

that we create n− 1 a, b ascents. We will organize the argument by first deciding

which element will not be creating an a, b ascent. After this decision, it is clear

that the each of the remaining elements to be placed must create an a, b ascent.

Assume that b, the first element, will not cause an a, b ascent. Now consider

placing 2b, 3b, . . . , nb from smallest to largest. There are two locations that you

can place 2b to create an a, b ascent, namely after a or after a + k. Once the 2b

has been placed, no other element could be placed between it and the previous

element as this would mean that 2b would not be causing an a, b ascent. So you

can see that when you next place 3b, you’ve lost a location to place, but you also

gain a location, namely the position following a + 2k. So in the case where b does

not cause an a, b ascent there are 2n−1 ways of placing the elements 2b, 3b, . . . , nb.

Now when we turn to place b, the number of positions available that will not create

an a, b ascent depends on if there was an element placed directly after a. If there

were an element placed directly after a, there would be (k − 1)n + j + 1 positions

to insert b. If there were not an element placed directly after a, there would be

(k − 1)n + j positions to insert b. The difference being that in the second case,

placing b directly following a would cause an a, b ascent. The only way to be in the

second case is if you placed b + ik directly after a + ik. So, given this argument,

the number of ways to place these remaining elements when b does not create an

a, b ascent is given by the following.
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(2n−1 − 1)((k − 1)n + j + 1) + (k − 1)n + j

= 2n−1((k − 1)n + j + 1)− 1

Now assume that 2b, the second element, will not cause an a, b ascent. Now

consider placing b, 3b, . . . , nb from smallest to largest. Here there is only one loca-

tion that you can place b to create an a, b ascent, namely after a. Now there are

two locations that you can place 3b to create an a, b ascent, namely after a + k

or after a + 2k. As per the above argument each element needing to be placed

after 3b has been placed will have precisely 2 locations that could cause an a, b

ascent. So in the case where 2b does not cause an a, b ascent there are 2n−2 ways

of placing the elements b, 3b, . . . , nb. Now when we turn to place 2b, the number

of positions available that will not create an a, b ascent depends on if there was

an element placed directly after a + k. Similar to before, If there were an element

placed directly after a + k, there would be (k− 1)n + j + 1 positions to insert b. If

there were not an element placed directly after a + k, there would be (k − 1)n + j

positions to insert b. So, given this argument, the number of ways to place these

remaining elements when b does not create an a, b ascent is given by the following.

(2n−2 − 1)((k − 1)n + j + 1) + (k − 1)n + j

= 2n−2((k − 1)n + j + 1)− 1

This argument easily generalizes to the following. The number of ways to place

these remaining elements when ib, the ith element, does not create an a, b ascent

is given by the following.

(2n−i − 1)((k − 1)n + j + 1) + (k − 1)n + j

= 2n−i((k − 1)n + j + 1)− 1
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This means that

T n−1
(ab),k,kn+j = ((k − 1)n + j)!(

∑n
i=1 2n−i((k − 1)n + j + 1)− 1)

= ((k − 1)n + j)!(
∑n−1

i=0 2i((k − 1)n + j + 1)− 1)

= ((k − 1)n + j)!((k − 1)n + j + 1)(
∑n−1

i=0 2i)− n)

= ((k − 1)n + j)!((k − 1)n + j + 1)(2n − 1)− n)

= ((k − 1)n + j)! [2n((k − 1)n + j + 1)− (kn + j + 1)]

Strangely enough, we were able to give a combinatorial proof of T n−1
(ab),k,kn+j in

Corollary 3.10, but unable to use the same type of direct counting argument to

give a combinatorial proof to the formula for T 1
(ab),k,kn+j in Theorem 3.7. However,

if we apply a similar argument we do arrive at yet another formula and it is the

following.

Theorem 3.11. We have for j = b− k, . . . , b− 1,

T 1
(ab),k,kn+j(x) = ((k− 1)n + j)!

n∑

i=1

(n− i + 1)((k− 1)n + j)n−i((k− 1)n + j + 1)i−1

(3.29)

Proof. Like usual, we will present a construction that will verify the theorem. As

before, we will first place those elements which can not be the larger element in

an a, b ascent, there are (k− 1)n + j elements of this type giving rise to the factor

((k − 1)n + j)! in (3.29). Now we will count the number of ways to create exactly

1 a, b ascent by first choosing which element will cause the ascent.

Suppose the minimal element, b causes the ascent. We will first place b, then

b+k . . . b+(n−1)k. This forces b to be placed directly after a, keeping the number

of positions to insert b + k at (k − 1)n + j + 1. However we are unable to place

b + k after a + k so we lose a position. Now when we place b + 2k, we have gained

a position to place following b + k, but have lost a position after a + 2k. You can

see this continues in this fashion and you end up with (k−1)n+ j choices to place
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each element b + k . . . b + (n − 1)k. Giving a total of ((k − 1)n + j)n−1 ways to

place b + k . . . b + (n− 1) so that b causes the ascent.

Now, suppose b + k causes the ascent. We will first place b + k, then b, b +

2k . . . b + (n− 1)k. This forces b + k to be placed directly after a, or directly after

a + k. If b + k was placed directly after a + k, you notice that when we turn to

place b, we no longer are losing a spot, as b could follow a + k. So there would

be (k − 1)n + j + 1 choices to place b. When you look to place b + 2k, you do

lose a position to place since b + 2k can’t follow a + 2k and this continues giving

(k − 1)n + j choices to place each element b + 2k . . . b + (n − 1)k. If b + k was

placed directly after a+k, you notice that when we turn to place b, we are losing a

spot, as b can’t follow a. So there would be (k − 1)n + j choices to place b. When

you look to place b + 2k, you gain and lose a position to place and this continues

giving (k − 1)n + j choices to place each element b, b + 2k . . . b + (n− 1)k. Giving

a total of ((k− 1)n + j + 1)((k− 1)n + j)n−2 + ((k− 1)n + j + 1)n−1 ways to place

b, b + 2k . . . b + (n− 1)k so that b + k causes the ascent.

This generalizes to the following: suppose b + rk causes the ascent and you

place b+rk after a+sk. Then when you place the elements b+ ik where s ≤ i < r,

there will be (k − 1)n + j + 1 choices and when you place the remaining elements

b + ik where i < s or i > r there will be(k − 1)n + j + 1 choices. This gives the

total number of placements that have one a, b ascent to be

((k − 1)n + j)!
∑n

i=1(
∑i

t=1((k − 1)n + j)n−t((k − 1)n + j + 1)t−1)

= ((k − 1)n + j)!
∑n

i=1(n− i + 1)((k − 1)n + j)n−i((k − 1)n + j + 1)i−1

which is the desired result.

We end this section with a bijective proof of one more of the consequences of

our formulas. Examining Table 3.1 from Section 3.2, we noted that T(ab),k,m is

identical for certain values of a, b and m. By Theorem 3.7 and Theorem 3.8, it is

clear why this is the case. However, we will now provide a bijection between the
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two as another way to show this fact.

First observe that for a fixed k and any given m, there are unique N and j

such that m = kn+ j where b− k ≤ j ≤ b− 1. Note that n and j are independent

of a. In such a situation, we shall define

Quotientk,b(m) := n.

Note also, that for any given m, there are exactly Quotientk,b(m) elements that

could be the larger element in an a, b ascent.

Theorem 3.12. Given m, (a, b), (c, d) ∈ Ak, then T(ab),k,m(x) = T(cd),k,m(x) when-

ever Quotientk,b(m) = Quotientk,d(m).

Proof. Let n = Quotientk,b(m) and Cn be the set of sequences c1 · · · cn of length n

such that ci ∈ {1, . . . , m − n + i} for i = 1, . . . , n. Observe that |Cn| = (m − n +

1)(m− n + 2) . . .m = (m− n + 1)n.

To define our bijection, we will first will first define a bijection Θa,b,m : Sm 7→

(Sm−n ×Cn). It is easy to see from our definitions that Sm and (Sm−n ×Cn) have

the same cardinality. That is,

|(Sm−n × Cn)| = |Sm−n||Cn| = (m− n)!(m− n + 1)n = m! = |Sm|.

The map Θa,b,m is simple. Given σ ∈ S + m, we first remove every element

of the form b + k(i − 1), where i is a positive integer from σ and define the

resulting sequence to be α1. We then define τ = red(α1). For example, suppose

k = 3, a = 2, b = 3, m = 10 and σ = 2 6 1 8 9 4 5 3 7 10. In this case,

n = Quotient3,3(10) = 3, since we would write 10 = 3 ∗ 3 + 1. So, to obtain α we

remove all elements of the form 3 + 3(i − 1) where i is a positive integer from σ,

in other words we remove 3, 6 and 9. In this example, α1 = 2 1 8 4 5 7 10 and

thus τ = red(α1) = red(2 1 8 4 5 7 10) = 2 1 6 3 4 5 7. Next we shall show how

we can obtain a c ∈ Cn from α1 via the insertion process that creates σ from α1.

That is, we shall insert the elements of the form b + k(i− 1) in order starting with

α1 and use the sequence c = c1 · · · cn to record the spaces into which the elements
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b, b + k, . . . , b + kn need to be inserted to recreate σ. Let αi for i = 1, ldots, n− 1

be the sequence that results by removing b + k(i − 1), . . . , b + kn from σ. At the

ith step of this process, label the spaces into which we can insert b + k(i− 1) into

αi with the integers from 1 to m − n + i where we label the spaces following the

elements a, a+k, . . . , a+nk with the numbers 1, . . . , n and then label the remaining

positions from left to right.

Then ci is defined to be the label of the position into which b + k(i − 1) was

inserted into αi to create αi+1. In our example there will be 3 steps. At the first

step, since the position following 2 is the only position that could cause a (2, 3)

ascent it is labeled with a one and then the rest are labeled from left to right as

follows.

4211583465277108

We see that 3 follows 5 in σ so 3 must be inserted in position 2 and thus c1 = 2.

We then label α2 as follows.

421158346523778109

We see that 6 follows 2 in σ so 6 must be inserted in position 1 and thus c2 = 1.

We then label α3 as follows.

421651683475238791010

We see that 9 follows 8 in σ so 9 must be inserted in position 1 and thus c3 = 3.

Hence C = 6 1 1 and Θ2,3,10(2 6 1 8 9 4 5 3 7 10) = (2 1 6 3 4 5 7, 2 1 3).

It is easy to see that we can recreate σ from (τ, c) = Θa,b,m(σ) so that Θa,b,m is

a bijection. Moreover, if Θa,b,m(σ) = (τ, c), then we claim that we can determine

the number of (a, b) ascents in σ directly from c. The reasoning is as follows. At

the first step of the insertion process, when we are inserting b into α1, there is

only one position to insert b that will cause an (a, b) ascent, namely after a. This

position is labeled with a 1. Note that at later stages we may insert elements of
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the form b + k(i− 1) immediately after a but not matter what happens a will be

the start of an (a, b) ascent in σ. Thus we know that a is the smaller element of

an (a, b) ascent if c1 is 1. Similarly, if ci = r ∈ {1, . . . , i}, then we have inserted

b + k(i − 1) immediately after a + k(r − 1) so that no matter how we insert

b + ki, . . . , b + ni, a + k(r − 1) will start an (a, b) ascent in σ. It easily follows

that the set of i such that a + k(i − 1) start an (a, b)-ascent in σ is equal to the

set of all i such that there exists a j ≥ i such that cj = i. For any c ∈ Cn, we set

sc = |{i : 1 ≤ i ≤ n & (∃j ≥ i)(cj = i)}|. then if follows that for any σ such that

Θa,b,m(σ) = (τ, c), σ has sc (a, b) ascents.

Now let S
(a,b),s
m denote the set of permutations σ ∈ Sm such that σ has s (a, b)

ascents and Cs
n equal the set of c ∈ Cn such that sc = s. Then we have proved that

Θa,b,m induces a bijection between S
(a,b),s
m and Sm−n×Cs

n for all s. We can use the

same argument to show Θc,d,m induces a bijection between S
(c,d),s
m and Sm−n × Cs

n

for all s. Thus the map ∆s which is equal to Θ−1
c,d,m ◦Θa,b,m restricted to S

(a,b),s
m is

a bijection from S
(a,b),s
m to S

(c,d),s
m for all s.
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q-Counting descent pairs with

prescribed tops and bottoms

4.1 Introduction to q-analogues

We will now define the following q-analogues.

1. [n]q = 1 + q + q2 + . . . + qn−1 = 1−qn

1−q

2. [n]q! = [n]q [n− 1]q . . . [1]q

3.
[
n
k

]

q
=

[n]q!

[k]q![n−k]q!

4.
[

n
λ1,λ2,...,λk

]

q
=

[n]q!

[λ1]q ![λ2]q !...[λk]q!
, where λ1 + λ2 + . . . + λk = n

Now we will present some combinatorial interpretations of these analogues.

Theorem 4.1.

[n]q! =
∑

σ∈Sn

qinv(σ) =
∑

σ∈Sn

qmaj(σ)

[
n

k

]

q

=
∑

r∈R(1k ,0n−k)

qinv(r) =
∑

r∈R(1k ,0n−k)

qmaj(r)

66
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[
n

λ1, λ2, . . . , λk

]

q

=
∑

r∈R(1λ1 ,2λ2 ,...,kλk)

qinv(r) =
∑

r∈R(1λ1 ,2λ2 ,...,kλk)

qmaj(r)

where R(1λ1 , 2λ2, . . . , kλk) is the set of all rearrangements of λ1 1’s, λ2 2’s, . . . and

λk k’s.

Proof. We will begin by proving the first statement of the theorem. It is a simple

proof by induction. Suppose we have a permutation σ = σ1σ2 . . . σn−1 ∈ Sn−1. If

we were to extend σ to a permutation in Sn, we would need to insert n somewhere

in σ. Now, we will label the positions where we could insert n in the following

manner, namely with the labels 0 through n− 1 from right to left.

n−1σ1n−2σ2n−3σ3 . . .2 σn−21σn−10

It is easy to see that inserting n into the position labeled with i will create i new

inversions. Thus,

∑

σ∈Sn

qinv(σ) =
∑

σ∈Sn−1

qinv(σ)(1 + q + . . . + qn−1) = [n− 1]q! [n]q = [n]q!.

To prove the second statement of the theorem we will first note that we want

to show [
n

k

]

q

=
∑

r∈R(1k ,0n−k)

qinv(r).

Multiplying both sides of this expression by [k]q! [n− k]q! yields

[n]q! = [k]q! [n− k]q!
∑

r∈R(1k ,0n−k)

qinv(r).

So, using the first statement in the theorem this is equivalent to showing that

∑

σ∈Sn

qinv(σ) = (
∑

α∈Sk

qinv(α))(
∑

β∈Sn−k

qinv(β))(
∑

r∈R(1k ,0n−k)

qinv(r))

=
∑

(α,β,r)∈Sk×Sn−k×R(1k ,0n−k)

qinv(α)+inv(β)+inv(r).

To show this, we will produce a bijection, Γ : Sk × Sn−k × R(1k, 0n−k) 7→ Sn such

that Γ(α, β, r) = σ ⇒ inv(α) + inv(β) + inv(r) = inv(α). We will now define the
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bijection by showing how it acts on a simple example. Suppose k = 3, n = 7, and

that α = 1 3 2, β = 1 4 2 3, and r = 0100110. First we will add n − k to the

elements of α, yielding α′ = 5 7 6. Note that doing this ensures all the elements of

α′ are larger than every element of β. We then think of associating the elements

of α′ with the 1’s of r and the elements of β with the 0’s of r. We obtain σ by

scanning the elements of r from left to right and choosing the leftmost unused

element of α if ri = 1 or of β if ri = 0. In our example, σ = 1 5 4 2 7 6 3.

Furthermore, Γ is a bijection, because starting with σ, we can associate 1

with 765 and 0 with 4321. This will give us back α, β and r. It is also weight

preserving because inv(σ) = the number of inversions involving 5,6,7 + the number

of inversions involving 1,2,3,4 + the number of inversions involving 1,2,3,4 with

5,6,7 which is precisely inv(α) + inv(β) + inv(r).

This bijection can be generalized to show the third statement of the theorem.

Similarly it is equivalent to showing that
∑

σ∈Sn

qinv(σ)

= (
∑

α1∈Sλ1

qinv(α1))(
∑

α2∈Sλ2

qinv(α2)) . . . (
∑

αk∈Sλk

qinv(αk))(
∑

r∈R(1λ1 ,2λ2 ,...,kλk)

qinv(r))

=
∑

(α1,α2,...,αk,r)∈Sλ1
×Sλ2

×...×Sλk
×R(1λ1 ,2λ2 ,...,kλk)

qinv(α1)+inv(α2)+...+inv(αk)+inv(r).

Like before we will describe how Γ acts on (α1, α2, . . . , αk, r). First, for each j, we

will add
∑j−1

i=1 λi to αj to get α′j . This ensures that each element of α′j is larger

than every element of α′t when t < j. Like before we associate the elements of α′j

with j. We obtain σ by scanning the elements of r from left to right and choosing

the leftmost unused element of α′j if ri = j. By similar reasoning, Γ is a weight

preserving bijection.

We will now show that

[n]q! =
∑

σ∈Sn

qmaj(σ).

Again, we will show this by induction by labeling the possible places to insert n+1

into a permutation in Sn and seeing what happens to the maj statistic. Here is
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the labeling. We first label the rightmost space with a 0, then label the spaces

following descents from right to left with (1,2,. . . , des(σ)), and lastly we label the

remaining spaces from left to right with (des(σ)+1,. . .,n).

Lemma 4.2. Using the above described labeling, if we insert n + 1 into the space

labeled i in σ to obtain σ(i), then maj(σ(i)) = i + maj(σ).

Proof. Case 1: n + 1 is inserted into a position labeled with 0,1,. . .,des(σ)

If n + 1 is inserted in the position labeled 0, it is clear that maj(σ(i)) = maj(σ).

In the case where n + 1 is inserted between a descent pair, inserting n + 1 into

this place will eliminate the descent at this position, but create a new descent at

the following position. This gives a +1 contribution to the major index statistic.

However, the index of every descent pair following the newly created descent pair

will also get shifted by 1. By our labeling, there are precisely i− 1 such pairs and

thus the net contribution to the major index statistic is 1 + (i− 1) = i.

Case 2: n + 1 is inserted into a position labeled with des(σ) + 1, . . . , n

If n + 1 is inserted in the position labeled des(σ) + 1, it is clear that maj(σ(i)) =

maj(σ)+des(σ)+1. This is because this position is the leftmost position to insert

and will create a new descent in the first position, giving the +1, and also shift

the index of every other descent pair, giving the +des(σ). Now we will look at the

difference in contribution between placing n+1 in a position labeled p+1 compared

with placing n + 1 in a position labeled p, where p + 1 > des(σ) + 1. Suppose

that there are i elements of σ before the position labeled p and k elements of σ

before the position labeled p + 1. Inserting at position p will cause a new descent

at index i + 1, but will also shift the index of every following descent. Inserting at

position p + 1 will cause a new descent at index k + 1 and will also shift the index

of every following descent. So, the difference between the two is that inserting at

position p shifted all the descents among σi+1 . . . σk, and added a descent at index

i + 1, giving a contribution of (i + 1) + (i + 2) + . . .+ k. Inserting at position p+ 1

did not shift the descents among σi+1 . . . σk, so they remained with a contribution

of (i + 1) + (i + 2) + . . . + (k − 1), but it created a descent at k + 1. Thus, the
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difference in contribution is 1. This verifies the lemma.

Thus, using the lemma,

∑

σ∈Sn+1

qmaj(σ) =
∑

σ∈Sn

qmaj(σ)(1 + q + . . . + qn) = [n]q! [n + 1]q = [n + 1]q!.

In addition, these labeling schemes will give us a bijection, Θ : Sn 7→ Sn

where Θ(σ) = τ ⇒ inv(σ) = maj(τ). It is simple to describe, just reverse the

labeling process of σ using the inversion labeling and record the position numbers

of inserting n+1. Now, construct τ by using the same position numbers, but using

the major index labeling.

4.2 q-Analogues of the formulas from Chapter 3

Much of the work in Chapter 3 was later generalized by Hall and Remmel.

Following this, we all worked together to generalize their results by deriving some

q-analogues of their formulas.

As before, let Sn denote the set of permutations of the set [n] = {1, 2, . . . , n}.

Given subsets X, Y ⊆ N and a permutation σ ∈ Sn, let

DesX,Y (σ) = {i : σi > σi+1 & σi ∈ X & σi+1 ∈ Y }, and

desX,Y (σ) = |DesX,Y (σ)|.

If i ∈ DesX,Y (σ), then we call the pair (σi, σi+1) an (X, Y )-descent. For example,

if X = {2, 3, 5}, Y = {1, 3, 4}, and σ = 54213, then DesX,Y (σ) = {1, 3} and

desX,Y (σ) = 2.

For fixed n we define the polynomial

P X,Y
n (x) =

∑

s≥0

P X,Y
n,s xs :=

∑

σ∈Sn

xdesX,Y (σ). (4.1)
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Thus the coefficient P X,Y
n,s is the number of σ ∈ Sn with exactly s (X, Y )-descents.

Again, note that with the correct choices of sets for X and Y , this coefficient

generalizes Us
Υ,k,n.

Hall and Remmel [6] gave direct combinatorial proofs of a pair of formulas for

P X,Y
n,s . First of all, for any set A ⊆ N, let

An = A ∩ [n], and

Ac
n = (Ac)n = [n]− A.

Then Hall and Remmel [6] proved the following theorem.

Theorem 4.3.

P X,Y
n,s = |Xc

n|!
s∑

r=0

(−1)s−r

(
|Xc

n|+ r

r

)(
n + 1

s− r

)
∏

x∈Xn

(1 + r + αX,n,x + βY,n,x), (4.2)

and

P X,Y
n,s = |Xc

n|!

|Xn|−s
∑

r=0

(−1)|Xn|−s−r

(
|Xc

n|+ r

r

)(
n + 1

|Xn| − s− r

)
∏

x∈Xn

(r+βX,n,x−βY,n,x),

(4.3)

where for any set A and any j, 1 ≤ j ≤ n, we define

αA,n,j = |Ac ∩ {j + 1, j + 2, . . . , n}| = |{x : j < x ≤ n & x /∈ A}|, and

βA,n,j = |Ac ∩ {1, 2, . . . , j − 1}| = |{x : 1 ≤ x < j & x /∈ A}|.

Example 4.4. Suppose X = {2, 3, 4, 6, 7, 9}, Y = {1, 4, 8}, and n = 6. Thus

X6 = {2, 3, 4, 6}, Xc
6 = {1, 5}, Y6 = {1, 4}, Y c

6 = {2, 3, 5, 6}, and we have the

following table of values of αX,6,x, βY,6,x, and βX,6,x.

x 2 3 4 6
αX,6,x 1 1 1 0
βY,6,x 0 1 2 3
βX,6,x 1 1 1 2
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Equation (4.2) gives

P X,Y
6,2 = 2!

2∑

r=0

(−1)2−r

(
2 + r

r

)(
7

2− r

)

(2 + r)(3 + r)(4 + r)(4 + r)

= 2 (1 · 21 · 2 · 3 · 4 · 4− 3 · 7 · 3 · 4 · 5 · 5 + 6 · 1 · 4 · 5 · 6 · 6)

= 2(2016− 6300 + 4320)

= 72.

while (4.3) gives

P X,Y
6,2 = 2!

2∑

r=0

(−1)2−r

(
2 + r

r

)(
7

2− r

)

(1 + r)(0 + r)(−1 + r)(−1 + r)

= 2 (1 · 21 · 1 · 0 · (−1) · (−1)− 3 · 7 · 2 · 1 · 0 · 0 + 6 · 1 · 3 · 2 · 1 · 1)

= 2(0− 0 + 36)

= 72.

Now we shall present the methods used to arrive at q-analogues of their results.

There are two natural approaches to finding q-analogues of (4.2) and (4.3). The

first approach is to use q-analogues of the simple recursions that are satisfied by

the coefficients P X,Y
n,s . This approach naturally leads us to recursively define of a

pair of statistics statX,Y (σ) and statX,Y (σ) on permutations σ so that if we define

P X,Y
n,s (q) =

∑

σ∈Sn,desX,Y (σ)=s

qstatX,Y (σ) (4.4)

and

P̄ X,Y
n,s (q) =

∑

σ∈Sn,desX,Y (σ)=s

qstatX,Y (σ), (4.5)

then we can prove the following formulas:

P X,Y
n,s (q)

[|Xc
n|]q!

= (4.6)

s∑

r=0

(−1)s−rq(
s−r
2 )

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

∏

x∈Xn

[1 + r + αX,n,x + βY,n,x]q
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and

P̄ X,Y
n,s (q)

[|Xc
n|]q!

= (4.7)

|Xn|−s
∑

r=0

q(
|Xn|−s−r

2 )

(−1)|Xn|−s−r

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

∏

x∈Xn

[r + βX,n,x − βY,n,x]q .

The second approach is to q-analogue the combinatorial proofs of (4.2) and (4.3).

We will see that this approach also works and leads to a more direct definition

of statX,Y (σ) and statX,Y (σ), involving generalizations of classical permutation

statistics such as inv and maj.

4.2.1 Recursions for PX,Y
n,s (q)

In this section, we shall give q-analogues of the recursions for the coefficients

P X,Y
n,s developed by Hall and Remmel [6].

Given X, Y ⊆ N, let P X,Y
0 (x, y) = 1, and for n ≥ 1, define

P X,Y
n (x, y) =

∑

s,t≥0

P X,Y
n,s,tx

syt :=
∑

σ∈Sn

xdesX,Y (σ)y|Y
c
n |.

Let Φn+1 and Ψn+1 be the operators defined as

Φn+1 : xsyt −→ sxs−1yt + (n + 1− s)xsyt

Ψn+1 : xsyt −→ (s + t + 1)xsyt + (n− s− t)xs+1yt.

Then Hall and Remmel proved the following.

Proposition 4.5. For any sets X, Y ⊆ N, the polynomials P X,Y
n (x, y) satisfy

P X,Y
n+1 (x, y) =







y· Φn+1(P
X,Y
n (x, y)) if n + 1 6∈ X and n + 1 6∈ Y,

Φn+1(P
X,Y
n (x, y)) if n + 1 6∈ X and n + 1 ∈ Y,

y· Ψn+1(P
X,Y
n (x, y)) if n + 1 ∈ X and n + 1 6∈ Y,

Ψn+1(P
X,Y
n (x, y)) if n + 1 ∈ X and n + 1 ∈ Y.
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It is easy to see that Proposition 4.5 implies that the following recursion holds

for the coefficients P X,Y
n,s,t for all X, Y ⊆ N and n ≥ 1.

P X,Y
n+1,s,t = (4.8)






(s + 1)P X,Y
n,s+1,t−1 + (n + 1− s)P X,Y

n,s,t−1 if n + 1 6∈ X and n + 1 6∈ Y,

(s + 1)P X,Y
n,s+1,t + (n + 1− s)P X,Y

n,s,t if n + 1 6∈ X and n + 1 ∈ Y,

(s + t)P X,Y
n,s,t−1 + (n + 2− s− t)P X,Y

n,s−1,t−1 if n + 1 ∈ X and n + 1 6∈ Y,

(s + t + 1)P X,Y
n,s,t + (n + 1− s− t)P X,Y

n,s−1,t if n + 1 ∈ X and n + 1 ∈ Y.

We define two q-analogues of the operators Φn+1 and Ψn+1 as follows. Let

Φq
n+1 and Ψq

n+1 be the operators defined as

Φq
n+1 : xsyt −→ [s]qx

s−1yt + qs[n + 1− s]qx
syt

Ψq
n+1 : xsyt −→ [s + t + 1]qx

syt + qs+t+1[n− s− t]qx
s+1yt,

and let Φ̄q
n+1 and Ψ̄q

n+1 be the operators defined as

Φ̄q
n+1 : xsyt −→ qn+1−s[s]qx

s−1yt + [n + 1− s]qx
syt

Ψ̄q
n+1 : xsyt −→ qn−s−t[s + t + 1]qx

syt + [n− s− t]qx
s+1yt.

Given subsets X, Y ⊆ N, we define the polynomials P X,Y
n (q, x, y) by

P X,Y
0 (q, x, y) = 1 and

P X,Y
n+1 (q, x, y) = (4.9)






y· Φq
n+1(P

X,Y
n (q, x, y)), if n + 1 6∈ X, n + 1 6∈ Y,

Φq
n+1(P

X,Y
n (q, x, y)), if n + 1 6∈ X, n + 1 ∈ Y,

y· Ψq
n+1(P

X,Y
n (q, x, y)), if n + 1 ∈ X, n + 1 6∈ Y,

Ψq
n+1(P

X,Y
n (q, x, y)), if n + 1 ∈ X, n + 1 ∈ Y.

Similarly, we define the polynomials P̄ X,Y
n (q, x, y) by P̄ X,Y

0 (q, x, y) = 1 and

P̄ X,Y
n+1 (q, x, y) =







y· Φ̄q
n+1(P̄

X,Y
n (q, x, y)), if n + 1 6∈ X, n + 1 6∈ Y,

Φ̄q
n+1(P̄

X,Y
n (q, x, y)), if n + 1 6∈ X, n + 1 ∈ Y,

y· Ψ̄q
n+1(P̄

X,Y
n (q, x, y)), if n + 1 ∈ X, n + 1 6∈ Y, and

Ψ̄q
n+1(P̄

X,Y
n (q, x, y)), if n + 1 ∈ X, n + 1 ∈ Y.

(4.10)
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It is easy to see that (4.9) implies that

P X,Y
n+1,s,t(q) = (4.11)8>>>><>>>>: [s + 1]qP X,Y

n,s+1,t−1(q) + qs[n + 1− s]qP X,Y
n,s,t−1(q) if n + 1 6∈ X and n + 1 6∈ Y,

[s + 1]qP X,Y
n,s+1,t(q) + qs[n + 1− s]qP X,Y

n,s,t(q) if n + 1 6∈ X and n + 1 ∈ Y,

[s + t]qP X,Y
n,s,t−1(q) + qs+t−1[n + 2− s− t]qP X,Y

n,s−1,t−1(q) if n + 1 ∈ X and n + 1 6∈ Y, and

[s + t + 1]qP X,Y
n,s,t(q) + qs+t[n + 1− s− t]qP X,Y

n,s−1,t(q) if n + 1 ∈ X and n + 1 ∈ Y.

Next we describe an insertion statistic statX,Y (σ) so that

P X,Y
n (q, x, y) =

∑

σ∈Sn

qstatX,Y (σ)xdesX,Y (σ)y|Y
c
n |. (4.12)

We define statX,Y (σ) by recursion. For any σ = σ1 · · ·σn ∈ Sn, there are n + 1

positions where we can insert n + 1 to obtain a permutation in Sn+1. That is, we

either insert n + 1 at the end or immediately before σi for i = 1, . . . , n. We next

describe a labeling procedure for these possible positions. That is, if n + 1 /∈ X,

then we first label positions which are between an X, Y -descent from left to right

with the integers from 0 to desX,Y (σ) − 1 and then label the remaining positions

from right to left with the integers from desX,Y (σ) to n. If n + 1 ∈ X, then we

label the positions which lie between an X, Y -descent or are immediately in front

of an element of Y c
n plus the position at the end from left to right with the integers

0, . . . , desX,Y (σ) + |Y c
n | and then label the remaining positions from right to left

with the integers desX,Y (σ) + |Y c
n |+ 1 to n.

Example 4.6. Suppose that X7 = {2, 3, 6, 7} and Y7 = {1, 2, 3, 4} and σ =

6 3 1 4 5 7 2. Then if 8 /∈ X, then we would label the positions of σ as

σ =−
7

6 −
0

3 −
1

1 −
6

4 −
5

5 −
4

7 −
2

2 −
3
.

If 8 ∈ X, then we would label the positions of σ as

σ =−
0

6 −
1

3 −
2

1 −
7

4 −
3

5 −
4

7 −
5

2 −
6
.

We then define σ(k) to be the permutation in Sn+1 that is obtained by inserting

n + 1 into the position labeled with a k using the above labeling scheme and

recursively define statX,Y (σ) by declaring that
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1. statX,Y (σ) = 0 if σ ∈ S1 and

2. statX,Y (σ) = statX,Y (τ) + k if σ = τ (k) for some τ ∈ Sn if σ ∈ Sn+1.

Example 4.7. Suppose that X7 = {2, 3, 6, 7} and Y7 = {1, 2, 3, 4} and σ =

6 3 1 4 5 7 2. Then we can compute statX,Y (σ) by recursion using the label-

ing scheme as follows.

σ restricted to {1, . . . , k} Contribution to statX,Y (σ)
σ ↾{1}=−

1
1 −

0
0

σ ↾{1,2}=−
2

1 −
1

2 −
0

0

σ ↾{1,2,3}=−
3

3 −
0

1 −
2

2 −
1

2

σ ↾{1,2,3,4}=−
4

3 −
0

1 −
3

4 −
2

2 −
1

2

σ ↾{1,2,3,4,5}=−
5

3 −
0

1 −
4

4 −
1

5 −
3

2 −
2

2

σ ↾{1,2,3,4,5,6}=−
0

6 −
1

3 −
2

1 −
6

4 −
3

5 −
5

2 −
4

5

σ = 6 3 1 4 5 7 2 5

Thus statX,Y (σ) = 16 in this case.

Note that for any σ ∈ Sn,

n∑

k=0

qstatX,Y (σ(k)) = (1 + q + · · ·+ qn)qstatX,Y (σ) = [n + 1]qq
statX,Y (σ)

from which it easily follows by induction that

∑

σ∈Sn

qstatX,Y (σ) = [n]q!.
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Thus our statistic is Mahonian. Moreover, it is easy to check that if we define

P X,Y
n,s,t (q) =

∑

σ∈Sn,desX,Y (σ)=s,|Y c
n |=t

qstatX,Y (σ), (4.13)

then the P X,Y
n,s,t (q)’s satisfy the recursions (4.11). For example, suppose that n+1 /∈

X and n + 1 /∈ Y . Then to obtain a permutation σ ∈ Sn+1 which contributes to

P X,Y
n+1,s,t(q), we can either (i) start with an element α ∈ Sn such that desX,Y (α) =

s+1 and insert n+1 in any position that lies between an X, Y -descent in α because

that will destroy that X, Y -descent or (ii) start with an element β ∈ Sn such that

desX,Y (β) = s and insert n + 1 in any position other than those that lie between

an X, Y -descent in β since such an insertion will preserve the number of X, Y -

descents. In case (i), our labeling ensures that such an α will contribute (1 + q +

· · ·+qs)qstatX,Y (α) = [s+1]qq
statX,Y (α) to P X,Y

n+1,s,t(q) so that we get a total contribution

of [s + 1]qP
X,Y
n,s+1,t(q) to P X,Y

n+1,s,t(q) from the permutations in case (i). Similarly, our

labeling ensures that each such β contributes (qs+· · ·+qn)qstatX,Y (β) = qs[n+1−s]q

to P X,Y
n+1,s,t(q) so that we get a total contribution of qs[n + 1 − s]qP

X,Y
n,s+1,t(q) to

P X,Y
n+1,s,t(q) from the permutations in case (ii). The other cases are proved in a

similar manner.
It is easy to see that (4.10) implies that

P̄ X,Y
n+1,s,t(q) = (4.14)8>>>><>>>>: qn−s[s + 1]qP̄ X,Y

n,s+1,t−1(q) + [n + 1− s]qP̄ X,Y
n,s,t−1(q) if n + 1 6∈ X and n + 1 6∈ Y,

qn−s[s + 1]qP̄ X,Y
n,s+1,t(q) + [n + 1− s]qP̄ X,Y

n,s,t(q) if n + 1 6∈ X and n + 1 ∈ Y,

qn+1−s−t[s + t]qP̄ X,Y
n,s,t−1(q) + [n + 2− s− t]qP̄ X,Y

n,s−1,t−1(q) if n + 1 ∈ X and n + 1 6∈ Y, and

qn−s−t[s + t + 1]qP̄ X,Y
n,s,t(q) + [n + 1− s− t]qP̄ X,Y

n,s−1,t(q) if n + 1 ∈ X and n + 1 ∈ Y.

Again, we can recursively define an insertion statistic statX,Y (σ) so that

P̄ X,Y
x (q, x, y) =

∑

σ∈Sn

qstatX,Y (σ)xdesX,Y (σ)y|Y
c
n |. (4.15)

The only difference in this case is that if a possible insertion position p was labeled

with i relative to statX,Y , then position p should be labeled with n − i relative

to statX,Y . It is easy to see that this labeling can be described as follows. If
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n + 1 /∈ X, then we first label positions which are not between an X, Y -descent

from left to right with the integers from 0 to n − desX,Y (σ) and then label the

remaining positions from right to left with the integers from n− desX,Y (σ) + 1 to

n. If n + 1 ∈ X, then we label the positions which do not lie between an X, Y -

descent or are not immediately in front of an element of Y c
n or are not at the end

from left to right with the integers 0, . . . , n− (desX,Y (σ)+ |Y c
n |)− 1 and then label

the remaining positions from right to left with the integers n− (desX,Y (σ) + |Y c
n |)

to n.

Example 4.8. Suppose that X7 = {2, 3, 6, 7} and Y7 = {1, 2, 3, 4} and σ =

6 3 1 4 5 7 2. Then if 8 /∈ X, then we would label the positions of σ as

σ =−
0

6 −
7

3 −
6

1 −
1

4 −
2

5 −
3

7 −
5

2 −
4
.

If 8 ∈ X, then we would label the positions of σ as

σ =−
7

6 −
6

3 −
5

1 −
0

4 −
4

5 −
3

7 −
2

2 −
1
.

We then define σ(k̄) to be the permutation in Sn+1 that is obtained by inserting

n + 1 into the position labeled with a k using the above labeling scheme and

recursively define statX,Y (σ) by declaring that

1. statX,Y (σ) = 0 if σ ∈ S1 and

2. statX,Y (σ) = statX,Y (τ) + k if σ = τ (k̄) for some τ ∈ Sn if σ ∈ Sn+1.

Example 4.9. Suppose that X7 = {2, 3, 6, 7} and Y7 = {1, 2, 3, 4} and σ =

6 3 1 4 5 7 2. Then we can compute statX,Y (σ) by recursion using the label-

ing scheme as follows.
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σ restricted to {1, . . . , k} Contribution to statX,Y (σ)
σ ↾{1}=−

0
1 −

1
0

σ ↾{1,2}=−
0

1 −
1

2 −
2

1

σ ↾{1,2,3}=−
0

3 −
3

1 −
1

2 −
2

0

σ ↾{1,2,3,4}=−
0

3 −
4

1 −
1

4 −
2

2 −
3

1

σ ↾{1,2,3,4,5}=−
0

3 −
5

1 −
1

4 −
4

5 −
2

2 −
3

2

σ ↾{1,2,3,4,5,6}=−
6

6 −
5

3 −
4

1 −
0

4 −
3

5 −
1

2 −
2

0

σ = 6 3 1 4 5 7 2 1

Thus statX,Y (σ) = 5 in this case.

Again it is easy to check that
∑

σ∈Sn

qstatX,Y (σ) = [n]q!

so that statX,Y is also a Mahonian statistic. We then define

P̄ X,Y
n,s,t (q) =

∑

σ∈Sn,desX,Y (σ)=s,|Y c
n |=t

qstatX,Y (σ). (4.16)

Again is straightforward to see that the P̄ X,Y
n,s,t (q) satisfy the recursion (4.14). Fi-

nally, it is easy to prove by induction that if σ ∈ Sn, then

statX,Y (σ) =

(
n

2

)

− statX,Y (σ). (4.17)

It follows that

q(
n
2)P X,Y

n,s,t (1/q) = P̄ X,Y
n,s,t (q). (4.18)

It is possible to show that one can prove (4.6) and (4.7) from the recursions

(4.11) and (4.14). We shall not give such proofs here, but instead give direct

combinatorial proofs of (4.6) and (4.7) which will give us non-recursive descriptions

of the statistics statX,Y and statX,Y .
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4.2.2 Combinatorial proofs

In this section, we shall show how to modify the combinatorial proofs of (4.2)

and (4.3) found in Hall and Remmel [6] to give combinatorial proofs of (4.6) and

(4.7). We start with the proof of (4.6).

Theorem 4.10. Let

P X,Y
n (q, x) =

∑

s≥0

P X,Y
n,s (q)xs :=

∑

σ∈Sn

qinvXc(σ)+rlmajX,Y (σ)+ycxcoinvX,Y (σ)xdesX,Y (σ),

where

invXc(σ) =
n∑

i=1

(#j ∈ Xc s.t. j appears to the left of i and j > i)

rlmajX,Y (σ) =
∑

i∈DesX,Y (σ)

(n− i) , and

ycxcoinvX,Y (σ) =
∑

x∈Xn

(#z ∈ Y c s.t. z appears to the left of x and z < x) .

Then

P X,Y
n,s (q)

[|Xc
n|]q!

= (4.19)

s∑

r=0

(−1)s−rq(
s−r
2 )

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

∏

x∈Xn

[1 + r + αX,n,x + βY,n,x]q ,

where

Xn = X ∩ [n],

Xc
n = (Xc)n = [n]−X,

and

αX,n,j = |Xc ∩ {j + 1, j + 2, . . . , n}| = |{z : j < z ≤ n & z /∈ X}|,

βX,n,j = |Xc ∩ {1, 2, . . . , j − 1}| = |{z : 1 ≤ z < j & z /∈ X}|, and

βY,n,j = |Y c ∩ {1, 2, . . . , j − 1}| = |{z : 1 ≤ z < j & z /∈ Y }|.
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Proof. The proofs are analogous to those presented in [6], with the addition of

q-weights on the objects of the sign-reversing involutions.

Let X, Y, n, and s be given. For r satisfying 0 ≤ r ≤ s, we define the set of

what we call (n, s, r)X,Y -configurations. An (n, s, r)X,Y -configuration c consists of

an array of the numbers 1, 2, . . . , n, r +’s, and (s− r) −’s, satisfying the following

two conditions:

(i) each − is either at the very beginning of the array or immediately follows a

number, and

(ii) if x ∈ X and y ∈ Y are consecutive numbers in the array, and x > y, i.e.,

if (x, y) forms an (X, Y )-descent pair in the underlying permutation, then

there must be at least one + between x and y.

Note that in an (n, s, r)X,Y -configuration, the number of +’s plus the number of

−’s equals s.

For example, if X = {2, 3, 5, 6} and Y = {1, 3}, the following is a (6, 5, 3)X,Y -

configuration:

c = 5 + 2−+46 + 13− .

In this example, the underlying permutation is 5 2 4 6 1 3.

In general, we will let c1c2 · · · cn denote the underlying permutation of the

(n, s, r)X,Y -configuration c.

Let CX,Y
n,s,r be the set of all (n, s, r)X,Y -configurations. We claim that

∣
∣CX,Y

n,s,r

∣
∣ = |Xc

n|!

(
|Xc

n|+ r

r

)(
n + 1

s− r

)
∏

x∈Xn

(1 + r + αX,n,x + βY,n,x).

That is, we can construct the (n, s, r)X,Y -configurations as follows. First, we pick

an order for the elements in Xc
n. This can be done in |Xc

n|! ways. Next, we insert

the r +’s. This can be done in
(
|Xc

n|+r
r

)
ways. Next, we insert the elements of

Xn = {x1 < x2 < · · · < x|Xn|} in increasing order. After placing x1, x2, . . . , xi−1,

the next element xi can be placed
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• immediately before any of the βY,n,xi
elements of {1, 2, . . . , xi−1} that is not

in Y , or

• immediately before any of the αX,n,xi
elements of {xi + 1, xi + 2, . . . , n} that

is not in X, or

• immediately before any of the r +’s, or

• at the very end of the array.

Thus we can place the elements of Xn in
∏|Xn|

i=1 (1 + r + αX,n,x + βY,n,x) ways. Note

that although xi might also be in Y , and might be placed immediately after some

other element of Xn, condition (ii) is not violated because the elements of Xn are

placed in increasing order. Finally, since each − must occur either at the very

start of the configuration or immediately following a number, we can place the −’s

in
(

n+1
s−r

)
ways.

Let the q-weight wq(c) of an (n, s, r)X,Y -configuration c be

(−1)s−rqinvXc(c)+rlmajX,Y (c)+ycxcoinvX,Y (c),

where

invXc(c) =

n∑

i=1

(#j ∈ Xc s.t. j appears to the left of i and j > i) ,

rlmajX,Y (c) =
n∑

i=1

(#signs to the left of i) , and

ycxcoinvX,Y (c) =
∑

x∈Xn

(#z ∈ Y c s.t. z appears to the left of x and z < x)

In our example, with X = {2, 3, 5, 6}, Y = {1, 3}, and c the (6, 5, 3)X,Y -

configuration

5 + 2−+46 + 13−,
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we have

invXc(c) = 0 + 0 + 0 + 0 + 1 + 1 = 2,

rlmajX,Y (c) = 0 + 1 + 3 + 3 + 4 + 4 = 15, and

ycxcoinvX,Y (c) = 0 + 0 + 3 + 1 = 4.

The q-weight of this configuration is thus wq(c) = (−1)5−3q2+15+4 = q21.

Next we must show that

Sn,s,r =
∑

c∈CX,Y
n,s,r

wq(c) = (4.20)

q(
s−r
2 )

(−1)s−r
[|Xc

n|]q!

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

∏

x∈Xn

[1 + r + αX,n,xi
+ βY,n,xi

]q .

We shall use two well-known results to help us prove (4.20). That is, for any

sequence s = s1 · · · sn of natural numbers, we let inv(s) =
∑

1≤i<j≤n χ(si > sj) and

coinv(s) =
∑

1≤i<j≤n χ(si < sj) where for any statement A, χ(A) = 1 is A is true

and χ(A) = 0 if A is false. Then for any n ≥ 1,

∑

σ∈Sn

qinv(σ) =
∑

σ∈Sn

qcoinv(σ) = [n]q!. (4.21)

Similarly we let R(1k0n−k) denote the set of rearrangement of k 1’s and n− k 0’s.

Then
∑

r∈R(1k0n−k)

qinv (r) =

[

n

k

]

q

. (4.22)

If we count the inversions caused by the 1’s reading from right to left in any

r ∈ R(1k0n−k), it follows that
[

n

k

]

q

=
∑

0≤i1≤···≤ik≤n−k

qi1+···+ik , (4.23)

and if we replace each is in (4.23) by js = is + s− 1, then it is easy to see that

q(
k
2)

[

n

k

]

q

=
∑

0≤j1<···<jk≤n−1

qj1+···+jk . (4.24)
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Now consider how we constructed the elements of CX,Y
n,s,r above. We first put down

a permutation of the elements of Xc
n. Since each inversion among these elements

contributes 1 to invXc(c), these placements contribute a factor of [|Xc
n|]q! to Sn,s,r by

(4.21). Next, we insert the r +’s. Since each + contributes 1 for each element of Xc
n

to its right to rlmajX,Y (c), the q-count over all possible ways of inserting the r +’s

into our permutation of Xc
n is the same as the number of inversions between r 1’s

and |Xc
n| 0’s. Thus the insertion of the r +’s contributes a factor of

[

|Xc
n|+ r

r

]

q

to Sn,s,r by (4.22). Next, we insert the elements of Xn = {x1 < x2 < · · · < x|Xn|}

in increasing order. After placing x1, x2, . . . , xi−1, the next element xi can go

• immediately before any of the βY,n,xi
elements of {1, 2, . . . , xi−1} that is not

in Y , or

• immediately before any of the αX,n,xi
elements of {xi + 1, xi + 2, . . . , n} that

is not in X, or

• immediately before any of the r +’s, or

• at the very end of the array.

Note that each of the elements counted by βY,n,xi
to left of xi contributes 1 to

ycxcoinvX,Y (c), each of the elements counted by αX,n,xi
to the left of xi contributes

1 to invXc(c), and each of the +’s to left of xi contributes 1 to rlmajX,Y (c). Thus it

follows that the placement of xi contributes a factor of 1+q+· · ·+qr+αX,n,xi
+βY,n,xi =

[1 + r + αX,n,xi
+ βY,n,xi

]q to Sn,s,r. Finally we must insert the (s − r) −’s. Since

each − must occur either at the very start of the configuration or immediately

following a number and each − contributes the number of elements of {1, . . . n}

that lie to its right to rlmajX,Y (c), it follows that the contribution over all such

placements to Sn,s,r is

∑

0≤j1<···<js−r≤n

qj1+···js−r = q(
s−r
2 )

[

n + 1

s− r

]

q

(4.25)
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by (4.24). Thus we have established that the right-hand side of (4.19) is the sum

of the wq(c) over all possible configurations.

We now prove (4.19) by exhibiting a weight-preserving sign-reversing involution

I on the set CX,Y
n,s =

s⊔

r=0

CX,Y
n,s,r, whose fixed points correspond to permutations

σ ∈ Sn such that desX,Y (σ) = s. We say that a sign can be “reversed” if it can be

changed from + to − or from − to + without violating conditions (i) and (ii). To

apply I to a configuration c, we scan from left to right until we find the first sign

that can be reversed. We then reverse that sign, and we let I(c) be the resulting

configuration. If no signs can be reversed, we set I(c) = c.

In our example, with X = {2, 3, 5, 6}, Y = {1, 3}, and c the (6, 5, 3)X,Y -

configuration

5 + 2−+46 + 13−,

the first sign we encounter is the + following 5. This + can be reversed, since 52

is not an (X, Y )-descent. Thus I(c) is the configuration shown below:

I(c) = 5− 2−+46 + 13− .

It is easy to see that I(I(c)) = c in this case, since applying I again we change the

− following 5 back to a +.

Conditions (i) and (ii) are clearly preserved by the very definition of I. It

is also clear that I is sign-reversing, since if I(c) 6= c, then I(c) either has one

more − than c, or one fewer − than c. I also preserves the q-weight, since

invXc(c), rlcomajX,Y (c), and ycxcoinvX,Y (c) depend only on the underlying permu-

tation and the distribution of signs (without regard to + or −), neither of which

is changed by I. To see that I is in fact an involution, we note that the only signs

that are not reversible are single +’s occurring in the middle of an (X, Y )-descent

pair, and +’s that immediately follow another sign. In either case, it is clear that

a sign is reversible in a configuration c if and only if the corresponding sign is

reversible in I(c). Thus, if a sign is the first reversible sign in c, the corresponding

sign in I(c) must also be the first reversible sign in I(c). It follows that I(I(c)) = c
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for all c ∈ CX,Y
n,s . We therefore have

s∑

r=0

∑

c∈CX,Y
n,s,r

wq(c) =
s∑

r=0

∑

c ∈ C
X,Y
n,s,r

I(c) = c

wq(c).

Now, consider the fixed points of I. Suppose that I(c) = c. Then c clearly

can have no −’s, and thus r = s. This implies that the sign associated with the

configuration c is positive. It must also be the case that no +’s can be reversed.

Thus each of the s +’s must occur singly in the middle of an (X, Y )-descent pair.

It follows that the underlying permutation has exactly s (X, Y )-descents.

Finally, we should observe that if σ = σ1σ2 · · ·σn is a permutation with exactly

s (X, Y )-descents, then we can create a fixed point of I simply by placing a + in

the middle of each (X, Y )-descent pair.

For example, if X = {2, 4, 6, 9}, Y = {1, 4, 7}, n = 9, s = 2, and σ =

528941637, then the corresponding fixed point is

c = 5289 + 4 + 1637.

Note that in such a case, if σi > σi+1 is an X, Y -descent in σ, then in the

corresponding fixed point c of I, we will have a + between σi and σi+1. This

means that each of σi+1, . . . , σn will contribute 1 to rlmajX,Y (c) for the + between

σi and σi+1. Hence it follows that

rlmajX,Y (c) =
∑

i∈DesX,Y (σ)

(n− i).

Thus for any permutation σ ∈ Sn with s X, Y -descents, the weight wq(c) of the

corresponding configuration c which is a fixed point of I is

qinvXc(σ)+rlmajX,Y (σ)+ycxcoinvX,Y (σ)



87

where

invXc(σ) =
n∑

i=1

(#j ∈ Xc s.t. j appears to the left of i and j > i)

rlmajX,Y (σ) =
∑

i∈DesX,Y (σ)

(n− i) , and

ycxcoinvX,Y (σ) =
∑

x∈Xn

(#z ∈ Y c s.t. z appears to the left of x and z < x)

as desired.

Our next result shows that the statistics defined in 4.2.1 and 4.2.2 are in fact

the same.

Theorem 4.11. For all σ ∈ Sn,

statX,Y (σ) = invXc(σ) + rlmajX,Y (σ) + ycxcoinvX,Y (σ)

Proof. By definition, it is the case that

statX,Y (σ(k)) = statX,Y (σ) + k.

We will now show that

invXc(σ(k)) + rlmajX,Y (σ(k)) + ycxcoinvX,Y (σ(k))

= invXc(σ) + rlmajX,Y (σ) + ycxcoinvX,Y (σ) + k,

which when combined with the fact that all of the statistics are 0 on σ ∈ S1, verifies

the theorem. Suppose σ = σ1 · · ·σn ∈ Sn where desX,Y (σ) = s and |Y c
n | = t.

Case 1: n + 1 6∈ X and desX,Y (σ(k)) = s− 1

Assume further that σ
(k)
j+1 = n + 1. Inserting n + 1 at position j + 1 means

that it will contribute n− j, the number of elements following n + 1, to the invXc

statistic. So we have that

invXc(σ(k)) = invXc(σ) + n− j.
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Since we destroyed an X, Y -descent at position j we lose a contribution of n− j to

the rlmajX,Y statistic. On the other hand, each of the k X, Y -descents preceding

n + 1 will contribute 1 to this statistic. Thus,

rlmajX,Y (σ(k)) = rlmajX,Y (σ)− (n− j) + k.

Since n + 1 6∈ X, we have that

ycxcoinvX,Y (σ(k)) = ycxcoinvX,Y (σ).

Case 2: n + 1 6∈ X and desX,Y (σ(k)) = s

Assume further that there are d X, Y -descents to the left of n + 1 in σ(k).

Inserting n+1 at a position labeled k means that it will contribute k− s+ s−d =

k − d, the number of elements following n + 1, to the invXc statistic. So we have

that

invXc(σ(k)) = invXc(σ) + k − d.

Since we are dealing with a permutation of length n+1, each of the d X, Y -descents

preceding n + 1 will contribute 1 to the rlmajX,Y statistic. Thus,

rlmajX,Y (σ(k)) = rlmajX,Y (σ) + d.

Again, since n + 1 6∈ X, we have that

ycxcoinvX,Y (σ(k)) = ycxcoinvX,Y (σ).

Case 3: n + 1 ∈ X and desX,Y (σ(k)) = s

Assume further that there are d X, Y -descents to the left of n+1 in σ(k). Since

n + 1 ∈ X, we have that

invXc(σ(k)) = invXc(σ).

Each of the d X, Y -descents preceding n + 1 will contribute 1 to the rlmajX,Y

statistic. Thus,

rlmajX,Y (σ(k)) = rlmajX,Y (σ) + d.
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Inserting n + 1 at a position labeled k means that it will contribute k − d, the

number of elements preceding n + 1 that are in Y c
n , to the statistic ycxcoinvX,Y .

So we have that

ycxcoinvX,Y (σ(k)) = ycxcoinvX,Y (σ) + k − d.

Case 4: n + 1 ∈ X and desX,Y (σ(k)) = s + 1

Assume further that there are d X, Y -descents to the left of n + 1 in σ(k) and

that σ
(k)
j+1 = n + 1. Again, since n + 1 ∈ X, we have that

invXc(σ(k)) = invXc(σ).

However, since we have created an X, Y -descent at position j + 1 we gain a con-

tribution of n + 1− (j + 1) = n− j to the rlmajX,Y statistic. On the other hand,

each of the d X, Y -descents preceding n + 1 will also contribute 1 to this statistic.

Thus,

rlmajX,Y (σ(k)) = rlmajX,Y (σ) + d + (n− j).

Inserting n+1 at a position labeled k means that it will contribute j− (n−k)−d,

the number of elements preceding n+1 that are in Y c
n , to the statistic ycxcoinvX,Y .

So we have that

ycxcoinvX,Y (σ(k)) = ycxcoinvX,Y (σ) + j − (n− k)− d.

In each case we see that inserting n + 1 into the position labeled with a k

contributes k to each statistic and thus they are equivalent.

Next we consider the proof of (4.7).

Theorem 4.12. Let

P̄ X,Y
n (q, x) =

∑

s≥0

P̄ X,Y
n,s (q)xs :=

∑

σ∈Sn

qcoinvXc(σ)+rlcomajX,Y (σ)−ycxcoinv(σ)xdesX,Y (σ),



90

where

coinvXc(σ) =
n∑

i=1

(#j ∈ Xc s.t. j appears to the left of i and j < i)

rlcomajX,Y (σ) =
∑

i/∈DesX,Y (σ),σi∈Xn

(n− i) , and

ycxcoinvX,Y (σ) =
∑

x∈Xn

(#z ∈ Y c s.t. z appears to the left of x and z < x) .

Then

P̄ X,Y
n,s (q)

[|Xc
n|]q!

= (4.26)

|Xn|−s
∑

r=0

q(
|Xn|−s−r

2 )

(−1)|Xn|−s−r

[

|Xc
n|+ r

r

]

q

[

n + 1

|Xn| − s− r

]

q

∏

x∈Xn

[r + βX,n,x − βY,n,x]q ,

where

Xn = X ∩ [n],

Xc
n = (Xc)n = [n]−X,

and

αX,n,j = |Xc ∩ {j + 1, j + 2, . . . , n}| = |{z : j < z ≤ n & z /∈ X}|,

βX,n,j = |Xc ∩ {1, 2, . . . , j − 1}| = |{z : 1 ≤ z < j & z /∈ X}|, and

βY,n,j = |Y c ∩ {1, 2, . . . , j − 1}| = |{z : 1 ≤ z < j & z /∈ Y }|.

Proof. Let X, Y, n, and s be given. For r satisfying 0 ≤ r ≤ |Xn|−s, an (n, s, r)
X,Y

-

configuration consists of an array of the numbers 1, 2, . . . , n, r +’s, and (|Xn|−s−r)

−’s, satisfying the following three conditions:

(i) each − is either at the very beginning of the array or immediately follows a

number,

(ii) if ci ∈ X, 1 ≤ i < n, and (ci, ci+1) is not an (X, Y )-descent pair of the

underlying permutation, then there must be at least one + between ci and

ci+1, and
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(iii) if cn ∈ X, then at least one + must occur to the right of cn.

Note that in an (n, s, r)
X,Y

-configuration, the number of +’s plus the number of

−’s equals |Xn| − s.

For example, if X = {2, 3, 6} and Y = {1, 2, 5}, then the following is a

(6, 1, 1)
X,Y

-configuration:

c = 213 + 6− 54.

Let C
X,Y

n,s,r be the set of all (n, s, r)
X,Y

-configurations. Then we claim that

∣
∣
∣C

X,Y

n,s,r

∣
∣
∣ = |Xc

n|!

(
|Xc

n|+ r

r

)(
n + 1

|Xn| − s− r

)
∏

x∈Xn

(r + βX,n,x − βY,n,x).

That is, we can construct the (n, s, r)
X,Y

-configurations as follows. First, we pick

an order for the elements in Xc
n. This can be done in |Xc

n|! ways. Next, we

insert the r +’s. This can be done in
(
|Xc

n|+r
r

)
ways. Next, we insert the ele-

ments of Xn = {x1 < x2 < · · · < x|Xn|} in increasing order. We can place x1 in

r + βX,n,x1 − βY,n,x1 ways, since x1 can either go immediately before any of the r

+’s or immediately before any of the x1−1−βY,n,x1 = βX,n,x1−βY,n,x1 elements of

Y which are less than x1. We note here that βX,n,xi
= xi− i for all i, 1 ≤ i ≤ |Xn|.

There are now two cases to consider for the placement of x2.

Case 1. x1 was placed immediately in front of some element of y ∈ Y . In this case,

x2 cannot be placed immediately in front of y, since this would violate condition

(ii). x2 can be placed before any + or immediately in front of any element of Y

which is less than x2, except y. Hence, x2 can be placed in

r + x2 − 1− βY,n,x2 − 1 = r + x2 − 2− βY,n,x2

= r + βX,n,x2 − βY,n,x2

ways.

Case 2. x1 was placed immediately before a +. In this case, x2 cannot be placed
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immediately before the same +, since again we would violate condition (ii). x2

can be placed immediately before any of the other +’s or immediately before any

element of Y which is less than x2. Hence x2 can be placed in

r − 1 + x2 − 1− βY,n,x2 = r + x2 − 2− βY,n,x2

= r + βX,n,x2 − βY,n,x2

ways.

In general, having placed x1, x2, . . . , xi−1, we cannot place xi immediately before

some y ∈ Y, y < xi, which earlier had an element of {x1, x2, . . . , xi−1} placed before

it. Similarly, we cannot place xi immediately before any + which earlier had an

element of {x1, x2, . . . , xi−1} placed before it. It then follows that there are

r + xi − 1− βY,n,xi
− (i− 1) = r + xi − i− βY,n,xi

= r + βX,n,xi
− βY,n,xi

ways to place xi. Thus, there are total of
∏|Xn|

i=1 (r + βX,n,xi
− βY,n,xi

) ways to place

x1, x2, . . . , x|Xn|, given our placement of the elements of Xc
n. Finally, we can place

the −’s in
(

n+1
|Xn|−s−r

)
ways.

Now suppose that c = c1 · · · cn is a configuration in C
X,Y

n,s,r. We define the

q-weight w̄q(c) of an (n, s, r)
X,Y

-configuration c to be

(−1)|Xn|−s−rqcoinvXc(c)+rlcomajX,Y (c)−ycxcoinvX,Y (c),

where

coinvXc(c) =
n∑

i=1

(#j ∈ Xc s.t. j appears to the left of i and j < i)

rlcomajX,Y (c) =

n∑

i=1

(#signs to the left of i) , and

ycxcoinvX,Y (c) =
∑

x∈Xn

(#z ∈ Y c s.t. z appears to the left of x and z < x) .
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In our example, with X = {2, 3, 4}, Y = {1, 3, 5}, and c the (6, 0, 3)
X,Y

-

configuration

2 + 5413 + +6,

we have,

coinvXc(c) = 3,

rlcomajX,Y (c) = 7, and

ycxcoinvX,Y (c) = 2.

The q-weight of this configuration is thus w̄q(c) = (−1)3−0−3q3+7−2 = q8.

Note that the definition of rlcomajX,Y is identical to that of rlmajX,Y of Theo-

rem 4.10. However, because the signs play a different role here, it will not be the

case that rlmajX,Y and rlcomajX,Y reduce to the same statistics on Sn.

Let

S̄n,s,r =
∑

c∈C
X,Y
n,s,r

w̄q(c).

We must show that

S̄n,s,r = (4.27)

q(
|Xn|−s−r

2 ) [|Xc
n|]q!

(−1)|Xn|−s−r

[

|Xc
n|+ r

r

]

q

[

n + 1

|Xn| − s− r

]

q

∏

x∈Xn

[r + βX,n,xi
− βY,n,x]q .

Now consider how we constructed the elements of C
X,Y

n,s,r above. We first put down

a permutation of the elements of Xc
n. Since each coinversion among these elements

contributes 1 to coinvXc(c), these elements contribute a factor of [|Xc
n|]q! to S̄n,s,r.

Next, we put down the r +’s. Since each + contributes 1 for each element of Xc
n to

its right to rlcomajX,Y (c), the q-count over all possible ways of inserting the r +’s

into our permutation of Xc
n is the same as the number of inversions between r 1’s

and |Xc
n| 0’s. Thus the insertion of the r +’s contributes a factor of

[

|Xc
n|+ r

r

]

q

to

S̄n,s,r. Next, we insert the elements of Xn = {x1 < x2 < · · · < x|Xn|} in increasing
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order. Each xi must go either before a + or before an element y ∈ Y such that

y < xi. However, having placed x1, x2, . . . , xi−1, we cannot place xi immediately

before some y ∈ Y, y < xi, which earlier had an element of {x1, x2, . . . , xi−1} placed

before it. Similarly, we cannot place xi immediately before any + which earlier had

an element of {x1, x2, . . . , xi−1} placed before it. So the number of ways to place xi

is the difference between the sum of the number of +’s and the number of elements

smaller than xi which are in Y , and the number of x ∈ X already placed, which is

i−1. This difference is r+xi−1−βY,n,xi
−(i−1) = r+βX,n,xi

−βY,n,xi
. Now when we

place xi, each + to the left of xi contributes 1 to rlcomajX,Y (c), each z ∈ Xc, z < xi,

to the left of xi contributes 1 to coinvXc(c), and each z ∈ Y c, z < xi, contributes 1

to ycxcoinvX,Y (c). The key here is to realize that the difference between the number

of y ∈ Y, y < xi to the left of xi and the number of x ∈ X, x < xi to the left of xi

is equal to the difference between the number of z ∈ Xc
n, z < xi to the left of xi

and the number of z ∈ Y c
n , y < xi to the left of xi. In any rate, when we place xi,

we effectively get a factor of q for each + and each element y ∈ Y satisfying y < xi

which lies to the left of xi, and a factor of q−1 for each element x ∈ X satisfying

x < xi which lies to the left of xi. Thus the net effect is that we have a factor of

q for each place before the position of xi which was a possible position where we

could have placed xi. By our argument above, there are exactly r+βX,n,xi
−βY,n,xi

positions so that the contribution over all possible placements of xi at this stage is

1 + q + · · · qr+βX,n,xi
−βY,n,xi

−1 = [r + βX,n,xi
− βY,n,xi

]q. Thus the total contribution

from the placements of elements in Xn is
∏

x∈Xn
[r + βX,n,x − βY,n,x]q. Finally we

must insert the (|Xn| − s− r) −’s. In this case, we can argue exactly in the proof

of Theorem 4.10, that all possible insertions contribute a factor of

∑

0≤j1<···<j|Xn|−s−r≤n

qj1+···j|Xn|−s−r = q(
|Xn|−s−r

2 )

[

n + 1

|Xn| − s− r

]

q

(4.28)

to S̄n,s,r. Thus we have established that the right-hand side of (4.26) is the sum of

the w̄q(c) over all possible configurations.

We now prove the theorem by exhibiting a sign-reversing involution I on the
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set C
X,Y

n,s =
|Xn|−s⊔

r=0

C
X,Y

n,s,r whose fixed points correspond to permutations σ ∈ Sn such

that desX,Y (σ) = s. We define I exactly as in the proof of Theorem 4.10. That

is, we scan from left to right and reverse the first sign that we can reverse without

violating conditions (i)-(iii).

For example, suppose X = {2, 3, 4}, Y = {1, 3, 5}, and we have the (6, 0, 2)
X,Y

-

configuration

c = 213 + 6− 54 + .

We cannot reverse the + following 3 without violating condition (ii), since 3 ∈ X

and 36 is not an (X, Y )-descent. Thus, we reverse the − following 6 to get

I(c) = 213 + 6 + 54 + .

It is clear that w̄q(c) = ±w̄q(I(c)), since coinvXc(c) = coinvXc(I(c)),

rlcomajX,Y (c) = rlcomajX,Y (I(c)), and ycxcoinvX,Y (c) = ycxcoinvX,Y (I(c)). If

I(c) 6= c, then I(c) either has one more − than c, or one fewer − than c, and so I

is sign-reversing weight preserving involution.

It follows that

|Xn|−s
∑

r=0

∑

c∈C
X,Y
n,s,r

w̄q(c) =

|Xn|−s
∑

r=0

∑

c ∈ C
X,Y
n,s,r

I(c) = c

w̄q(c).

Now, consider a fixed point c of I. As in the proof of Theorem 4.10, c can have

no −’s, and thus r = |Xn| − s and thus w(c) is positive. No string of multiple +’s

can occur, since the first + in such a string could be reversed. Thus, each of the

(|Xn| − s) +’s appears singly, and must either

• immediately follow some ci ∈ X, 1 ≤ i < n, such that (ci, ci+1) is not an

(X, Y )-descent pair of the underlying permutation, or

• immediately follow cn ∈ X.
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Thus |Xn|−s elements of Xn immediately precede a + that cannot be reversed, and

are thus not the tops of (X, Y )-descent pairs. It follows that each of the remaining

s elements of Xn do not immediately precede a +, and as such each must be the

top of an (X, Y )-descent pair. Thus the underlying permutation c1c2 · · · cn has

exactly s (X, Y )-descents.

Again, we observe that if σ1σ2 · · ·σn is a permutation with exactly s (X, Y )-

descents, then we can create a fixed point of I by inserting a + after every

element of Xn that is not the top of an (X, Y )-descent pair. For example, if

X = {2, 3, 4, 6, 8, 9}, Y = {1, 2, 3, 5}, n = 9, s = 4, and σ = 9 5 8 6 2 1 4 3 7, then

the corresponding configuration would be

958 + 62143 + 7.

Finally, observe that if such a σ corresponds to a fixed point of I, then for every

pair (σi, σi+1) such that σi ∈ Xn and (σi, σi+1) is not a (X, Y )-descent pair, the +

between σi and σi+1 in the corresponding configuration contributes 1 for each of

σi+1, . . . , σn. It then follows that

rlcomajX,Y (c) =
∑

σi∈Xn,i/∈DesX,Y (σ)

(n− i) = rlcomajX,Y (σ).

For any permutation σ, we now have

stat(σ) + coinvXc(σ) + rlcomajX,Y (σ)− ycxcoinv(σ) =

invXc(σ) + rlmajX,Y (σ) + ycxcoinv(σ) +

coinvXc(σ) + rlcomajX,Y (σ)− ycxcoinv(σ) =

invXc(σ) + coinvXc(σ) + rlmajX,Y (σ) + rlcomajX,Y (σ).

But for any σ = σ1 · · ·σn, i ∈ {1, . . . , n}, and X, Y ⊆ N, it will be that case that

if σi ∈ Xc
n, then we get a contribution of 1 to invXc(σ) + coinvXc(σ) for each σj

with j > i so that

invXc(σ) + coinvXc(σ) =
∑

σi∈Xc
n

(n− i). (4.29)
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On the other hand, it easy to see from our definition that

rlmajX,Y (σ) + rlcomajX,Y (σ) =
∑

σi∈Xn

(n− i). (4.30)

Thus

invXc(σ)+coinvXc(σ)+rlmajX,Y (σ)+rlcomajX,Y (σ) =

n∑

i=1

(n− i) =

(
n

2

)

. (4.31)

It thus follows that

coinvXc(σ) + rlcomajX,Y (σ)− ycxcoinv(σ) =
(

n

2

)

− stat(σ) = stat(σ).

Thus we have proved the following theorem.

Theorem 4.13. For all permutations σ,

stat(σ) = coinvXc(σ) + rlcomajX,Y (σ)− ycxcoinv(σ). (4.32)

Remark 4.14. Note that we have shown that statX,Y = invXc + rlmajX,Y +

ycxcoinvX,Y is a Mahonian statistic for all X and Y , and interpolates between

inv , rlmaj , and coinv , in the sense that stat∅,∅(σ) = inv(σ), statN,N(σ) = rlmaj (σ),

and statN,∅(σ) = coinv(σ). Similarly, statX,Y = coinvXc+rlcomajX,Y−ycxcoinvX,Y

is a Mahonian statistic for all X and Y , and interpolates between coinv and

rlcomaj , in the sense that stat∅,∅(σ) = coinv(σ) and statN,N(σ) = rlcomaj (σ).

4.2.3 Applications

Note that the results of 4.2.1 and 4.2.2 show that for all X, Y ⊆ N and n ≥ 1,

P̄ X,Y
n,s (q) = q(

n
2)P X,Y

n,s (1/q).

But then by Theorem 4.10, we have that

P̄ X,Y
n,s (q)

[|Xc
n|]1/q!

= (4.33)

q(
n
2)

s∑

r=0

q−(
s−r
2 )

(−1)s−r

[

|Xc
n|+ r

r

]

1/q

[

n + 1

s− r

]

1/q

∏

x∈Xn

[1 + r + αX,n,x + βY,n,x]1/q
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But then we can use the identities

[n]1/q = q−(n−1) [n]q ,

[n]1/q! = q−(
n
2)([n]q!), and

[

n

k

]

1/q

= q(
k
2)+(n−k

2 )−(n
2)

[

n

k

]

q

to rewrite (4.33) as

P̄ X,Y
n,s (q)

[|Xc
n|]q!

= (4.34)

s∑

r=0

qA

(−1)s−r

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

∏

x∈Xn

[1 + r + αX,n,x + βY,n,x]q
q(r+αX,n,x+βY,n,x)

where

A =

(
n

2

)

−

(
|Xc

n|

2

)

−

(
s− r

2

)

+

(
r

2

)

+

(
|Xc

n|

2

)

−

(
|Xc

n|+ r

2

)

+

(
s− r

2

)

+

(
n + 1− (s− r)

2

)

−

(
n + 1

2

)

=

(
r

2

)

−

(
|Xc

n|+ r

2

)

+

(
n + 1− (s− r)

2

)

− n

=

(
r

2

)

−

((
|Xc

n|

2

)

+

(
r

2

)

+ r|Xc
n|

)

+

(
n + 1− (s− r)

2

)

− n

=

(
n + 1− (s− r)

2

)

−

(
|Xc

n|

2

)

− n− r|Xc
n].

We can then factor out a qr for each term in the product to get a factor of q−r|Xn|

which can be combined with the factor q−r|Xc
n| to obtain a factor q−r(|Xn|+|Xc

n|) =

q−rn. It then follows that
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P̄ X,Y
n,s (q) = (4.35)

[|Xc
n|]q!

s∑

r=0

(−1)s−rq(
n+1−(s−r)

2 )−(|X
c
n|
2 )−(r+1)n

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

×

∏

x∈Xn

q−(αX,n,x+βY,n,x) [1 + r + αX,n,x + βY,n,x]q

Comparing (4.35) and (4.26), we have proved the following identity.

Theorem 4.15. For all X, Y ⊆ N and 1 ≤ s ≤ n,

[|Xc
n|]q!

s∑

r=0

(−1)s−rq(
n+1−(s−r)

2 )−(|X
c
n|
2 )−(r+1)n

[

|Xc
n|+ r

r

]

q

[

n + 1

s− r

]

q

×

∏

x∈Xn

q−(αX,n,x+βY,n,x) [1 + r + αX,n,x + βY,n,x]q =

[|Xc
n|]q!

|Xn|−s
∑

r=0

(−1)|Xn|−s−rq(
|Xn|−s−r

2 )

[

|Xc
n|+ r

r

]

q

[

n + 1

|Xn| − s− r

]

q

×

∏

x∈Xn

[r + βX,n,x − βY,n,x]q

For some sets X and Y this identity can be rewritten in terms of hypergeometric

series; hence we obtain combinatorial proofs of identities such as the following,

which is a special case of an integral form of a transformation of Karlsson-Minton

type basic hypergeometric series due to Gasper [11]. Here we employ the notation

of basic hypergeometric series, in particular

m+1φm

[

a0, a1, a2, . . . , am

b1, b2, . . . , bm

; q, x

]

:=

∞∑

r=0

(a0; q)r(a1; q)r(a2; q)r · · · (am; q)r

(q; q)r(b1; q)r(b2; q)r · · · (bm; q)r
xr.

Corollary 4.16. Let u = (u1, . . . , uk) be a weakly increasing array of non-negative

integers, and v = (v1, . . . , vk) an array of positive integers. Then for n ≥
k∑

i=1

vi +
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max{ui + vi : 1 ≤ i ≤ k} − u1, we have

q(
n+1

2 )(q−(a+s); q)a(q
−(u1+v1+s); q)v1 · · · (q

−(uk+vk+s); q)vk

× k+2φk+1

[

q−(n+1), q−s, q−(s+u1), . . . , q−(s+uk)

q−(s+a), q−(s+u1+v1), . . . , q−(s+uk+vk),
; q, q

]

=

(−1)n(qn+1−a−s; q)a(q
n+1−u1−v1−s; q)v1 · · · (q

n+1−uk−vk−s; q)vk

× k+2φk+1

[

q−(n+1), q−(n−a−s), q−(n−u1−v1−s, . . . , q−(n−uk−vk−s)

q−(n−s), q−(n−u1−s), . . . , q−(n−uk−s)
; q, q

]

,

(4.36)

where a = n−
k∑

i=1

vi.

Proof. For each i, 1 ≤ i ≤ k, let

f(i) = |{j : uj ≤ i ≤ uj + vj − 1}| .

Define M = max{m : f(m) > 0} and set b = a + 1−M − u1. Let X be the subset

of N defined by the binary sequence

τ = 0 . . . 0
︸ ︷︷ ︸

b

1 . . . 1
︸ ︷︷ ︸

f(M)

0 1 . . . 1
︸ ︷︷ ︸

f(M−1)

0 1 . . . 1
︸ ︷︷ ︸

f(M−2)

0 . . . 0 1 . . . 1
︸ ︷︷ ︸

f(u1+1)

0 1 . . . 1
︸ ︷︷ ︸

f(u1)

0 . . . 0
︸ ︷︷ ︸

u1

.

That is, let i ∈ X if and only if τi = 1. The identity follows directly from Theorem

4.15 with X as above and Y = N.

Finally , we end this section by giving some examples showing that in some

special cases, we can considerable simplify the formulas for the P X,Y
n,s (q).

Corollary 4.17. Let X = 2N and Y = N. Then

P X,Y
2n,s (q) = qs2

([n]q!)
2

[

n

s

]2

q

,

which was originally derived by Liese and Remmel [12] using the recursion (9.1).
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Proof. By the main theorem, we have

P X,Y
2n,s (q) = [n]q!

s∑

r=0

(−1)s−rq(
s−r
2 )

[

n + r

r

]

q

[

2n + 1

s− r

]

q

n∏

i=1

[r + i]q

=
(qs+1)2

n

(1− q)2n 3φ2

[

q−s, q−s, q−(2n+1)

q−(n+s), q−(n+s)
; q, q

]

=
(qs+1)2

n

(1− q)2n

(qn+1−s)s(q
n+1−s)s

(qn+1)s(qn+1)s

= qs2

([n]q!)
2

[

n

s

]2

q

,

where we employ Jackson’s q-analogue of the Pfaff-Saalschütz 3F2 summation for-

mula (see [13])

3φ2

[

q−n, a, b

c, abc−1q−n+1
; q, q

]

=
(c/a)n(c/b)n

(c)n(c/(ab))n

.

Remark 4.18. More generally, if X = {u + 2, u + 4, · · · , u + 2m} and Y = N, a

similar computation gives

P X,Y
2m+u+v,s(q) = qs2+vs[m + u]q![m + v]q!

[

m

s

]

q

[

m + u + v

v + s

]

q

.

4.3 Acknowledgement

Chapter 4, in full, is a reprint of the material as it now appears in preprint as

“q-Counting descent pairs with prescribed tops and bottoms” by John Hall, Jeffrey

Liese and Jeffrey Remmel. The paper is in preparation. The dissertation author

was a co-author of this paper.



5

Rationality, irrationality, and Wilf

equivalence in generalized factor

order

5.1 Introduction and definitions

Let P be a set and consider the corresponding free monoid or Kleene closure

of all words over P :

P ∗ = {w = w1w2 . . . wℓ : n ≥ 0 and wi ∈ P for all i}.

Let exp (t(x− y)) be the empty word and for any w ∈ P ∗ we denote its cardinality

or length by |w|. Given w, w′ ∈ P ∗ we say that w′ is a factor of w if there are

words u, v with w = uw′v, where adjacency denotes concatenation. For example,

u = 322 is a factor of w = 12213221 starting with the fifth element of w. Factor

order on P ∗ is the partial order obtained by letting u ≤fo w if and only if there is

a factor w′ of w with u = w′.

Now suppose that we have a poset P = (P,≤). We define generalized factor

order (relative to P) on P ∗ by letting u ≤gfo w if there is a factor w′ of w such

that

102
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(a) |u| = |w′|, and

(b) ui ≤ w′i for 1 ≤ i ≤ |u|.

We call w′ an embedding of u into w, and if the first element of w′ is the jth

element of w, we call j an embedding index of u into w. We also say that in this

embedding ui is in position j + i − 1. To illustrate, suppose P = P, the positive

integers with the usual order relation. If u = 322 and w = 12213431 then u ≤gfo w

because of the embedding factor w′ = 343 which has embedding index 5, and the

two 2’s of u are in positions 6 and 7. Note that we obtain ordinary factor order by

taking P to be an antichain. Also, we will henceforth drop the subscript gfo since

context will make it clear what order relation is meant. Generalized factor order

is the focus of this chapter.

Returning to the case where P is an arbitrary set, let Z〈〈P 〉〉 be the algebra

of formal power series with integer coefficients and having the elements of P as

noncommuting variables. In other words,

Z〈〈P 〉〉 =

{

f =
∑

w∈P ∗

c(w)w : c(w) ∈ Z for all w

}

.

If f ∈ Z〈〈P 〉〉 has no constant term, i.e., c(exp (t(x− y))) = 0, then define

f ∗ = exp (t(x− y)) + f + f 2 + f 3 + · · · = (exp (t(x− y))− f)−1.

(We need the restriction on f to make sure that the sums are well defined as formal

power series.) We say that f is rational if it can be constructed from the elements

of P using only a finite number of applications of the algebra operations and the

star operation.

A language is any L ⊆ P ∗. It has an associated generating function

fL =
∑

w∈L

w.

The language L is regular if fL is rational.
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Consider generalized factor order on P ∗ and fix a word u ∈ P ∗. There is a

corresponding language and generating function

F(u) = {w : w ≥ u} and F (u) =
∑

w≥u

w.

One of our main results is as follows.

Theorem 5.1. If P = (P,≤) is a finite poset and u ∈ P ∗, then F (u) is rational.

This is an analogue of a result of Björner and Sagan [7] for generalized subword

order on P ∗. Generalized subword order is defined exactly like generalized factor

order except that w′ is only required to be a subword of w, i.e., the elements of w′

need not be consecutive in w.

To prove the previous theorem, we will use finite automata. Given any set, P ,

a nondeterministic finite automaton or NFA over P is a digraph (directed graph)

∆ with vertices V and arcs ~E having the following properties.

1. The elements of V are called states and |V | is finite.

2. There is a designated initial state α and a set Ω of final states.

3. Each arc of ~E is labeled with an element of P .

Given a (directed) path in ∆ starting at α, we construct a word in P ∗ by con-

catenating the elements on the arcs along the path in the order in which they are

encountered. The language accepted by ∆ is the set of all such words which are

associated with a path ending in a final state. It is a well-known theorem that, for

|P | finite, a language L ⊆ P ∗ is regular if and only if there is a NFA accepting L.

(See, for example, the text of Hopcroft and Ullman [8, Chapter 2].)

We will demonstrate Theorem 5.1 by constructing a NFA accepting the lan-

guage for F (u). This will be done in the next section. In fact, the NFA still exists

even if P is infinite, suggesting that more can be said about the generating function

in this case.
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We are particularly interested in the case of P = P with the usual order relation.

So P
∗ is just the set of compositions (ordered integer partitions). Given w =

w1w2 . . . wℓ ∈ P
∗, we define its norm to be

Σ(w) = w1 + w2 + · · ·+ wℓ.

Let t, x be commuting variables. Replacing each n ∈ w by txn we get an associated

monomial called the weight of w

wt(w) = t|w|xΣ(w).

For example, if w = 213221 then

wt(w) = tx2 · tx · tx3 · tx2 · tx2 · tx = t6x11.

We also have the associated weight generating function

F (u; t, x) =
∑

w≥u

wt(w).

Our NFA will demonstrate, via the transfer-matrix method, that this is also a

rational function of t and x. The details will be given in Section 5.3.

Call u, w ∈ P
∗ Wilf equivalent if F (u; t, x) = F (v; t, x). This definition is mod-

eled on the one used in the theory of pattern avoidance. See the survey article of

Wilf [9] for more information about this subject. Section 5.4 is devoted to prov-

ing various Wilf equivalences. Although these results were discovered by having a

computer construct the corresponding generating functions, the proofs we give are

purely combinatorial. In the next two sections, we investigate a stronger notion of

equivalence and compute generating functions for two families of compositions.

5.2 Construction of automata

We will now introduce two other languages which are related to F(u) and which

will be useful in proving Theorem 5.1 and in demonstrating Wilf equivalence. We
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say that u is a suffix (respectively, prefix ) of w if w = vu (respectively, w = uv)

for some word v. Let S(u) be all the w ∈ F(u) such that, in the definition of

generalized factor order, the only possible choice for w′ is a suffix of w. Let S(u)

be the corresponding generating function.

We say that w ∈ P ∗ avoids u if w 6≥ u in generalized factor order. Let A(u)

be the associated language with generating function A(u). The next result follows

easily from the definitions and so we omit the proof. In it, we will use the notation

Q to stand both for a subset of P and for the generating function Q =
∑

a∈Q a.

Context will make it clear which is meant.

Lemma 5.2. Let P = (P,≤) be any poset and let u ∈ P ∗. Then we have the

following relationships:

1. F(u) = S(u)P ∗ and F (u) = S(u)(exp (t(x− y))− P )−1,

2. A(u) = P ∗ − F(u) and A(u) = (exp (t(x− y))− P )−1 − F (u).

We will now prove that all three of the languages we have defined are accepted

by NFAs. An example follows the proof so the reader may want to read it in

parallel.

Theorem 5.3. Let P = (P,≤) be any poset and let u ∈ P ∗. Then there are NFAs

accepting F(u), S(u), and A(u).

Proof. We first construct an NFA, ∆, for S(u). Let ℓ = |u|. The states of ∆

will be all subsets T of {1, . . . , ℓ}. The initial state is ∅. Let w = w1 . . . wm be the

word corresponding to a path from ∅ to T . The NFA will be constructed so that

if the path is continued, the only possible embedding indices are those in the set

{m− t + 1 : t ∈ T}. In other words, for each t ∈ T we have

u1u2 . . . ut ≤ wm−t+1wm−t+2 . . . wm, (5.1)

for each t ∈ {1, . . . , ℓ}−T this inequality does not hold, and u 6≤ w′ for any factor

w′ of w starting at an index smaller than m − ℓ + 1. From this description it is

clear that the final states should be those containing ℓ.
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The definition of the arcs of ∆ is forced by the interpretation of the states.

There will be no arcs out of a final state. If T is a nonfinal state and a ∈ P then

there will be an arc from T to

T ′ = {t + 1 : t ∈ T ∪ {0} and ut+1 ≤ a}.

It is easy to see that (5.1) continues to hold for all t′ ∈ T ′ once we append a to w.

This finishes the construction of the NFA for S(u).

To obtain an automaton for F(u), just add loops to the final states of ∆, one

for each a ∈ P . An automaton for A(u) is obtained by just interchanging the final

and nonfinal states in the automaton for F(u).

As an example, consider P = P and u = 132. We will do several things

to simplify writing down the automaton. First of all, certain states may not be

reachable by a path starting at the initial state. So we will not display such

states. For example, we cannot reach the state {2, 3} since we can always start an

embedding at wn. Also, given states T and U there may be many arcs from T to

U , each having a different label. So we will replace them by one arc bearing the

set of labels of all such arcs. Finally, set braces will be dropped for readability.

The resulting digraph is displayed in Figure 5.1.

Consider what happens as we build a word w starting from the initial state ∅.

Since u1 = 1, any element of P could be the first element of an embedding of u into

w. That is why every element of the interval [1,∞) = P produces an arrow from

the initial state to the state {1}. Now if w2 ≤ 2, then an embedding of u could no

longer start at w1 and so these elements give loops at the state {1}. But if w2 ≥ 3

then an embedding could start at either w1 or at w2 and so the corresponding arcs

all go to the state {1, 2}. The rest of the automaton is explained similarly.

As an immediate consequence of the previous theorem we get the following

result which includes Theorem 5.1.

Theorem 5.4. Let P = (P,≤) be a finite poset and let u ∈ P ∗. Then the gener-

ating functions F (u), S(u), and A(u) are all rational.



108
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[3,      )
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1,2

1

1,2

2

1,3

Figure 5.1: A NFA accepting S(132)

5.3 The positive integers

If P = P then Theorem 5.4 no longer applies to the generating functions F (u),

S(u), and A(u). However, we can still show rationality of the weight generating

function F (u; t, x) as defined in the introduction. Similarly, we will see that the

series

S(u; t, x) =
∑

w∈S(u)

wt(w) and A(u; t, x) =
∑

w∈A(u)

wt(w)

are rational.

Note first that Lemma 5.2 still holds for P and can be made more explicit in

this case. Extend the function wt to all of Z〈〈P〉〉 by letting it act linearly. Then

wt(exp (t(x− y))− P)−1 =
1

1−
∑

n≥1 txn

=
1

1− tx/(1− x)

=
1− x

1− x− tx
.

We now plug this into the lemma.
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Corollary 5.5. We have

1. F (u; t, x) =
(1− x)S(u; t, x)

1− x− tx
and

2. A(u; t, x) =
1− x

1− x− tx
− F (u; t, x).

It follows that if any one of these three series is rational then the other two are

as well.

We will now use the NFA, ∆, constructed in Theorem 5.3 to show that S(u; t, x)

is rational. This is essentially an application of the transfer-matrix method. See

the text of Stanley [14, Section 4.7] for more information about this technique.

The transfer matrix M for ∆ has rows and columns indexed by the states with

MT,U =
∑

n

wt(n)

where the sum is over all n which appear as labels on the arcs from T to U . For

example, consider the case where w = 132 as done at the end of the previous

section. If we list the states in the order

∅, {1}, {1, 2}, {1, 3}, {1, 2, 3}

then the transfer matrix is

M =

















0
tx

1− x
0 0 0

0 t(x + x2)
tx3

1− x
0 0

0 tx 0 tx2 tx3

1− x

0 0 0 0 0

0 0 0 0 0

















Now Mk has entries Mk
T,U =

∑

w wt(w) where the sum is over all words w

corresponding to a directed walk of length k from T to U . So to get the weight

generating function for walks of all lengths one considers
∑

k≥0 Mk. Note that
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this sum converges in the algebra of matrices over the formal power series algebra

Z[[t, x]] because none of the entries of M has a constant term. It follows that

L :=
∑

k≥0

Mk = (I −M)−1 =
adj(I −M)

det(I −M)
(5.2)

where adj denotes the adjoint.

Now

S(u; t, x) =
∑

T

L∅,T

where the sum is over all final states of ∆. So it suffices to show that each entry of

L is rational. From equation (5.2), this reduces to showing that each entry of M

is rational. So consider two given states T, U . If T is final then we are done since

the T th row of M is all zeros. If T is not final, then consider

T ′ = {t + 1 : t ∈ T ∪ {0}}. (5.3)

If U = T ′ then there will be an N ∈ P such that all the arcs out of T with labels

n ≥ N go to T ′. So MT,T ′ will contain
∑

n≥N txn = txN/(1−x) plus a finite number

of other terms of the form txm. Thus this entry is rational. If U 6= T ′, then there

will only be a finite number of arcs from T to U and so MT,U will actually be a

polynomial. This shows that every entry of M is rational and we have proved,

with the aid of the remark following Corollary 5.5, the following result.

Theorem 5.6. If u ∈ P
∗ then F (u; t, x), S(u; t, x), and A(u; t, x) are all rational.

5.4 Wilf equivalence

Recall that u, v ∈ P
∗ are Wilf equivalent , written u ∼ v, if F (u; t, x) =

F (v; t, x). By Corollary 5.5, this is equivalent to S(u; t, x) = S(v; t, x) and to

A(u; t, x) = A(v; t, x). It follows that to prove Wilf equivalence, it suffices to find

a weight-preserving bijection f : L(u) → L(v) where L = F , S, or A. Since ∼ is
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an equivalence relation, we can talk about the Wilf equivalence class of u which

is {w : w ∼ u}. It is worth noting that the automata for the words in a Wilf

equivalence class need not bear a resemblance to each other.

Part of the motivation for this section is to try to explain as many Wilf equiv-

alences as possible between permutations. For reference, in Section 5.8 the first

table lists all such equivalences up through 5 elements.

First of all, we consider three operations on words in P
∗. The reversal of

u = u1 . . . uℓ is ur = uℓ . . . u1. It will also be of interest to consider 1u, the word

gotten by prepending one to u. Finally, we will look at u+ which is gotten by

increasing each element of u by one, as well as u− which performs the inverse

operation whenever it is defined.

Lemma 5.7. We have the following Wilf equivalences.

(a) u ∼ ur,

(b) if u ∼ v then 1u ∼ 1v,

(c) if u ∼ v then u+ ∼ v+.

Proof. (a) It is easy to see that the map w 7→ wr is a weight-preserving

bijection F(u)→ F(ur).

(b) We can assume we are given a weight-preserving bijection f : S(u)→ S(v).

Since 1 is the minimal element of P,

S(1u) = {w ∈ S(u) : |w| > |u|}.

So f restricts to a weight-preserving bijection from S(1u) to S(1v).

(c) Now we consider a weight-preserving bijection g : A(u) → A(v). Any

w ∈ P
∗ can be written in the form

w = y1 z1 y2 z2 . . . zk−1 yk

where the yi are factors containing all the ones in w (with y1, yk possibly empty),

while the zi contain only elements which are at least two. Since all elements of



112

u+ are also at least two, w ∈ A(u+) if and only if zi ∈ A(u+) for all i. This is

equivalent to z−i ∈ A(u) for all i. Thus if we map w to

y1 g(z−1 )+ y2 g(z−2 )+ . . . g(z−k−1)
+ yk

then we will get the desired weight-preserving bijection A(u+)→ A(v+).

We can combine these three operations to prove more complicated Wilf equiv-

alences. Since a word w ∈ P
∗ is just a sequence of positive integers, terms like

“weakly increasing” and “maximum” have their usual meanings. Also, let w+m be

the result of applying the + operator m times. By using the previous lemma and

induction, we obtain the following result. The proof is so straight forward that it

is omitted.

Corollary 5.8. Let y, y′ be weakly increasing compositions and z, z′ be weakly

decreasing compositions such that yz is a rearrangement of y′z′. Then for any

u ∼ v we have

yu+mz ∼ y′v+mz′

whenever m ≥ max{y, z} − 1.

Applying the two previous results, we can obtain the Wilf equivalences in the

symmetric group S3 of all the permutation of {1, 2, 3}:

123 ∼ 321 ∼ 132 ∼ 231 and 213 ∼ 312.

These two groups are indeed in different equivalence classes as one can use equa-

tion (5.2) to compute that

S(123; t, x) =
t3x6

(1− x)2(1− x− tx + tx3 − t2x4)

while

S(213; t, x) =
t3x6(1 + tx3)

(1− x)(1− x + t2x4)(1− x− tx + tx3 − t2x4)
.

However, we will need a new result to explain some of the equivalences in S4

such as 2134 ∼ 2143. Let u be a composition such that max u only occurs once.
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Define a pseudo-embedding of u into w to be a factor w′ of w satisfying the two

conditions for an embedding except that the inequality may fail at the position of

max u. In particular, embeddings are pseudo-embeddings.

An example of the construction used in the next theorem follows the proof and

can be read in parallel.

Theorem 5.9. Let x, y, z ∈ {1, . . . , n− 1}∗. Then

x(n− 1)ynz ∼ xny(n− 1)z.

Proof. Let u = x(n − 1)ynz and v = xny(n − 1)z. We will construct a

weight-preserving bijection A(u)→ A(v). To do this, it suffices to construct such

a bijection between the set differences A(u) − A(v) → A(v) − A(u) since the

identity map can be used on A(u) ∩ A(v).

Given w ∈ A(u)−A(v), consider the set

η(w) = {i : there is an embedding of v into w with the n in position i}.

For such i, wi ≥ n. It must also be that wi+k = n− 1 where k = |y|+ 1: Certainly

wi+k ≥ n − 1 because of the embedding. And if wi+k ≥ n then there is also an

embedding of u at the same position as the one for v, contradicting w ∈ A(u).

Now for each i ∈ η(w) we consider the string at i

σ(i) = {i, i + k, i + 2k, . . . , i + mk}

where m is the first nonnegative integer such that there is no pseudo-embedding of

v into w with the n in position i+mk. Note that m depends on i even though this is

not reflected in our notation. Also, m ≥ 1 since there is embedding of v into w with

the n in position i. Finally, it is easy to see that wi+k = wi+2k = . . . = wi+mk = n−1

by an argument similar to that for wi+k. This implies that any two strings are

disjoint since wi ≥ n for i ∈ η(w).

Now map w to w̄ which is constructed by switching the values of wi and wi+mk

for every i ∈ η(w). Since strings are disjoint, the switchings are well defined. We
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must show that w̄ ∈ A(v)−A(u). We prove that w̄ ∈ A(v) by contradiction. The

switching operation removes every embedding of v in w. If a new embedding was

created then, because only elements of size at least n − 1 move, the n in v must

correspond to w̄i+mk for some i ∈ η(w). But now there is a pseudo-embedding of

v into w with the n in position i + mk, contradicting the definition of m.

To show w̄ 6∈ A(u), we will actually prove the stronger statement that there

is an embedding of u in w̄ with the n in position i + mk for each i ∈ η(w) and

these are the only embeddings. These embeddings exist because there is a pseudo-

embedding of v into w with the n in position i + (m − 1)k, w̄i+mk ≥ n, and only

elements of size at least n − 1 move in passing from w to w̄. They are the only

ones because w ∈ A(u) and so any embedding of u in w̄ would have to have the n

in a position of the form i + mk.

Finally, we need to show that this map is bijective. But modifying the above

construction by exchanging the roles of u and v and building the strings from right

to left gives an inverse. This completes the proof.

By way of illustration, suppose n = 6, u = 1 3 5 2 4 6 3, and v = 1 3 6 2 4 5 3

so that k = 3. We will write our example w in two line form with the upper line

being the positions: w =

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

1 1 2 4 8 3 9 5 4 5 5 4 5 5 3 3 3 6 6 5 5 3.

Now there are three embeddings of v (and none of u) into w with the 6 in positions

η(w) = {5, 7, 18}. For i = 5 we have the string σ(5) = {5, 8, 11, 14} since there

are pseudo-embeddings of v with the n in positions 5, 8, 11 but not in position 14.

Similarly σ(7) = {7, 10, 13} and σ(18) = {18, 21}. So w̄ is obtained by switching

w5 with w14, w7 with w13, and w18 with w21 to obtain w̄ =

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

1 1 2 4 5 3 5 5 4 5 5 4 9 8 3 3 3 5 6 5 6 3.

It is now easy to verify that our results so far suffice to explain all the Wilf

equivalences in symmetric groups up through S4. They also explain most, but not
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all, of the ones in S5. We will return to the n = 5 case in the section on open

questions.

One might wonder about the necessity of the requirement that the two equiv-

alent words in Theorem 5.9 have a unique maximum. However, one can see from

Table 5.2 in Section 5.8 that 122 and 212 are not Wilf equivalent. So if there is an

analogue of this Theorem for more general words, another condition will have to

be imposed.

One might also hope that it would be possible to do without the strings in the

proof and merely switch wi and wi+k for all i ∈ η(w) to get w̄. This would only

be invertible if the embedding indices for v in w would be the same as those for

u in w̄. Unfortunately, this does not always work as the following example shows.

Consider u = 231, v = 321, and all w which are permutations of 1223. Then the

members of A(u)−A(v) are 1322, 3212, and 3221; while those of A(v)−A(u) are

1232, 2313, and 2231. The embedding indices of v in the first three compositions

are 2, 1, and 1 (respectively); while those of u in the second three are 2, 1, and 2.

Thus preservation of the indices is not possible in this case. However, it is would

be interesting to know when one can leave the indices invariant and this will be

investigated in the next section.

5.5 Strong Wilf equivalence

Given v, w ∈ P
∗ we let

Em(v, w) = {j : j is an embedding index of v into w}.

Call compositions u, v strongly Wilf equivalent , written u ∼s v, if there is a weight-

preserving map f : P
∗ → P

∗ such that

Em(u, w) = Em(v, f(w)) (5.4)

for all w ∈ P
∗. In addition to being a natural notion, our interest in this concept

is motivated by the fact that we were able to prove Theorem 5.12 below only



116

under the assumption of strong Wilf equivalence, although we suspect it is true

for ordinary Wilf equivalence. First, however, we will prove analogues of some of

our results from the previous section in this setting.

Lemma 5.10. If u ∼s v then

(a) 1u ∼s 1v,

(b) 1u ∼s v1,

(c) u+ ∼s v+.

Proof. Let f : P
∗ → P

∗ be a map satisfying (5.4). Define maps g : P
∗ → P

∗

and h : P
∗ → P

∗ by g(exp (t(x− y))) = h(exp (t(x− y))) = exp (t(x− y)) and, for

w = by with b ∈ P,

g(by) = bf(y) and h(by) = f(y)b.

It follows easily that these functions establish (a) and (b). Finally, the construction

used in the proof of (c) in Lemma 5.7 can be carried over to prove the analogous

case here. That is, if in the proof of part (c) of Lemma 4.1, we assume that

g : P
∗ → P

∗ satisfies Em(u, w) = Em(v, g(w)) for all w, then map constructed in

part (c) of Lemma 4.1 will witness that u+ ∽s v+.

As before, we can combine the previous result and induction to get a more

general equivalence.

Corollary 5.11. Let y, y′ be weakly increasing compositions and z, z′ be weakly

decreasing compositions such that yz is a rearrangement of y′z′. Then for any

u ∼s v we have

yu+mz ∼s y′v+mz′

whenever m ≥ max{y, z} − 1.



117

Not every Wilf equivalence is a strong Wilf equivalence. From Lemma 5.7

(a) we know that w ∼ wr. But we can show that 2143 6∼s 3412 as follows.

Consider how one could construct a word w of length 7 with Σ(w) minimum and

Em(2143, w) = {1, 3, 4}. Construct a table with a copy of 2143 starting in the

first, third, and fourth positions in rows 1, 2, and 3, respectively. Then take the

maximum value in each column for the corresponding entries of w:

2 1 4 3

2 1 4 3

2 1 4 3

w = 2 1 4 3 4 4 3.

By construction, w has the desired embedding indices and one sees immediately

that it has no others. Note that this is the unique w satisfying the given restrictions

and that wt(w) = t7x21. But applying the same process to 3412 gives w̄ = 3434422

with wt(w̄) = t7x22. Since the weights do not agree, we can not have strong Wilf

equivalence.

Finally, we come to the result alluded to at the beginning of this section. Given

b ∈ P we let bk denote the composition consisting of k copies of b.

Theorem 5.12. Suppose u = u1 . . . un ∼s v = v1 . . . vn. Then for any k ∈ P

uk
1 . . . uk

n ∼s vk
1 . . . vk

n.

Proof. Let f : P
∗ → P

∗ be a map satisfying (5.4). Given any w ∈ P
∗ and

i with 1 ≤ i ≤ k, consider the subword w[i] = wiwi+kwi+2k . . . of w. Then the

embeddings of uk
1 . . . uk

n in w are completely determined by the embeddings of u

in the w[i] and vice-versa. So replacing each subword w[i] by the subword f(w[i])

yields the desired map.
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5.6 Computations

We will now explicitly calculate the generating functions S(u; t, x) for two fam-

ilies of words u. Aside from providing an application of the ideas from the previous

sections, these particular power series are of interest because they have numerators

which are single monomials. This is not always the case. For example,

S(212; t, x) =
t3x5(1 + tx2)

(1− x)(1− x + t2x3)(1− x− tx + tx2 − t2x3)
.

In this case, one can use the theory of Groebner basis to show that (1−x)(1−x+

t2x3)(1− x− tx + tx2 − t2x3) is not in the ideal generated by 1 + tx2 and 1 + tx2

hence does not divide (1− x)(1− x + t2x3)(1− x− tx + tx2 − t2x3). Thus we can

not write S(212; t, x) in the form taxb

Q(x,t)
for some polynomial Q(x, t).

We first determine the generating function for increasing permutations. It will

be convenient to have the standard notation that, for a nonnegative integer k,

[k]x = 1 + x + x2 + · · ·+ xk−1.

Theorem 5.13. For n ≥ 2, define polynomials Bn(t, x) by

B2(t, x) = tx(1− x)2,

Bn+1(t, x) = txn+1Bn(t, x) + tx(1− x)n(1− xn).

Then

S(12 . . . n; t, x) =
tnx(n+1

2 )

(1− x)n −Bn(t, x).

Proof. Since 12 . . . n ∼ n . . . 21 it suffices to compute the generating function

for the latter. And in that case, one can simplify the automaton ∆ constructed in

Theorem 5.3.

Note that T is an accepting state for ∆ if and only if maxT = n (where we

define max ∅ = 0). Furthermore, because of our choice of permutation, if there is

an arc from T to U labeled a, then max U is completely determined by maxT and

a. So we can contract all the states with the same maximum into one. And when
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we do so, arcs of the same label will collapse together. The result for n = 5 is

shown in Figure 5.2. For convenience in later indexing, the state labeled k is the

one resulting from amalgamating those with maximum n− k.

[5,     ) [4,     ) [3,     ) [2,     ) [1,     )5 4 3 2 1 0

1,2,3,4

1,2,3 1,2 1

Figure 5.2: An automaton accepting S(54321).

Let Lk be the language of all words u such that the path for w starting at state

k leads to the accepting state 0. Consider the corresponding generating function

Lk =
∑

u∈Lk
wt(u). Directly from the automaton, we have L0 = 1 and

Lk =
txk

(1− x)
Lk−1 + tx[k − 1]xLn

for k ≥ 1. It is now easy to prove by induction that, for k ≥ 2,

Lk =
tkx(k+1

2 ) + Bk(t, x)Ln

(1− x)k
.

Plugging in k = n and solving for Ln = S(n . . . 21; t, x) completes the proof.

Theorem 5.14. For any integers k ≥ 0, ℓ ≥ 1, and b ≥ 2 we have

S(1kbℓ; t, x) =
tk+ℓxk+bℓ(1− x)−(k+1)

(

(txb)ℓ−1(1− tx[b− 1]x) + (1− x− tx)
ℓ−2∑

i=0

(1− x)i(txb)ℓ−2−i

) .

Proof. Suppose w = w1 . . . wn ∈ S(1kbℓ). Then to have 1kbℓ as a suffix, we

must have wn, . . . , wn−ℓ+1 ≥ b.

There are now two cases depending on the length of w. If |w| = k + ℓ then

w1, . . . , wk are arbitrary positive integers. If |w| > k + ℓ then write w = yaz
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where |z| = ℓ and a ∈ P. In order to make sure that 1kbℓ does not have another

embedding intersecting z it is necessary and sufficient that a < b. And ruling out

any embeddings inside y is equivalent to y ∈ A(1kbℓ). We must also make sure

that |y| ≥ k in order to have |w| > k + ℓ.

Let S = S(1kbℓ; t, x) and A = A(1kbℓ; t, x). Turning all the information about

w into a generating function identity gives

S =

(
txb

1− x

)ℓ
[(

tx

1− x

)k

+ tx[b− 1]x
(
A− [k]tx/(1−x)

)

]

.

Also, combining the two parts of Corollary 5.5 gives

A =
(1− x)(1− S)

1− x− tx
.

Substituting this expression for A into our previous equation for S, one can easily

solve for S to obtain that

S(1kbℓ; t, x)) =
tk+ℓxk+bℓ(1− x− xbt)

(1− x)k+1((1− x)ℓ−1(1− x− xt) + [b− 1]xx1+bℓt1+ℓ)
.

Thus to finish the proof,one need only show that

((1− x)ℓ−1(1− x− xt) + [b− 1]xx
1+bℓt1+ℓ)

(1− x− xbt)
=

(xbt)ℓ−1(1− xt[b − 1]x) +
ℓ−2∑

i=0

(1− x)i(1− x− xt)(txb)l−2−i.

which can be easily verified by long division.

5.7 Comments, conjectures, and open questions

5.7.1 Mixing factors and subwords

It is possible to create languages using combinations of factors and subwords.

This is an idea that was first studied by Babson and Steingŕımsson [15] in the con-

text of pattern avoidance in permutations. Many of the results we have proved can

be generalized in this way. We will indicate how this can be done for Theorem 5.3.
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A pattern p over P is a word in P ∗ where certain pairs of adjacent elements

have been overlined (barred). For example, in the pattern p = 11332461 the pairs

13, 33, and 61 have been overlined. If w ∈ P ∗ we will write w for the pattern

where every pair of adjacent elements in w is overlined. So every pattern has a

unique factorization of the form p = y1 y2 . . . yk. In the preceding example, the

factors are y1 = 1, y2 = 133, y3 = 2, y4 = 4, and y5 = 61.

If p = y1 y2 . . . yk is a pattern and w ∈ P ∗ then p embeds into w, written

p→ w, if there is a subword w′ = z1z2 . . . zk of w where, for all i,

1. zi is a factor of w with |zi| = |yi|, and

2. yi ≤ zi in generalized factor order.

For example 324→ 14235 and there is only one embedding, namely 425. For any

pattern p, define the language

F(p) = {w ∈ P ∗ : p→ w}

and similarly for S(p) and A(p). The next result generalizes Theorem 5.3 to an

arbitrary pattern.

Theorem 5.15. Let P = (P,≤) be any poset and let p be a pattern over P . Then

there are NFAs accepting F(p), S(p), and A(p).

Proof. As before, it suffices to build an NFA, ∆, for S(p). It will be sim-

plest to construct an NFA with exp (t(x− y))-moves, i.e., with certain arcs la-

beled exp (t(x− y)) whose traversal does not append anything to the word being

constructed. It is well known that the set of languages accepted by NFAs with

exp (t(x− y))-moves is still the set of regular languages.

Let p = y1 y2 . . . yk be the factorization of p and, for all i, let ∆i be the

automaton constructed in Theorem 5.3 for S(yi). We can paste these automata

together to get ∆ as follows. For each i with 1 ≤ i < k, add an exp (t(x− y))-arc

from every final state of ∆i to the initial state of ∆i+1. Now let the initial state of
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∆ be the initial state of ∆1 and the final states of ∆ be the final states of ∆k. It

is easy to see that the resulting NFA accepts the language S(p).

5.7.2 Rationality for infinite posets

It would be nice to have a criterion that would imply rationality even for some

infinite posets P = (P,≤). To this end, assume that P is a subset of the positive

integers and let x = {x1, . . . , xm} be a set of commuting variables and consider

the formal power series algebra Z[[t, x,x]]. Suppose we are given a function

wt : P → Z[[x]]

which then defines a weighting of words w = w1 . . . wℓ ∈ P ∗ by

wt(w) =
m∏

i=1

wt(wi).

To avoid trivialities, we will assume that wt(a) 6= 0 for at least one element a in

P . For any language L ⊆ P ∗, we say that L(t, x,x) =
∑

w∈L wt(w)t|w|xΣ(w) is a

rational generating function if there are polynomials R(t, x,x) and S(t, x,x) such

that L(x) = R(t,x,x)
S(t,x,x)

. Note that we are guaranteed that L(t, x,x) converges as a

formal power series since for any (k, ℓ), there are only finitely words w such that

|w| = k and Σ(w) = ℓ.

For u ∈ P ∗, let

F (u; t, x,x) =
∑

w≥u

wt(w)txa

and similarly for S(u; t, x,x) and A(u; t, x,x). Suppose we want to make sure

that S(u; t, x,x) is a rational generating function. As done in Section 5.3, we can

consider a transfer matrix with entries

MT,U =
∑

a

wt(a)txa

where the sum is over all a ∈ P occurring on arcs from T to U . Equation (5.2) re-

mains the same, so it suffices to make sure that MT,U is always a rational generating

function.
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If there is an arc labeled a from T to U then we must have U ⊆ T ′ where

T ′ is given in equation (5.3). Recalling the definition of ∆ from the proof of

Theorem 5.3, we see that the a’s appearing in the previous sum are exactly those

satisfying

1. a ≥ ut+1 for t + 1 ∈ U , and

2. a 6≥ ut+1 for t + 1 ∈ T ′ − U .

To state these criteria succinctly, for any subword y of u we write a ≥ y (respec-

tively, a 6≥ y) if a ≥ b (respectively, a 6≥ b) for all b ∈ y. Finally, note that, from

the proof of Theorem 5.3, similar transfer matrices can be constructed for F (u;x)

and A(u;x). However in the automaton for those cases, there are additional loops

on the final states for the automaton for S(u) which are labeled with every a ∈ P

so we must also assume that
∑

a∈P wt(a)txa is also a rational generating function.

We have proved the following result which generalizes Theorem 5.6.

Theorem 5.16. Let P = (P,≤) be a poset with a weight function wt : P ∗ → Z[[x]],

and let u ∈ P ∗. Suppose that for any two subwords y and z of u we have

∑

a≥y

a6≥z

wt(a)txa

is a rational generating function. Then so is S(u; t, x,x). If in addition,
∑

a∈P wt(a)txa is a rational generating function, then so are F (u; t, x,x) and

A(u; t, x,x).

In fact, we can prove a slightly stronger theorem than Theorem 8.2 by using a

slightly different automaton. That is, we have the following result.

Theorem 5.17. Let P = (P,≤) be a poset with a weight function wt : P ∗ → Z[[x]]

and u = u1 · · ·un ∈ P ∗. Suppose that following generating functions are rational

generating functions:

(i)
∑

a≥ui
wt(a)txa for all i,
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(ii)
∑

a6≥u wt(a)txa, and

(iii)
∑

a∈P wt(a)txa.

Then F (u; t, x,x), S(u; t, x,x) and A(u; t, x,x) are rational generating functions.

Proof. Our assumptions imply that
∑

a∈P wt(a)txa is of the form that C(t,x,x)
D(t,x,x)

and is not equal to 1. It follows that

∑

w∈P ∗

wt(w)t|w|xΣ(w) =
1

1−
∑

a∈P wt(a)txa
=

R(t, x,x)

S(t, x,x)

for some non-zero polynomials R(t, x,x) and S(t, x,x). Thus since F = SP ∗ and

A = P ∗ −F , it follows that

F (u; t, x,x) = S(u; t, x,x)
R(t, x,x)

S(t, x,x)

A(u; t, x,x) =
R(t, x,x)

S(t, x,x)
− F (u; t, x,x).

Thus we need only show that F (u; t, x,x) is a rational generating function.

We construct an automaton Γ that accepts F(u). The automaton is more

complicated that the automaton of Theorem 2.2, but it has the advantage that the

corresponding functions MU,T are simpler.

Let U equal the set of letters in u. The set of states of Γ are the set of all

w ∈ U∗ such that |w| ≤ n including the empty word ǫ. The start state is the

empty word ǫ. The final states are the set of all w ∈ Un such that u ≤ w. Now

suppose that w = w1 · · ·wk ∈ U∗ and |w| ≤ n. If w is a final state, then there is

loop at w labeled a for every a ∈ P . If w is not a final state, then there is an edge

from w to ǫ labeled with a for every a which is not comparable to any element of

U . If w is not final state and a ≥ v where v ∈ U , then there an edge labeled with

a from w1 . . . wkv if k < n and an edge labeled with a from w2 . . . wnv if k = n.

It is easy Γ accepts F(u) and that all MT,U are either of the form
∑

a≥v wt(a)txa

for some v ∈ U ,
∑

a6≥u wt(a)txa, or
∑

a∈P wt(a)txa.

Remark. Note that in general for any language L ⊆ P ∗, it is possible that L(x) =

L(0, 0,x) =
∑

a∈L wt(a) does not even converge as a formal power series since we
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did not make any assumptions about the weight function wt. However, it is the case

that if L(x) is well defined formal power series for all the languages L mentioned

in Theorems 8.2 or 8.3, then we can conclude that F (u; 0, 0,x), S(u; 0, 0,x) and

A(u, 0, 0,x) are rational generating functions.

5.7.3 Irrationality for infinite posets

When P is infinite it is possible for the generating functions we have considered

not to be rational. To illustrate this, suppose that P = P but with the following

partial order. For any A ⊆ P with 1 ∈ A, we define an order ≤A by insisting that

the elements of P− {1} form an antichain, and that 1 ≤A n if and only if n ∈ A.

Consider the corresponding language SA(1). Clearly SA(1) = (P − A)∗A and so

no two of these languages are equal. It follows that the mapping A → SA(1) is

injective. So one of the SA(1) must be irrational since there are uncountably many

possible A but only countably many rational functions in Z〈〈P〉〉.

5.7.4 Wilf equivalence and strong equivalence

There are a number of open problems and questions raised by our work on Wilf

equivalence.

(1) If u ∼ v, then must v be a rearrangement of u? This is the case for

all the Wilf equivalences we have proved. Note that if the answer is “yes,” then

the Wilf equivalences given in Table 1 of Section 5.8 for the symmetric groups are

actually Wilf equivalence classes.

(2) Does u ∼ v imply that there is a bijection Θ : P
∗ → P

∗ such that for

all w ∈ P
∗, w ∈ F(u) ⇐⇒ Θ(w) ∈ F(v) and Θ(w) is a rearrangement of w?

This is true for all the Wilf equivalences given in the tables in Section 5.8. That

is, suppose that [m] is the finite poset consisting of the integers [m] = {1, . . . , m}

under the standard order. For any word w ∈ [m]∗ and i ∈ [m], let ci(w) equal the

number of occurrences of i in w. Then we can define the weight of w, W[m](w) =
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∏m
i=1 x

ci(w)
i and set

S(u; x1, . . . , xm) =
∑

w∈S(u)

W[m](w),

F (u; x1, . . . , xm) =
∑

w∈F(u)

W[m](w), and

A(u; x1, . . . , xm) =
∑

w∈A(u)

W[m](w).

Our results in Section 2 imply that S(u; x1, . . . , xm), F (u; x1, . . . , xm), and

A(u; x1, . . . , xm) are always rational functions and that for u, v ∈ [m]∗,

S(u; x1, . . . , xm) = S(v; x1, . . . , xm) implies F (u; x1, . . . , xm) = F (v; x1, . . . , xm).

We have shown by computer that for all the Wilf equivalences u ∼ v given in the

tables of Section 5.8 that S(u; x1, . . . , x5) = S(v; x1, . . . , x5).

Clearly if u, v ∈ [m]∗ and F (u; x1, . . . , xm) = F (v; x1, . . . , xm), then there is a

weight preserving bijection Γ : [m]∗ → [m]∗ such that for all w ∈ [m]∗,

w ∈ F(u) ⇐⇒ Γ(w) ∈ F(v).

Hence for any w ∈ [m]∗, Γ(w) is a rearrangement of w. This bijection can then

be lifted to our desired bijection Θ as follows. Suppose we are given a word

w = w1 . . . wn ∈ P
∗. Then let 1 ≤ i1 < · · · < ik ≤ n be the sequence of all indices

i such that wi ≥ m. Let w̄ be the word in [m]∗ that results by replacing wis by m

for s = 1, . . . , k. Clearly u ≤ w if and only if u ≤ w̄. Since Γ(w̄) = z1 . . . zn is a

rearrangement of w̄, there are is a sequence 1 ≤ j1 < · · · < jk ≤ n consisting of all

the indices j such that zj = m. Then we simply let Θ(w) be the result of replacing

zjs by wis for s = 1, . . . , k.

Note also that if the answer to this question is yes, then it will be that case that

u, v ∈ [m]∗ and u ∼ v relative to P implies F (u; x1, . . . , xm) = F (v; x1, . . . , xm).

(3) If u+ ∼ v+, then is u ∼ v? In other words, does the converse of Lemma 5.7

(c) hold? We note that the converse of (b) is true. For suppose 1u ∼ 1v and let

f : S(1u)→ S(1v) be a corresponding map. Then to construct g : S(u)→ S(v) we

consider two cases for w ∈ S(u). If |w| > |u| then w ∈ S(1u) so let g(w) = f(w).
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Otherwise |w| = |u| and so let g(w) = v + (w− u) where addition and subtraction

is done componentwise. It is easy to check that g is well defined and weight

preserving. It is also not hard to show that if the answer to question (2) is yes,

then the answer to question (3) is yes.

(4) Find a theorem which, together with the results already proved,

explains all the Wilf equivalences in S5. In particular, the results of Sec-

tion 5.4 show that

21345 ∼ 21354 ∼ 45312 ∼ 54312 and 21453 ∼ 21543 ∼ 34512 ∼ 35412

but not why a permutation of the first group is Wilf equivalent to one of the second.

The other row of Table 1 which breaks into two groups is

31425 ∼ 31524 ∼ 42513 ∼ 52413 and 32415 ∼ 32514 ∼ 41523 ∼ 51423.

(5) Is it always the case that the number of elements of Sn Wilf

equivalent to a given permutation is a power of 2? This is always true in

Table 1.

(6) Is it true that 312 ∼s 213? From our results on strong Wilf equivalence

it follows that 12 ∼s 21 and 123 ∼s 132 ∼s 231 ∼s 321. So all the Wilf equivalent

elements in S2 and S3 are actually strongly Wilf equivalent with the possible

exception of the pair in the question. Of course, this breaks down in S4 as noted

in Section 5.5.

(7) Does Theorem 5.12 remain true if one replaces strong Wilf equiv-

alence with ordinary Wilf equivalence throughout? If so, a completely

different proof will have to be found for that case.

5.8 Tables

The following two tables, Table 5.1 and Table 5.2, were constructed by having

a computer calculate, for each composition u, the generating functions S(u; t, x).

This was done with the aid of the corresponding automaton from Section 5.2.
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Table 5.1: Wilf equivalences for permutations of at most 5 elements

12, 21

123, 132, 231, 321

213, 312

1234, 1243, 1342, 1432, 2341, 2431, 3421, 4321

1324, 1423, 3241, 4231

2134, 2143, 3412, 4312

3124, 3214, 4123, 4213

2314, 2413, 3142, 4132

12345, 12354, 12453, 12543, 13452, 13542, 14532, 15432,

23451, 23541, 24531, 25431, 34521, 35421, 45321, 54321

12435, 12534, 14352, 15342, 24351, 25341, 43521, 53421

13245, 13254, 14523, 15423, 32451, 32541, 45231, 54231

21345, 21354, 21453, 21543, 34512, 35412, 45312, 54312

23145, 23154, 45132, 54132

32145, 32154, 45123, 54123

24153, 25143, 34152, 35142

14235, 14325, 15234, 15324, 42351, 43251, 52341, 53241

31425, 31524, 32415, 32514, 41523, 42513, 51423, 52413

24315, 25314, 41352, 51342

24135, 25134, 43152, 53142

34215, 35214, 41253, 51243

34125, 35124, 42153, 52143

41325, 42315, 51324, 52314

41235, 43215, 51234, 53214

42135, 43125, 52134, 53124

13425, 13524, 14253, 15243, 34251, 35241, 42531, 52431

21435, 21534, 43512, 53412

24513, 25413, 31452, 31542

23415, 23514, 41532, 51432

31245, 31254, 45213, 54213
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Table 5.2: Wilf equivalences for u with |u| ≤ 3 and ui ≤ 3 for all i

Equivalences S(u; t, x)

1 tx
1−x

2 tx2

(1−x)(1−tx)

3 tx3

(1−x−tx+tx3)

11 t2x2

(1−x)2

12,21 t2x3

(1−x)2(1−tx)

13,31 t2x4

(1−x)2(1−tx−tx2)

22 t2x4

(1−x)(1−x−tx+tx2−t2x3)

23,32 t2x5

(1−x)(1−x−tx+tx3−t2x4)

33 t2x6

(1−x)(1−x−tx+tx3−t2x4−t2x5)

111 t3x3

(1−x)3

112,121,211 t3x4

(1−x)3(1−tx)

122,221 t3x5

(1−x)2(1−x−tx+tx2−t2x3)

212 t3x5(1+tx2)
(1−x)(1−x+t2x3)(1−x−tx+tx2−t2x3)

113,131,311 t3x5

(1−x)3(1−tx−tx2)

213,312 t3x6(1+tx3)
(1−x)(1−x+t2x4)(1−x−tx+tx3−t2x4)

123,132,231,321 t3x6

(1−x)2(1−x−tx+tx3−t2x4)

222 t3x6

(1−x)(1−2x−tx+x2+2tx2−tx3−t2x3+t2x4−t3x5)

133,331 t3x7

(1−x)2(1−x−tx+tx3−t2x4−t2x5)

313 t3x7(1+tx3+tx4)
(1−x)(1−x+t2x4+t2x5)(1−x−tx+tx3−t2x4−t2x5)

223,232,322 t3x7

(1−x)(1−2x−tx+x2+tx2+tx3−tx4−t2x4+t2x5−t3x6)

323 t3x8(1+tx3)
(1−x)(1−2x−tx+x2+tx2+tx3−tx4−t2x4+t2x5−t3x6−t3x7+t3x8−t4x9−t4x10)

233,332 t3x8

(1−x)(1−2x−tx+x2+tx2+tx3−tx4−t2x4+t2x6−t3x7)

333 t3x9

(1−x)(1−2x−tx+x2+tx2+tx3−tx4−t2x4+t2x6−t3x7−t3x8)
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Counting permutations by

consecutive patterns

6.1 Introduction

Suppose we define nlap(u, w) to be the maximum number of nonoverlapping

embeddings of u into w. Notice that the results of Chapter 5 give us a way to

compute a generating function involving the statistic nlap(u, w). Any word w

with nlap(u, w) = k for some k ≥ 1 can easily be factored into k words embedding

u as a suffix and a word avoiding u. Thus we obtain the following.

∑

w∈P∗

znlap(u,w)xΣwt|w| =
∑

n≥0

znS(u)nA(u) (6.1)

So, the study of words in this fashion gives us a relatively easy way to compute

the generating function for the statistic nlap. We now turn to a way to try and

get a handle on the statistic mentioned before, τ -nlap(σ).

Remmel and Mendes proved Kitaev’s Theorem, 3.1, with an alternate approach.

We will not present the proof here, but it can be found in [10]. We will first

introduce some notation that was adopted by Remmel and Mendes and then will

state a corollary that was the impetus to this chapter.
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We now define a few auxiliary sets associated with a given permutation τ ∈ Sj .

For a permutation σ ∈ Sj , let

Mchτ (σ) = {i : red(σi+1 · · ·σi+j) = τ} and

Iτ = {1 ≤ i < j : there exist σ ∈ Sj+i such that Mchτ (σ) = {0, i}}.

One (or one’s computer) can find every element in the set Iτ for any τ ∈ Sj by

finding the set Mchτ (σ) for all σ ∈ Sj+i for i = 1, . . . , j − 1.

Let I∗τ be the set of all words with letters in the set Iτ . We let ǫ denote the

empty word. If w = w1 · · ·wn ∈ I∗τ is word with n-letters, we define

ℓ(w) = n,
∑

w =
n∑

i=1

wi, and ||w|| = j +
∑

w.

In the special case where w = ǫ, we let ℓ(w) = 0 and
∑

w = 0. Let

Aτ = {w ∈ I∗τ : ℓ(w) ≥ 2 and
∑

w < j} and

Bu,τ = {w1 · · ·wn ∈ I∗τ :
∑

w2 · · ·wn +
∑

u < j ≤
∑

w1 · · ·wn +
∑

u}

for each word u ∈ I∗τ with
∑

u < j.

To help us understand these sets, let us look at the situation for four different

permutations τ . These examples should provide insight into the kinds of situations

which may arise.

First, consider α = 2 1 4 3. We have that Mchα(2 1 4 3 6 5) = {0, 2} and

Mchα(3 2 5 4 1 6 7) = {0, 3}. Therefore 2, 3 ∈ Iα. A quick check can show that

1 6∈ Iα; giving that Iα = {2, 3}. The set I∗α is the set of all words in the letters 2

and 3. Therefore Aα = ∅ since every word w of length ≥ 2 in the letters 2 and 3

has
∑

w ≥ 4. The sets B2,α = B3,α are both equal to {2, 3} in this case.

Next, consider βj = j · · ·2 1. It may be shown that Iβj
= {1}, and therefore

Aβj
= {1k : 2 ≤ k < j} (here, 1k denotes the word 1 · · ·1). If 1 ≤ i < j then

Bi,βj
= {1j−i}.

When γ = 2 1 4 3 6 5, Iγ = {2, 5}, Aγ = {22}, B22,γ = B5,γ = {2, 5} and

B2,γ = {22, 25, 5}.
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As our last example, let δ = 1 5 2 7 3 8 4 9 6. Via a computer search, Iδ has

been shown to equal {2, 4, 6, 8}. In this situation,

Aδ = {22, 24, 26, 42, 44, 62, 222, 224, 242, 422, 2222},

B2,δ = {8, 26, 46, 66, 86, 44, 64, 84, 224, 424, 624, 824,

82, 62, 242, 442, 642, 842, 422, 622, 822, 2222, 4222, 6222, 8222},

B4,δ = B22,δ = {8, 6, 24, 64, 84, 82, 62, 42, 222, 422, 622, 822},

B6,δ = B24,δ = B42,δ = B222,δ = {4, 6, 8, 22, 42, 62, 82}, and

B8,δ = B26,δ = B44,δ = B62,δ = B224,δ = B242,δ = B422,δ = {2, 4, 6, 8}.

Form a new alphabet

Kτ = {u : u ∈ Iτ} ∪ {w : w ∈ Aτ}.

We let Ψ : K∗τ → I∗τ be the function such that Ψ(ǫ) = ǫ and Ψ(w1 · · ·wn) =

w1 . . . wn. For example, if τ = γ = 2 1 4 3 5 6 as above, then Ψ(5 22 2 2 5) = 522225.

Define J τ in the following manner.

1. ǫ ∈ Jτ .

2. v ∈ J τ for all v ∈ Iτ .

3. If w1 · · ·wn ∈ J τ , then u w1 · · ·wn ∈ Jτ for all u ∈ Bw1,τ .

4. The only words in Jτ are the result of applying one of the above rules.

Take Jτ = Ψ(Jτ ).

As an example, consider taking τ = γ = 2 1 4 3 5 6. Then

Jγ = {ǫ, 2, 5, 22 2, 5 2, 2 5, 5 5, 2 22 2, 5 22 2, 2 5 2, 5 5 222 2 5, 5 2 5, 2 5 5, 5 5 5, . . .}

Finally, for w = w1w2 . . . wn, let

P
τ
w = {σ ∈ S||w|| : Mchτ (σ) = {0, w1, w1 + w2, . . . , w1 + w2 + · · ·+ wn}}
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and Pτ
ǫ = {τ}.

We will now make a key observation. Suppose that u = uk · · ·u1 ∈ Jτ and

Ψ(u) = w1 · · ·wn. Thus w = w1 · · ·wn ∈ Jτ . Now suppose that σ ∈ Pτ
w. Then

Mchτ (σ) = {0, w1, w1 + w2, . . . , w1 + w2 + · · ·+ wn}.

We can scan σ to discover that there are τ -matches at positions 1, 1+w1, 1+w1 +

w2, . . . , 1+w1+w2+· · ·+wn so that we can recover w1, . . . , wn from σ. In addition,

we claim that u can also be recovered. Let us now describe an algorithm which

does this.

Step 1. Set u1 = wn. (This must be the case since the only words of length

1 in Jτ are of the form v for v ∈ Iτ .)

Step s+1. Suppose that we have recovered u1, . . . , us, Ψ(us · · ·u1) = wb · · ·wn,

and Ψ(us) = wb · · ·wc where b ≤ c. It must be the case that wb + · · ·+wc = r

for some 1 ≤ r ≤ j−1. If wb−1 + r ≥ j, then set us+1 = wb−1. Otherwise, let

a be the unique integer such that 1 ≤ a < b− 1 such that wa + · · ·+ wc ≥ j,

but wa+1 + · · ·+ wc < j − 1 and set us+1 = wa · · ·wb−1. (In this latter case,

it follows from our definitions that wa · · ·wb−1 is the unique cofinal sequence

of w1 · · ·wb−1 such that wa · · ·wb−1 ∈ Bwb···wc,τ so that it must be the case

that us+1 = wa · · ·wb−1.)

As an example, consider w = 222252222225 ∈ Jγ where γ = 2 1 4 3 6 5. The

algorithm would proceed as follows.

Step 1. u1 = 5.

Step 2. u2 = 2 since 2 + 5 ≥ 6.

Step 3. u3 = 22 since (2 + 2) + 2 ≥ 6.

Step 4. u4 = 2 since 2 + (2 + 2) ≥ 6.

Step 5. u5 = 22 since (2 + 2) + 2 ≥ 6.
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Step 6. u6 = 5 since 5 + (2 + 2) ≥ 6.

Step 7. u7 = 2 since 2 + 5 ≥ 6.

Step 8. u8 = 22 since (2 + 2) + 2 ≥ 6.

Step 9. u9 = 2 since 2 + (2 + 2) ≥ 6.

Thus w = Ψ(2 22 2 5 22 2 22 2 5). This given, for each word w ∈ Jτ , let ℓ(w) to

be the length of the word u ∈ J τ such that Ψ(u) = w.

Remmel and Mendes proved the following corollary when they proved Kitaev’s

formula using their methods. For any permutation τ ,

1 +
∞∑

n=1

tn

n!
|{σ ∈ Sn : τ -mch(σ) = 0}| =

1

1− t +
∑∞

n=2
tn

n!

∑

w∈Jτ ,||w||=n(−1)ℓ(w)|Pτ
w|

.

(6.2)

They noted that if the generating function for the number of permutations with-

out any τ -matches is known, then Theorem 3.1 is able to refine all permutations

of n by the maximum number of nonoverlapping τ -matches. However, Theorem

3.1 does not give any direct way to find the number of permutations without τ -

matches and, in general, it is difficult to count the number of permutations σ in Sn

with τ -mch(σ) = 0. However, (6.2) provides an alternative approach to finding the

number of permutations σ in Sn with τ -mch(σ) = 0. That is, instead of counting

the number of permutations in Sn with τ -mch(σ) = 0, we may try to understand

the sum on the right hand side of the statement of the corollary.

As an example of this phenomenon, suppose we wanted to find out more about

the maximum number of nonoverlapping τ -matches when τ = 1 3 2. The set Iτ

contains only the integer 2. This greatly simplifies matters since we have that

Jτ = I∗τ = {2}∗. Suppose that σ1 . . . σ2n+3 ∈ P τ
2n. Since there is τ -match starting

at position 2i + 1 for i = 0, . . . , n, it must be the case that σ2i+1 < σ2i+2, σ2i+3 for

i = 0, . . . , n. It follows that σ1 = 1 and σ3 = 2. It is not difficult to see that σ2 can

be any element of {3, . . . , 2n + 3} and that red(σ3 . . . σ2n+3) ∈ P τ
2n−1 if n ≥ 1. It

follows that |P τ
2n| = (2n + 1)|P τ

2n−1| if n ≥ 1. Since P τ
20 = 1, it follows by induction
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that |P τ
2n| = (2n + 1)!! = (2n + 1)(2n − 1) · · ·3 · 1 for n ≥ 0. Thus, from 6.2, we

have that

∞∑

n=0

tn

n!
|{σ ∈ Sn : Mch132(σ) = ∅}| =

1

1− t +
∑∞

n=0(−1)n|P 132
2n | t2n+3

(2n+3)!

=
1

1− t +
∑∞

n=0(−1)n(
∏n

i=0(2i + 1)) t2n+3

(2n+3)!

=
1

1−
∫

exp(−t2/2)dt
.

From Theorem 3.1, the generating function refining the permutations of n by the

maximum number of nonoverlapping τ -matches is equal to

(

1− tx + (x− 1)

∫

exp
(
−t2/2

)
dt

)−1

in the case τ = 1 3 2.

6.2 Grouping permutations into classes

First we will define σc and σr. We will then show two lemmas that allow us to

group permutations for our analysis.

Definition 6.1. Suppose σ = σ1σ2 . . . σn.

σc := (n + 1− σ1)(n + 1− σ2) . . . (n + 1− σn)

For example, if σ = 615324, σc = 162453 and (σc)c = σ.

Definition 6.2. Suppose σ = σ1σ2 . . . σn.

σr := σnσn−1 . . . σ1

For example, if σ = 615324, σr = 423516 and (σr)r = σ.

Proposition 6.3. If τ, σ ∈ Sn and Iτ = Iσ then Jτ = Jσ.
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Proof. Given any permutation α ∈ Sk, recall the construction of the alphabet Jα.

The only necessary information to construct Jα was the alphabet Iα and the length

of α, namely j. Thus any two permutations of the same length which produce the

same alphabet I will have the same alphabet J .

Proposition 6.4. For any permutation τ and word w ∈ Jτ ,

σ ∈ P τ
w ⇔ σc ∈ P τc

w .

Proof. Suppose σ ∈ P τ
w where σ = σ1σ2 . . . σ‖w‖.

Consider a τ -match at the (i+1)st position, so red(σi+1σi+2 . . . σi+|τ |) = τ . This

means that σi+k is the (τk)
th smallest element of σi+1σi+2 . . . σi+|τ |. This implies

that |τ |+1−σi+k is the (τk)
th largest element, or the (|τ |+1−τk)

th smallest element

in (σc)i+1(σ
c)i+2 . . . (σc)i+|τ |. Hence, (σc)i+k is the ((τ c)k)

th smallest element in

(σc)i+1(σ
c)i+2 . . . (σc)i+|τ |, showing that red((σc)i+1(σ

c)i+2 . . . (σc)i+|τ |) = τ c. In

fact we argue that there could be no other τ c-matches in σc as this would contradict

the fact that Mchτ (σ) = {0, i}.

Proposition 6.5. For any permutation τ and word w ∈ Jτ ,

σ ∈ P τ
w ⇔ σr ∈ P τr

wr .

Proof. The proof is simple and left to the reader.

Corollary 6.6. For any permutation τ ,

Iτ = Iτc = Iτr .

Corollary 6.7. For any permutation τ and word w ∈ Jτ ,

|P τ
w| = |P

τc

w | = |P
τr

wr |.
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Corollary 6.8. For any permutation τ ∈ Sj and a given n ≥ j,

∑

w∈Jτ ,‖w‖=n

(−1)l(w)|P τ
w| =

∑

w∈Jτc ,‖w‖=n

(−1)l(w)|P τc

w | =
∑

w∈Jτr ,‖w‖=n

(−1)l(w)|P τr

w |

(6.3)

Proof. Showing the first two are equivalent is clear. To show that the first and third

are equivalent consider the following. Suppose you have a word w in Jτ of length n.

Then it is clear that wr is a word in Jτr . So there is a one to one correspondence of

words in these two alphabets. Therefore, summing over all words in one yields the

same value as summing over all words in the other by the previous corollary.

So, it makes sense to define equivalence classes of permutations closed under

complementing and reversing, Eσ. Where σ ∈ E ⇒ σc ∈ E and σr ∈ E. Since we

are ultimately interested in
∑

w∈Jτ ,‖w‖=n (−1)l(w)|P τ
w|, due to the previous corol-

laries, we need to only study permutations unique up to equivalence as previously

defined. So in S4, for example, there are 8 equivalence classes of permutations to

study.

The representative element of each class is chosen to be the lexicographically

least element in the class.

Type 0 - E(1234) = {(1234), (4321)}

Type 1 - E(1243) = {(1243), (4312), (3421), (2134)}

Type 2 - E(1342) = {(1342), (4213), (2431), (3124)}

Type 2 - E(1432) = {(1432), (4123), (2341), (3214)}

Type 3 - E(1324) = {(1324), (4231)}

Type 4 - E(1423) = {(1423), (4132), (3241), (2314)}

Type 5 - E(2143) = {(2143), (3412)}

Type 6 - E(2413) = {(2413), (3142)}

The subsequent sections will describe the work attempting to understand

∑

w∈Jτ ,‖w‖=n

(−1)l(w)|P τ
w|
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for various permutations of length 4.

6.3 Results on 1243

Proposition 6.9. For τ = (1243),

|P{3k}| =
k∏

i=0

(3i + 1) (6.4)

Proof. The Hasse diagram for a particular permutation in P{3} is shown below.

•

•

__@@@@@@@

• •

??~~~~~~~

3

__>>>>>>>

??�������

2

@@�������

1

@@�������

Examining the diagram, it becomes obvious that the bottom left corner must

be the smallest element, 1, as there is no element smaller. Similarly, the adjacent

element must be 2, and the next 3. After removing these fixed elements, the prob-

lem is reduced to applying labels to a Hasse diagram that looks like the following.

or a given j, it is clear that there will be a dot and j patterns of τ .
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•

•

__@@@@@@@

• •

??~~~~~~~

•

__@@@@@@@

??~~~~~~~

• •

??~~~~~~~
j

The number of choices for the dot in the diagram is 7, or in general it will be

3j + 1. Continuing recursively up the chain in this fashion yields the result.

Using this fact, we can derive the following:

∞∑

n=0

tn

n!
|{σ ∈ Sn : Mch1243(σ) = ∅}| =

1

1− t +
∑∞

n=0(−1)n|P 1243
3n | t3n+4

(3n+4)!

=
1

1− t +
∑∞

n=0(−1)n(
∏n

i=0(3i + 1)) t3n+4

(3n+4)!

=
1

1−
∑∞

n=0(−1)n(
∏n−1

i=0 (3i + 1)) t3n+1

(3n+1)!

From Theorem 3.1, the generating function refining the permutations of n by the

maximum number of nonoverlapping τ -matches is equal to

(

1− tx + (x− 1)
∞∑

n=0

(−1)n(
n−1∏

i=0

(3i + 1))
t3n+1

(3n + 1)!

)−1

in the case τ = 1 2 4 3. In fact, this idea could be generalized to compute similar

generating functions for permutations of the form σ = 1 2 3 . . . n (n− 1).

Unfortunately, this is the only case that we have been able to produce this

type of result. However, for σ = 1243 and 1423 we have been able to produce an
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algorithm to compute |P σ
w | for any word w ∈ Jτ . When the number of elements

in the alphabet Jτ is more than one, things become much more complicated. The

next few sections contain partial results on our research into other permutations.

It also turns out that when dealing with “short” permutations it is often the

case that I∗τ = Jτ . In fact for all permutations of length 4 this is the case, thus Jτ

is never difficult for us to compute.

6.4 Results on 1423

Here are two propositions which will yield an algorithm to find |Pw| for any

word w. We should mention that I1423 = {2, 3}. We first note a trivial case without

proof.

Proposition 6.10. If τ = (1423) and w = 2k, then |Pw| = 1.

Proposition 6.11. If τ = (1423) and w = 2k3w, then

|Pw| =

(
‖w‖ − (k + 3)

k + 1

)

|Pw| (6.5)

Proof. The Hasse diagram for a particular permutation in P22w is shown below.

• . . .

•

ggPPPPPP

•

ggPPPPPP

5

ggNNNNNN

HH����������

4

WW...... AA��

3

SS'''''''''''''

JJ����������
88qqqqqq

2

RR$$$$$$$$$$$$$$$$$$$$$

LL�����������������
88qqqqqq

1

MM�������������������������
88qqqqqq

Examining the diagram, it becomes obvious that the bottom left corner must

be the smallest element, 1, as there is no element smaller. Similarly, the adjacent



142

element must be 2, and so on to 5. After removing 1,2,3, and 4, the problem is

reduced to applying labels to a Hasse diagram that looks like the following. For a

given k, it is clear that there will be k + 1 connected dots followed by the diagram

for Pw, designated by “. . .”.

• . . .

•

__@@@@@@@

•

__@@@@@@@

Since these dots have been broken off of the rest of the Hasse diagram, we

need only choose these k + 1 numbers and put them in decreasing order and then

label the rest of the diagram with the remaining numbers. In general, there are

‖w‖ − (k + 3) numbers to choose from. Hence |Pw| =
(
‖w‖−(k+3)

k+1

)
|Pw|.

Proposition 6.12. If τ = (1423) and w = 3kw, then

|Pw| = |Pw|(
k∏

i=1

(‖w‖ − 3i)) (6.6)

Proof. The Hasse diagram for a particular permutation in P3w is shown below.

. . .

•

•

ggPPPPPP

DD







• •
>>~~

WW000000

3

ggNNNNNN
77pppppp

JJ���������

2

AA��

WW......

1

88qqqqqq

JJ����������

Examining the diagram, it becomes obvious that the bottom left corner must

be the smallest element, 1, as there is no element smaller. Similarly, the adjacent



143

element must be 2, and the next 3. After removing these fixed elements, the prob-

lem is reduced to applying labels to a Hasse diagram that looks like the following.

For a given j, it is clear that there will be a separated dot followed by the diagram

for P2j−1 and then the diagram for Pw, designated by “. . .”.

. . .

•

•

ggPPPPPP

DD







• •
>>~~

WW000000

3

77pppppp

JJ���������

Since this dot has been broken off of the rest of the Hasse diagram, we need

only choose a value for the dot and then label the rest of the diagram with the

remaining numbers. There are ‖w‖−3 numbers to choose from. Continuing down

the chain in this fashion yields the result, on the ith step there will be ‖w‖ − 3i

numbers to choose from. Hence, |Pw| = (
∏k

i=1 (‖w‖ − 3i))|Pw|.

6.5 Results on 1324

Proposition 6.13. For τ = (1324), |P{2k}| = Ck+1 (where Ck is the kth Catalan

number.)

Proof. The Hasse diagram for a particular permutation in P{23} is shown below. It

is clear that for a permutation in P{2j}, there will be j +1 “boxes” and we need to

apply labels {0, 1, . . . , 2j +3} to the vertices so that the ordering on the particular

Hasse diagram is satisfied.



144

9

8

@@���
•

^^====
oo

•

??���
•

__>>>
??����

oo

•

??~~~
•

``@@@
??~~~

oo

•

??����
1

__>>>
??���

oo

0

^^====
@@���

Examining the diagram, it becomes obvious that the top right corner must

be the largest element, as there is no element larger. Similarly, the bottom left

corner must be the smallest element, as there is no element smaller. By a similar

argument, the adjacent elements to the previous must be the next largest and

smallest respectively. In general, {0, 1, 2j + 2, 2j + 3} are forced to be placed in

these locations.

So the problem is reduced to applying labels {0, 1, . . . , 2j − 1} to a Hasse

diagram that looks like the following. For a given j, it is clear that there will be

j − 2 slanted “boxes”. In our previous example, where j = 3, there is one slanted

box.

•

• •

??~~~~~~~
oo

•

??~~~~~~~
•

__@@@@@@@

??~~~~~~~
oo

•

??~~~~~~~

Define Cn+1 = |P{2n}|. Also, Define cn,n−k = number of placements of

{0, 1, . . . , 2n−1} on a Hasse diagram as shown above where the bottom left element

is chosen to be k and there are n− 2 slanted “boxes”. We interpret the expression

0 slanted boxes to be the following,
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•

• •

??~~~~~~~
oo

•

??~~~~~~~

and the expression −1 slanted boxes to be

•

•

so that description makes sense when n = 1, 2.

In this fashion, it is easy to see that

Cj+1 = cj,0 + cj,1 + . . . + cj,j (6.7)

because the only choices for the bottom left element are (0, 1, . . . , j). This is

because there are j − 1 elements forced to be larger in the diagram, so the largest

it could be is 2j − 1− (j − 1) = j, and there are 0 elements forced to be smaller,

so the smallest it could be is 0.

It will suffice to show the following recursion.

cn,k = cn,k−1 + cn−1,k (6.8)

This recursion, coupled with the fact that cn,0 = 1 and cn,n+1 = 0, shows that

the terms cn,k is the n, k element of the Catalan triangle and thus Ck is the kth

Catalan number.

Consider cj,j−k. We can clearly see the diagonals of these diagrams form two

increasing sequences, the choice of k for the bottom left element forces the place-

ment of 0, 1, . . . , k − 1 onto the minimal elements of the lower increasing sequence

as depicted below.
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•

• •
>>~~

oo

•

99rrrr
•

``@@ >>~~
oo

•

88ppppp •

eeLLLL
>>~~

oo

. . .

;;wwww
k − 1

eeLLLL ::uuu
oo

•

=={{{{ . . .

ccGGGGG
99rrrr

oo

•

??���
1

aaDDD
;;vvvv

oo

•

@@���
0

^^<<< ==|||
oo

k

@@���

After removing what is fixed, we are looking at a Hasse diagram that looks like

the following.

•

• •
>>~~

oo

•
>>~~
•

``@@ >>~~
oo

•

??���

j−2−k

0

__>> ??��
oo

•

??���

•
>>~~

•
>>~~

0

@@��

k

In this diagram, we could place 0 at either the bottom left element or at the

minimal element in the lower increasing sequence. This is pictured graphically

below after having removed the fixed element 0.
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•

• •
>>~~

oo

•
>>~~
•

``@@ >>~~
oo

•
>>~~

j−2−k

•
``@@ >>~~

oo

•
>>~~

•
>>~~

•
>>~~

k−1

or •

• •
>>~~

oo

•
>>~~

j−3−k

•
``@@ >>~~

oo

•
>>~~

•
>>~~

•
>>~~

•
>>~~

•
>>~~

k+1

It is clear to see that after the placement of 0 in the lower left position, the

rest of the placement is the same as cj−1,j−1−(k−1) = cj−1,j−k. Also, after the

placement of 0 in the minimal element of the lower increasing sequence, the rest

of the placement is the same as cj,j−(k+1) so

cj,j−k = cj−1,j−k + cj,j−k−1 (6.9)

and thus the recursion is satisfied.

Proposition 6.14. For τ = (1324), if ω = {3β02α13β12α23β2 . . . 2αn3βn} where

β1, β2, . . . , βn−1 6= 0 and α1, α2, . . . , αn 6= 0 then

|P{ω}| =
n∏

i=1

|P{2αi}| =
n∏

i=1

Cαi+1 (6.10)

Proof. For any ω, ||ω|| = n, consider σ ∈ P{ω}. It is clear to see that the largest

element of σ must be in the last position.

Now consider γ ∈ P{ω3}. Now since τ = 1324 the last three elements of γ are

forced to be n+1, n+2, and n+3 respectively. So after thinking of these elements

as being fixed, it is clear that |P{ω3}| = |P{ω}|.

In effect, |P{ω}| is invariant to adding 3 to any word ω.

So thinking of building words by adding sequences of twos and threes. Once

a sequence of j threes has been added to ω, the last 3j elements of a particular
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σ ∈ P{ω} are fixed, meaning |P{ω}| = |P{ω3j}|. Now consider adding a sequence

of k twos to the word. Notice that adding onto σ is the same as starting a new

permutation in P{2k} but with shifted indices. So, we can say that

|P{ω3j2k}| = |P{ω}| · |P{2k}| (6.11)

Continuing inductively yields the result.

6.6 Results on 2143

First we define S1,{} := 3 and S1,{1} := 3. Then we recursively define S as

follows.

Sn,{k1,...,km} =

(
m∑

i=1

Sn,{k1,...,km}\ki

)

+ (2n + m + 1)Sn−1,{k1−1,...,km−1}χ(k1 6= 1)

(6.12)

We then define T1,{} := 1 and T1,{1} := 1. Then we recursively define T as follows.

Tn,{k1,...,km} =

(
m∑

i=1

Tn,{k1,...,km}\ki

)

+ Sn−1,{k1−1,...,km−1}χ(k1 6= 1) (6.13)

Proposition 6.15. For τ = (2143),

|P{3k}| = Tk+1,{1,2,...,k+1} (6.14)

Proof. The Hasse diagram for a particular permutation in P{32} is shown below.

We will define T̂3,{1,2,3} to be the number of placements on this diagram. We

interpret the first 3 to mean there are 3 diamonds and the set {1, 2, 3} to mean

that they are full diamonds (this will become clear soon).

T̂3,{1,2,3} ≡ • • •

• //

??~~~~~~~
• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~
•

__@@@@@@@

??~~~~~~~
•

__@@@@@@@

??~~~~~~~
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Examining the diagram, it becomes obvious that one of the three bottom ele-

ments must be the smallest element, 1, as there is no element smaller than these.

So we have three choices to place the smallest element. So the number of place-

ments on this Hasse diagram is the sum of the number of placements on the

following 3 Hasse diagrams. In general, T̂n,{k1,k2,...,km} = number of placements on

a Hasse diagram that has n diamonds where the kth
1 , kth

2 , ..., and kth
m diamonds are

full diamonds and the others are diamonds missing the bottom element. In this

fashion,

T̂3,{2,3} ≡ • • •

• //

??~~~~~~~
• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~
•

__@@@@@@@

??~~~~~~~

T̂3,{1,3} ≡ • • •

• //

??~~~~~~~
• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~
•

__@@@@@@@

??~~~~~~~

T̂3,{1,2} ≡ • • •

• //

??~~~~~~~
• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~
•

__@@@@@@@

??~~~~~~~

So clearly, as long as k1 = 1,

T̂n,{k1,...,km} = (
m∑

i=1

T̂n,{k1,...,km}\ki
) (6.15)

Lets examine what happens when k1 6= 1. Lets consider the first diagram of the

previous. Again, upon examination, it is clear that the far left element, or one of
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the bottom elements must be the smallest element, 1, as there is no element smaller

than these. So we have three choices to place the smallest element. So the number

of placements on this Hasse diagram is the sum of the number of placements on

the following 3 Hasse diagrams. In general, Ŝn,{k1,k2,...,km} = number of placements

on a Hasse diagram that has n diamonds with a “handle” on the left where the kth
1 ,

kth
2 , ..., and kth

m diamonds are full diamonds and the others are diamonds missing

the bottom element. In this fashion,

Ŝ2,{1,2} ≡ • • •

• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~
•

__@@@@@@@

??~~~~~~~

T̂3,{3} ≡ • • •

• //

??~~~~~~~
• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~

T̂3,{2} ≡ • • •

• //

??~~~~~~~
• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~

So you can see that when k1 6= 1 and you choose the left element as the smallest,

you add a “handle” and shift the other diamonds to the left one while decreasing

the total number of diamonds by 1. This shows that

T̂n,{k1,...,km} = (

m∑

i=1

T̂n,{k1,...,km}\ki
) + Ŝn−1,{k1−1,...,km−1}χ(k1 6= 1) (6.16)
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Now consider, Ŝn,{k1,...,km}, the number of placements on a Hasse diagram that

looks like the following (Ŝ2,{2} in our example.)

Ŝ2,{2} ≡ • • •

• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~

Similar to T̂ , when k1 = 1, it is clear that

Ŝn,{k1,...,km} = (
m∑

i=1

Ŝn,{k1,...,km}\ki
) (6.17)

Lets examine what happens when k1 6= 1, as in our example. Again, upon

examination, it is clear that the element under the “handle”, or one of the bottom

elements must be the smallest element, 1, as there is no element smaller than these.

So we have two choices to place the smallest element. So the number of placements

on this Hasse diagram is the sum of the number of placements on the following 2

Hasse diagrams.

6Ŝ1,{1} ≡ • • •

• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

•

__@@@@@@@

??~~~~~~~

Ŝ2,{} ≡ • • •

• //

??~~~~~~~

__@@@@@@@
• //

??~~~~~~~

__@@@@@@@
•

__@@@@@@@

So you can see that when k1 6= 1 and you choose the element under the “handle”

as the smallest, you break off a dot and shift the other diamonds to the left one
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while decreasing the total number of diamonds by 1. There are 6 choices or in

general, (2n + m + 1). This shows that

Ŝn,{k1,...,km} = (

m∑

i=1

Ŝn,{k1,...,km}\ki
)+(2n+m+1)Ŝn−1,{k1−1,...,km−1}χ(k1 6= 1) (6.18)

And Ŝ1,{} = Ŝ1,{1} = 3 since the only placements are

1) 2 4

1 //

@@�������

^^=======

3

^^=======

2) 3 4

1 //

@@�������

^^=======

2

^^=======

3) 4 3

1 //

@@�������

^^=======

2

^^=======

And T̂1,{} = T̂1,{1} = 1 since the only placement is

1) 3

1 //

@@�������
2

^^=======

This shows that T̂ = T and Ŝ = S, proving the result.
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Enumerating descents of a fixed

value

We will now alter the descent statistic in another way. For example, suppose

we only wanted to count descents that drop by a fixed value, k. If we let

σ = 3 8 6 2 4 7 5 1,

we can see that Des(σ) = {2, 3, 4} and thus des(σ) = 3. We can see that descent

in the second position is from 8 to 6, and thus we would consider this a drop by 2,

or a 2-drop. In general, if σi− σi+1 = k > 0, then we call the descent at position i

a k-drop.

We can now try to enumerate permutations by the number of k-drops. To be

more rigorous, suppose we define, for k > 0,

Desk(σ) = {i|σi − σi+1 = k}

desk(σ) = |Desk(σ)|

Pn,k(x) =
∑

σ∈Sn

xdesk(σ) =
n−k∑

s=0

Pn,k,sx
s.

We will later extend this definition so that Pn,k(x) is defined in the case when

k = 0.

153
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7.1 An approach using inclusion/exclusion

We can employ the same techniques we used in Chapter 3 to obtain an expres-

sion for Pn,k,s.

Suppose that we fix k and define the following. Let Ωn = {(i + k, i)|1 ≤ i ≤

n − k}. Given σ ∈ Sn, we define PrΩ,n(σ), the property set of σ relative to Ω,

to be the set of all (i + k, i) ∈ Ωn where i follows i + k in σ. Then we define the

following.

1. For each T ⊆ Ωn, let E=T,Ω,n = {σ ∈ Sn : PrΩ,n(σ) = T} and βT,Ω,n =

|E=T,Ω,n|.

2. For each T ⊆ Ωn, let E⊇T,Ω,n = {σ ∈ Sn : PrΩ,n(σ) ⊇ T} and αT,Ω,n =

|E⊇T,Ω,n|.

3. For each r ≥ 0, let βr,Ω,n =
∑

S⊆Ωn,|S|=r βS,Ω,n and αr,Ω,n =
∑

S⊆Ωn,|S|=r αS,Ω,n.

It is an easy consequence of the inclusion-exclusion principle that

∑

t≥0

βt,Ω,nxt =
∑

t≥0

αt,Ω,n(x− 1)t. (7.1)

It is also easy to see from our definitions that

∑

t≥0

βt,Ω,nxt = Pn,k(x). (7.2)

Thus we get an expression for Pn,k(x) by calculating the RHS of (7.1).

Next we observe that it is easy to compute αT,Ω,n. αT,Ω,n = (n − |T |)!. To

show this, we need to construct E⊇T,Ω,n which consists of all permutations σ ∈ Sn

such that each pattern in T occurs consecutively in σ. We do this by first con-

structing the maximal blocks of elements of {1, . . . , n} where xy occurs consec-

utively in a block if and only if xy ∈ T . For example, if n = 7, k = 2 and

T = {(5, 3), (3, 1), (6, 4)}, then the maximal blocks constructed from T are 531,

64, 2 and 7. Then it is easy to see that any permutation of the maximal blocks
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constructed from T corresponds to a permutation σ ∈ E⊇T,Ω,n. It is easy to see

that the number of maximal blocks of {1, . . . , n} constructed from T is n − |T |.

Thus αT,Ω,n = |E⊇T,Ω,n| = (n− |T |)!.

Thus to compute αt,Ω,n, we need only count the number of subsets of size t in

Ωn. We can think of this problems as counting the number of rook placements

of size t in a certain board associated with Ωn. That is, given Ωn, let BΩ,n be

the set of all (x, y) such that xy ∈ Ωn. For example, if k = 2 so that Ω7 =

{(3, 1), (4, 2), (5, 3), (6, 4), (7, 5)}, then BΩ,7 consists of the shaded cells on the board

pictured in Figure 7.1.

1 2 3 4 5 6 7

1

2

4

5

7

6

3

Figure 7.1: The board BΩ,7.

Similar to what we did before, it is easy to see that number of subsets of size t

in Ωn equals rt(BΩ,n) and thus, αt,Ω,n = (n− t)!rt(BΩ,n).

However, counting rook placements on this board is simple as no two cells are

in the same row or column. Thus, to place t rooks on BΩ,n, you just need to choose

the t cells to place the rooks. There are n− k cells on the board BΩ,n, and thus,

we have that rt(BΩ,n) =
(

n−k
t

)
meaning that

αt,Ω,n = (n− t)!

(
n− k

t

)
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It follows that

Pn,k(x) =
∑

t≥0

βt,Ω,nx
t =

∑

t≥0

αt,Ω,n(x− 1)t

=
∑

t≥0

(n− t)!

(
n− k

t

) t∑

s=0

(−1)t−s

(
t

s

)

xs

=
∑

s≥0

xs

n−k∑

t=s

(n− t)!(−1)t−s

(
t

s

)(
n− k

t

)

. (7.3)

Thus we have the following formula for Pn,k,s.

Theorem 7.1. For n ≥ 1, 0 ≤ k ≤ n and s ≥ 0,

Pn,k,s =

n−k∑

t=s

(−1)t−s(n− t)!

(
t

s

)(
n− k

t

)

. (7.4)

We also have the following trivial fact.

Theorem 7.2. For n ≥ 1, n < k and s ≥ 0,

Pn,k,s =







n!, s = 0

0, s > 0
(7.5)

Following directly from Theorem 7.1, we have the following corollary.

Corollary 7.3. For n ≥ k,

Pn,k,n−k = k!.

Proof. We have the following formula for Pn,k,n−k from Theorem 7.1,

Pn,k,n−k =

n−k∑

t=n−k

(n− t)!(−1)t−(n−k)

(
t

n− k

)(
n− k

t

)

.

So, there is only the t = n− k summand and thus we have that

Pn,k,n−k = (n− (n− k))!(−1)(n−k)−(n−k)

(
n− k

n− k

)(
n− k

n− k

)

= k!.
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However, we can also provide a combinatorial proof of this fact. Suppose we

wish to construct a permutation in Sn having the maximum number of k-drops.

If we break up n into sets of equivalence classes mod k, each element of any

given equivalence class should be involved in a k-drop except for the smallest

element. This means that the elements of a given equivalence class must appear

in descending order in the permutation. This is true for each of the k equivalence

classes. Thus we can think of just gluing together the elements of each equivalence

class in descending order into blocks. We can now permute the order of these k

blocks and thus we have that Pn,k,n−k = k!.

7.2 A connection to excedences

The excedence set of a permutation is defined as follows.

Exc(σ) = {i|i < σi}

exc(σ) = |Exc(σ)|.

It is a well known fact that des(σ) and exc(σ) are equidistributed over Sn. In

other words,
∑

σ∈Sn

xdes(σ) =
∑

σ∈Sn

xexc(σ).

In fact there is a very nice bijection, Θ, that verifies this fact. We now present

this bijection by demonstrating how it acts on an example.

Suppose

σ = 935164287.

Note that des(σ) = 4. We scan from left to right until we reach the smallest number,

namely 1 and then cut the permutation at this location. We then continue to the

right and recursively cut after the smallest remaining number until we reach the

end of the permutation. Performing these cuts on σ yields

9351/642/87/.
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Now, construct a permutation by making cycles out of the elements in the blocks

in reverse order. This yields

(1, 5, 3, 9)(2, 4, 6)(7, 8) = Θ(σ),

the image of our bijection. Notice also that exc(Θ(σ)) = 4, as expected.

More importantly notice that each descent σi > σi+1 corresponds to an exce-

dence Θ(σi+1) = σi.

This fact means that if we define, for k ≥ 0,

Exck(σ) = {i|σ(i)− i = k}

exck(σ) = |Exck(σ)|.

We have the following,
∑

σ∈Sn

xdesk(σ) =
∑

σ∈Sn

xexck(σ). (7.6)

In particular, when k = 0, the LHS of (7.6) does not make sense with our

definitions, but the RHS does. A zero excedence at i means that i = σ(i), or that

i is a fixed point of σ. So we can extend our definition of Pn,k(x) in the case where

k = 0. In particular, Pn,0,s counts the number of permutations in Sn that have

exactly s fixed points.

Recall that the set Dn, is the set of derangements of [n]. A derangement of [n]

is a permutation of [n] that has no fixed points. Formally,

Dn = {σ ∈ Sn|σ(i) 6= i for all i}.

We define Dn = |Dn|.

Thus, we have a natural connection with derangements with the following equa-

tion.

Pn,0,0 = Dn (7.7)

Examine Table 7.1, which illustrates the values of the polynomials, Pn,k for

1 ≤ n ≤ 9 and 1 ≤ k ≤ 3.

Studying these values, certain things become apparent, some of the most inter-

esting of these observations are proved in the following section.
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Table 7.1: Values of Pn,k(x) for select n and k

P1,0(x) = x

P2,0(x) = 1 + x2

P3,0(x) = 2 + 3x + x3

P4,0(x) = 9 + 8x + 6x2 + x4

P5,0(x) = 44 + 45x + 20x2 + 10x3 + x5

P6,0(x) = 265 + 264x + 135x2 + 40x3 + 15x4 + x6

P7,0(x) = 1854 + 1855x + 924x2 + 315x3 + 70x4 + 21x5 + x7

P8,0(x) = 14833 + 14832x + 7420x2 + 2464x3 + 630x4 + 112x5 + 28x6 + x8

P9,0(x) = 133496 + 133497x + 66744x2 + 22260x3 + 5544x4 + 1134x5 + 168x6 + 36x7 + x9

P1,1(x) = 1

P2,1(x) = 1 + x

P3,1(x) = 3 + 2x + x2

P4,1(x) = 11 + 9x + 3x2 + x3

P5,1(x) = 53 + 44x + 18x2 + 4x3 + x4

P6,1(x) = 309 + 265x + 110x2 + 30x3 + 5x4 + x5

P7,1(x) = 2119 + 1854x + 795x2 + 220x3 + 45x4 + 6x5 + x6

P8,1(x) = 16687 + 14833x + 6489x2 + 1855x3 + 385x4 + 63x5 + 7x6 + x7

P9,1(x) = 148329 + 133496x + 59332x2 + 17304x3 + 3710x4 + 616x5 + 84x6 + 8x7 + x8

P1,2(x) = 1

P2,2(x) = 2

P3,2(x) = 4 + 2x

P4,2(x) = 14 + 8x + 2x2

P5,2(x) = 64 + 42x + 12x2 + x3

P6,2(x) = 362 + 256x + 84x2 + 16x3 + 2x4

P7,2(x) = 2428 + 1810x + 640x2 + 140x3 + 20x4 + 2x5

P8,2(x) = 18806 + 14568x + 5430x2 + 1280x3 + 210x4 + 24x5 + 2x6

P9,2(x) = 165016 + 131642x + 50988x2 + 12670x3 + 2240x4 + 294x5 + 28x6 + 2x7

P1,3(x) = 1

P2,3(x) = 2

P3,3(x) = 6

P4,3(x) = 18 + 6x

P5,3(x) = 78 + 36x + 6x2

P6,3(x) = 426 + 234x + 54x2 + 6x3

P7,3(x) = 2790 + 1704x + 468x2 + 72x3 + 6x4

P8,3(x) = 21234 + 13950x + 4260x2 + 780x3 + 90x4 + 6x5

P9,3(x) = 183822 + 127404x + 41850x2 + 8520x3 + 1170x4 + 108x5 + 6x6
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7.3 Facts about Pn,k,s

We can easily construct a recursion for Pn,k,s using the techniques from Chapter

3. In fact we arrive at the following.

Theorem 7.4. For n ≥ 2, 0 ≤ k < n, and s ≥ 1,

Pn,k,s = (n− s− 1)Pn−1,k,s + (s + 1)Pn−1,k,s+1 + Pn−1,k,s−1. (7.8)

Proof. We have been able to verify the theorem algebraically using our formula

given in 7.1. In fact we prove a generalization of this which can be found in Section

7.4. A combinatorial proof is much more simple and is presented here.

Imagine inserting n into a permutation τ ∈ Sn−1 to obtain σ ∈ Sn such that σ

has s k-drops. Inserting n will either increase by 1, decrease by 1, or not change the

number of k-drops. Thus we need to only consider the cases where τ has s− 1, s,

or s + 1 k-drops. If τ has s− 1 k-drops, then n must create a k-drop and must be

placed in front of n− k. Thus, there is a contribution of Pn−1,k,s−1 to Pn,k,s. If τ

has s + 1 k-drops, then n must destroy a k-drop and must be placed between one

of the s + 1 existing k-drops. Thus, there is a contribution of (s + 1)Pn−1,k,s+1 to

Pn,k,s. If τ has s k-drops, then n must not create or destroy a k-drop and must not

be placed between one of the s existing k-drops or in front of n − k. Thus, there

is a contribution of (n− s− 1)Pn−1,k,s to Pn,k,s.

Theorem 7.5. For n ≥ 1, 0 ≤ k < n, and s ≥ 0,

Pn,k,s =

(
n− k

s

)

Pn−s,k,0. (7.9)

Proof. It is easy to verify this theorem algebraically using the formula given in

7.1. In fact a more general version of this proof appears in Section 7.4. So instead,

we will present both a combinatorial proof and a bijective proof of this fact. We

first will present the combinatorial proof. We will first introduce a rook board

that is associated with Pn,k,s. Since Pn,k,s counts the number of permutations of

Sn having s k-excedences. It is easy to see that if we look at the graph of any
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permutation satisfying this property with i on the x-axis and σ(i) on the y-axis,

it must intersect the diagonal connecting (1, 1 + k) and (n− k, n) exactly s times.

Thus, we define this diagonal to be B(Pn,k,s). See Figure 7.2 for an example of

B(P7,3,2).

1 2 3 4 5 6 7

1

2

4

5

7

6

3

Figure 7.2: The board associated with P7,3,2.

The LHS counts the number of placements of n non-attacking rooks on the

n × n grid that hit B(Pn,k,s) exactly s times. For the RHS, we can think of the

binomial coefficient as choosing the cells on the board that are hit by a placement

of rooks. Once we remove the columns and rows that contain these s cells, we are

left with placing non-attacking rooks on an (n − s) × (n − s) grid that never hit

B(Pn−s,k,0). See Figure 7.3 for an example.

Now we will present a bijective proof of the theorem. To do so, we will show

how the bijection acts on a particular example and will make comments on how

it works in general. The reader should be convinced that the bijection holds in

the general case. Suppose that n = 16, k = 4 and s = 4. We interpret the
(

n−k
s

)

term as choosing the s elements from {k + 1, k + 2, . . . , n} to be the first element

of each of the s k-drops. In this example, let us suppose that we choose 15, 11, 8,

and 7. We now interpret the Pn−s,k,0 as choosing a permutation in Sn−s having no

k-drops. For our example, suppose we choose the permutation,

σ = 12 1 6 10 2 9 3 4 11 5 7 8.
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Figure 7.3: Showing how a placement on B(P7,3,2) reduces to a placement on
B(P5,3,0).

Notice that des4(σ) = 0. We will describe how to transform these choices into a

permutation, τ ∈ Sn such that desk(τ) = s.

We begin by relabeling the elements of σ to obtain L(σ). We begin with 1

and we label each element equivalent to 1 mod k from smallest to largest, then

we move on to 2 and label each element equivalent to 2 mod k from smallest to

largest. Continue in this fashion until σ has been entirely relabeled. So, in our

example

L(12 1 6 10 2 9 3 4 11 5 7 8) = 12 1 5 6 4 3 7 10 9 2 8 11.

We will now claim that 0 ≤ des1(L(σ)) ≤ k − 1. The reasoning is as follows.

Since σ had no k-drops, when we applied the relabeling L, there could be no 1-

drops within each equivalence class. Therefore, the only possible way L(σ) could

contain a 1-drop from i + 1 to i would be if the i + 1 label was applied to an

element from a different equivalence class mod k than the element for which the

i label was applied. In particular, we can list the k− 1 possible 1-drops of L(σ) in

lexicographic order as the sequence, S(σ) = Sσ
1 , . . . , Sσ

k−1. We then define the set,

T (σ) as follows.

T (σ) = {i|Sσ
i appears in L(σ)}.

In our particular example, we labeled the elements equivalent to 1 mod 4 with
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the labels, {1, 2, 3}, the elements equivalent to 2 mod 4 with the labels, {4, 5, 6},

the elements equivalent to 3 mod 4 with the labels, {7, 8, 9}, and the elements

equivalent to 4 mod 4 with the labels, {10, 11, 12}. Thus, in our example, the

1-drops of L(σ) are contained in the ordered set, S(σ) = {(4, 3), (7, 6), (10, 9)}.

Also in our example, T (σ) = {1, 3} as we notice that 4 3 and 10 9 both appear in

L(σ).

We will now define a set S(τ). Using the choices for the first element of each

of the s k-drops from step one, we think of gluing together each of these elements

with its successor into a block. We then apply the same relabeling procedure L,

and define S(τ) = {i + 1, i} where the i + 1 label was applied to an element from

a different equivalence class mod k than the element for which the i label was

applied. Again, we will order the elements of S(τ) in lexicographic order.

In our particular example, the blocks are the following,

15 11 7 3, 8 4, 1, 2, 5, 6, 9, 10, 12, 13, 14, 16.

If we label the relabel the blocks by L, we obtain,

L(15 11 7 3, 8 4, 1, 2, 5, 6, 9, 10, 12, 13, 14, 16) = 9, 10, 1, 5, 2, 6, 3, 7, 11, 4, 8, 12.

We labeled the elements equivalent to 1 mod 4 with the labels, {1, 2, 3, 4}, the

elements equivalent to 2 mod 4 with the labels, {5, 6, 7, 8}, the elements equivalent

to 3 mod 4 with the label, {9}, and the elements equivalent to 4 mod 4 with the

labels, {10, 11, 12}. Thus, S(τ) = {(5, 4), (9, 8), (10, 9)}.

We now think of gluing every occurrence or i + 1, i in L(σ) to form blocks and

relabel these blocks preserving the relative order among the elements of L(σ) to

yield R(L(σ)).

In our example, since 4 3 and 10 9 both appear in L(σ), the blocks of L(σ) are

12 1 5 6 4 3 7 10 9 2 8 11.

And applying the relabeling gives

R(12 1 5 6 4 3 7 10 9 2 8 11) = 10 1 4 5 3 6 8 2 7 9.
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Starting with the smallest i ∈ T (σ), we will think of creating an occurrence

of Sτ
i by finding the second element of Sτ

i , call this element j, in R(L(σ)) and

expanding it into a block j + 1, j and just shifting every other element that is

larger than j up by 1. We then recursively apply this technique using the next

smallest i ∈ T (σ) until we’ve done this expanding process for each i ∈ T (σ).

In our particular example, T (σ) = {1, 3}, so we first must create an occurrence

of 5 4 by finding 4 in R(L(σ)) and expanding it into a block 5 4 and applying the

appropriate shifting, this yields

11 1 5 4 6 3 7 9 2 8 10.

Secondly, we must create an occurrence of 10 9 by finding 9 in the above and

expanding it into a block 10 9 and applying the appropriate shifting, this yields

12 1 5 4 6 3 7 10 9 2 8 11.

We now obtain τ by replacing i with the block that was labeled with an i when

we were obtaining S(τ).

Thus, the above becomes

16 1 2 13 6 9 10 8 4 15 11 7 3 5 14 12.

This yields the image of the bijection, τ , by just removing the blocks and thinking

of the above as a permutation. In our example,

τ = 16 1 2 13 6 9 10 8 4 15 11 7 3 5 14 12.

Notice that des4(τ) = 4 as expected.

This process is also reversible and therefore the theorem holds.

Theorem 7.6. For n ≥ 2 and 0 ≤ k < n,

Pn,k,0 = (n− 1)Pn−1,k,0 + (n− 1− k)Pn−2,k,0. (7.10)
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Proof. We first note that

Pn,k,0 = (n− 1)Pn−1,k,0 + Pn−1,k,1.

It is simple to verify this fact combinatorially. For any permutation in Sn having no

k-drops, n must be either between a k-drop or not. If it is, then when it is removed

you are a left with a permutation in Sn−1 having no k-drops. Note that there are

n − 1 positions where this can occur. If n is not between a k-drop, then when

it is removed you are a left with a permutation in Sn−1 having one k-drop. Note

that there is only 1 position where this can happen, namely between the existing

k-drop. Thus, the claim is verified. We can then use Theorem 7.5 to obtain that

Pn−1,k,1 =
(

n−k−1
1

)
Pn−2,k,0 = (n − 1− k)Pn−2,k,0. Putting these two facts together

gives the result.

Theorem 7.6 is a nice generalization of derangements. If we let k = 0 in the

theorem we obtain a known recursion for derangements, namely,

Dn = (n− 1)Dn−1 + (n− 1)Dn−2. (7.11)

It is surprising to note that the recursion involving derangements is almost trivial to

prove combinatorially, but the generalization provided in the theorem is certainly

not. Note that we could extend the bijection provided in the proof of Theorem 7.5

to prove the theorem bijectively as well.

We also observe the following.

Theorem 7.7. For n ≥ 2, and 0 < k < n,

Pn,k,0 = Pn,k−1,0 + Pn−1,k−1,0. (7.12)

Proof. Again we will prove this theorem both combinatorially and bijectively. We

have also been able to verify this theorem algebraically using our formula given in

7.1. In fact we prove a generalization of this which can be found in Section 7.5.

Again, the LHS counts the number of placements of n non-attacking rooks on

the n × n grid that never hit B(Pn,k,0). Imagine taking the first row of the n× n
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grid and moving it to the top. Now, if there is no rook in the (n− k + 1)st cell of

this row, then we are left with a placement of n non-attacking rooks on the n× n

grid that never hit B(Pn,k−1,0).

If there is a rook in this cell then we can think of removing the row and column

containing this cell and we are left with a placement of n non-attacking rooks on

the (n−1)×(n−1) grid that never hit B(Pn−1,k−1,0). See Figure 7.4 for an example.
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Figure 7.4: The (n− k + 1)st cell of the top row determines which case we are in.

Now we will present a bijective proof. The idea used in the bijection above will

be applied here as well. We will provide a bijection which maps a permutation σ ∈

Sn such that desk(σ) = 0 to a permutation τ ∈ Sn∪Sn−1 satisfying desk−1(τ) = 0.

First, we apply the relabeling procedure, L to σ as described in the previous

proof. Suppose n = 9 and k = 3, and σ = 2 7 1 5 6 4 9 3 8. Then,

L(σ) = 4 3 1 5 8 2 9 7 6.

As before, 0 ≤ des1(L(σ)) ≤ k − 1. We will also list the k − 1 possible 1-drops

of L(σ) in lexicographic order as the sequence, S(σ) = Sσ
1 , . . . , Sσ

k−1. T is also

defined in the same way, i.e.,

T (σ) = {i|Sσ
i appears in L(σ)}.
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In our particular example, S(σ) = {43, 76} and T (σ) = {1, 2} as both 43 and

76 appear in L(σ).

Just as before, we now think of gluing every occurrence or i + 1, i in L(σ)

to form blocks and relabel these blocks preserving the relative order among the

elements of L(σ) to yield R(L(σ)).

In our example, since 4 3 and 7 6 both appear in L(σ), the blocks of L(σ) are

4 3 1 5 8 2 9 7 6.

Applying the relabeling gives

R(4 3 1 5 8 2 9 7 6) = 3 1 4 6 2 7 5.

We will now attempt to build back a permutation with no k−1 drops of length

m where m = n if k − 1 6∈ T (σ) or m = n − 1 if k − 1 ∈ T (σ). We will now

define a set S(τ) similar to before. We then apply the same relabeling procedure

L to the integers from 1 to m, but using equivalence classes mod k − 1 and define

S(τ) = {i + 1, i} where the i + 1 label was applied to an element from a different

equivalence class mod k than the element for which the i label was applied. Again,

we will order the elements of S(τ) in lexicographic order. Since we applied the

labeling using equivalence classes mod k − 1, we will know that |S(τ)| = k − 2.

In our example, we will be apply the relabeling procedure to the integers from

1 to 8 using equivalence classes mod 2. Thus, the only element of S(τ) is 54.

Starting with the smallest i ∈ T (σ), provided that i 6= k − 1, we will think of

creating an occurrence of Sτ
i by finding the second element of Sτ

i , call this element

j, in R(L(σ)) and expanding it into a block j + 1, j and just shifting every other

element that is larger than j up by 1. We then recursively apply this technique

using the second smallest i ∈ T (σ). If k − 1 ∈ T (σ), we do nothing.

In our particular example, T (σ) = {1, 2}, so we first must create an occurrence

of 5 4 by finding 4 in R(L(σ)) and expanding it into a block 5 4 and applying the

appropriate shifting, this yields

3 1 5 4 7 2 8 6.
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The next smallest element of T (σ) is 2 which is k − 1 in our example and thus we

do nothing with this element. It is precisely at this step that determines whether

the image of this bijection is of length n or n− 1.

We now obtain τ by replacing i with the integer that was labeled with an i

when we were obtaining S(τ).

This yields the image of the bijection,

τ = 5 1 2 7 6 3 8 4.

Notice that des2(τ) = 0 as expected.

This process is also reversible and therefore the theorem holds.

Another interesting observation is,

Theorem 7.8. For n ≥ 2 and 0 < k < n,

Pn,k,0 = kPn−1,k−1,0 + (n− k)Pn−1,k,0. (7.13)

Proof. We will first provide a simple algebraic proof of this fact. By Theorem 7.1,

the RHS becomes

k

(
n−k∑

t=0

(−1)t(n− 1− t)!

(
n− k

t

))

+(n−k)

(
n−k−1∑

t=0

(−1)t(n− 1− t)!

(
n− k − 1

t

))

.

Removing the n− k term from the first sum yields

k

 
n−k−1X

t=0

(−1)t(n− 1− t)!
(n− k)!

t!(n − k − t)!

!
+ (n− k)

 
n−k−1X

t=0

(−1)t(n− 1− t)!
(n− k − 1)!

t!(n − k − t− 1)!

!
+ (−1)n−kk!.

Combining these sums gives

n−k−1∑

t=0

(−1)t(n− t)!
(n− k)!

t!(n− k − t)!

(
k

n− t
+

n− k − t

n− t

)

+ (−1)n−kk!

=

n−k∑

t=0

(−1)t(n− t)!
(n− k)!

t!(n− k − t)!

= Pn,k,0.

We can also prove this theorem combinatorially.



169

1 2 3 4 5 6 7

1

2

4

5

7

6

3

8

8

? ? ?

Figure 7.5: The location of the rook in the first row determines which case we are
in.

Again, the LHS counts the number of placements of n non-attacking rooks on

the n× n grid that never hit B(Pn,k,0). Consider the first row of the grid. If there

is a rook in one of the last k cells of this row, we can imagine removing the row and

column containing this cell and we are left with a placement of n−1 non-attacking

rooks on the (n− 1)× (n− 1) grid that never hit B(Pn−1,k−1,0).

If there is a rook in one of the first n− k cells of this row, then we can think of

removing the row and column containing this cell and we are left with a placement

of n−1 non-attacking rooks on the (n−1)×(n−1) grid that never hit B(Pn−1,k,0).

See Figure 7.5 for an example.

Theorem 7.8 gives us the following interesting result.

Theorem 7.9. For n ≥ 1 and 0 ≤ k < n,

Pn,k,0 = k!

k∑

r=0

(
k

r

)(
n− k

k − r

)

Pn−k,k−r,0. (7.14)

Proof. We will provide a simple combinatorial proof of this fact. Remember that

the LHS counts the number of placements of n non-attacking rooks on the n × n

grid that never hit B(Pn,k,0). Consider the lightly shaded cells in the lower right
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Figure 7.6: The board, B(P8,3,0), with some lightly shaded cells.

hand corner of the board. There can be anywhere from 0 to k rooks placed in

this square area. Suppose that we choose to place r rooks in this area. We first

will choose the r rows which will contain the rooks. Since there must be a rook in

each column, there must be k− r rooks in the rectangular region above the lightly

shaded cells so we will also choose the k − r rows which will contain these rooks.

Then we place these k rooks in some order, contributing k!
(

k
r

)(
n−k
k−r

)
to Pn,k,0.

Now, if we think to completely remove each row and column that contains a

rook, each rook placed in a lightly shaded cell will reduce to a placement with the

value of k reduced by one. Also, each rook placed will reduce to a placement with

the value of n reduced by one. Thus, to complete the placement, we are left with

placing n − k non-attacking rooks on the (n − k) × (n − k) grid that never hit

B(Pn−k,k−r,0). Thus the total number of placements having r rooks in the lightly

shaded cells is given by k!
(

k
r

)(
n−k
k−r

)
Pn−k,k−r,0. Summing over all possible values of

r yields the result.

Theorem 7.7 gives us the following interesting result.
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Theorem 7.10. For n ≥ 1 and 0 ≤ k < n,

Pn,k,0 =
k∑

r=0

(
k

r

)

Dn−k+r. (7.15)

Proof. We can prove this theorem using induction on k. When k = 0 and n ≥ 0, it

is clear that Pn,0,0 = Dn. Now assume that Pn,i,0 =
∑i

r=0

(
i
r

)
Dn−i+r, for all n ≥ 0

and all i < k. Our goal is now to show that Pn,k,0 =
∑k

r=0

(
k
r

)
Dn−k+r. Firstly,

using 7.7 we have that

Pn,k,0 = Pn,k−1,0 + Pn−1,k−1,0.

We then apply the induction hypothesis to the RHS of the above to get

k−1∑

r=0

(
k − 1

r

)

Dn−(k−1)+r +
k−1∑

r=0

(
k − 1

r

)

D(n−1)−(k−1)+r

=

k−1∑

r=0

(
k − 1

r

)

Dn+1−k+r +

k−1∑

r=0

(
k − 1

r

)

Dn−k+r.

Then, peeling off the k− 1 term of the first sum and the 0 term of the second sum

gives

(
k − 1

k − 1

)

Dn +

k−2∑

r=0

(
k − 1

r

)

Dn+1−k+r +

(
k − 1

0

)

Dn−k +

k−1∑

r=1

(
k − 1

r

)

Dn−k+r

=

(
k

k

)

Dn +
k−1∑

r=1

((
k − 1

r − 1

)

+

(
k − 1

r

))

Dn−k+r +

(
k

0

)

Dn−k

=

(
k

k

)

Dn +

k−1∑

r=1

(
k

r

)

Dn−k+r +

(
k

0

)

Dn−k

=

k∑

r=0

(
k

r

)

Dn−k+r,

which was to be shown.

The interesting thing to note here is that the task of computing an arbitrary

Pn,k,s, can be reduced to computing Pn−s,k,0 using Theorem 7.5. Then, the task of
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computing Pn−s,k,0 can be reduced to computing Dn−s−k+r for specific values of r

using Theorem 7.7. It is surprising to find that computing an arbitrary Pn,k,s can

be reduced to counting the number of derangements of n. In fact we can provide

the expression and it is the following direct corollary of the previous theorems.

Corollary 7.11. For n ≥ 1, 0 ≤ k < n and s ≥ 0,

Pn,k,s =

(
n− k

s

) k∑

r=0

(
k

r

)

Dn−s−k+r. (7.16)

7.4 Two q-Analogues of Pn,k,s

We will first begin with the definitions of two q-analogues of the formula given

in Theorem 7.1. For n ≥ 1, 0 ≤ k < n and s ≥ 0, they are

Pn,k,s(q) :=

n−k∑

t=s

(−1)t−sq(
s
2) [n− t]q!

[
t

s

]

q

[
n− k

t

]

q

and

P n,k,s(q) :=

n−k∑

t=s

(−1)t−sq(
s+1
2 )+(t

2)+t(k−s) [n− t]q!

[
t

s

]

q

[
n− k

t

]

q

.

If k ≥ n, then we simply define

Pn,k,s(q) = P n,k,s(q) :=







0, if s > 0

[n]q!, if s = 0
.

We will now go on to show that we can obtain very nice q-analogues of the recur-

sions and formulas obtained from the previous section. It is also simple to verify

that

Pn,k,s(q) = q(
n
2)P n,k,s(q

−1). (7.17)

This means that we can begin by proving formulas involving Pn,k,s(q) and can

use (7.17) to prove similar formulas involving P n,k,s(q). We employ this strategy

and will present the corresponding formulas for P n,k,s(q) in Table 7.2. We will

present the q-analogues in a different order than the previous section where q = 1.
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This is because the proofs in this section build on each other in a required order,

whereas in the previous section the order was more intuitive from a combinatorial

standpoint.

Theorem 7.12. For n ≥ 3 and 0 ≤ k < n,

Pn,k,0(q) = q [n− 1]q Pn−1,k,0(q) + [n− 1− k]q Pn−2,k,0(q). (7.18)

Proof. By definition of P , we have that the RHS of the theorem,

q [n− 1]q Pn−1,k,0(q) + [n− 1− k]q Pn−2,k,0(q), equals

q [n− 1]q

n−k−1∑

t=0

(−1)t [n− t− 1]q!

[
n− k − 1

t

]

q

+

[n− 1− k]q

n−k−2∑

t=0

(−1)t [n− t− 2]q!

[
n− k − 2

t

]

q

.

The 0 term and the 1 term from the first sum contribute

q [n− 1]q ([n− 1]q!)− q [n− 1]q [n− 2]q!

[
n− k − 1

1

]

q

= ([n]q − [1]q)([n− 1]q!)− q [n− 1]q [n− 2]q!

[
n− k − 1

1

]

q

= [n]q!− ([n− 1]q!)(1 + q

[
n− k − 1

1

]

q

)

= [n]q!− ([n− 1]q!)

[
n− k

1

]

q

.

The LHS of the theorem is Pn,k,0(q), which by definition is

n−k∑

t=0

(−1)t [n− t]q!

[
n− k

t

]

q

= [n]q!− ([n− 1]q!)

[
n− k

1

]

q

+

n−k∑

t=2

(−1)t [n− t]q!

[
n− k

t

]

q

= [n]q!− ([n− 1]q!)

[
n− k

1

]

q

+
n−k−2∑

t=0

(−1)t [n− 2− t]q!

[
n− k

t + 2

]

q

.
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Notice that the first two terms here match the contribution from the 0 term and

1 term from the sum mentioned above. Thus, to verify the theorem, it remains to

show that

q [n− 1]q

n−k−1∑

t=2

(−1)t [n− t− 1]q!

[
n− k − 1

t

]

q

+

[n− 1− k]q

n−k−2∑

t=0

(−1)t [n− t− 2]q!

[
n− k − 2

t

]

q

=

n−k−2∑

t=0

(−1)t [n− 2− t]q!

[
n− k

t + 2

]

q

.

The LHS of the above becomes

q [n− 1]q

n−k−3∑

t=0

(−1)t [n− t− 3]q!

[
n− k − 1

t + 2

]

q

+

n−k−2∑

t=0

(−1)t [n− t− 2]q!

[
n− k − 1

t + 1

]

q

[t + 1]q

=

n−k−3∑

t=0

(−1)t [n− t− 3]q!

[
n− k − 1

t + 2

]

q

(q [t + 1]q + qt+2 [n− 2− t]q) +

n−k−2∑

t=0

(−1)t [n− t− 2]q!

[
n− k − 1

t + 1

]

q

(1 + q [t]q).

Writing this as four separate sums gives

n−k−3∑

t=0

(−1)t [n− t− 3]q!

[
n− k − 1

t + 2

]

q

q [t + 1]q +

n−k−3∑

t=0

(−1)t [n− t− 2]q!

[
n− k − 1

t + 2

]

q

qt+2 +

n−k−2∑

t=0

(−1)t [n− t− 2]q!

[
n− k − 1

t + 1

]

q

+

n−k−2∑

t=1

(−1)t [n− t− 2]q!

[
n− k − 1

t + 1

]

q

q [t]q .



175

Notice that the first sum and the fourth sum are off by a factor of −1 and thus

they cancel. Combining the remaining two sums gives

n−k−3∑

t=0

(−1)t [n− t− 2]q!q
t+2

[
n− k − 1

t + 2

]

q

+

(−1)n−2−k [k]q! +

n−k−3∑

t=0

(−1)t [n− t− 2]q!

[
n− k − 1

t + 1

]

q

= (−1)n−k [k]q! +

n−k−3∑

t=0

(−1)t [n− t− 2]q!

(

qt+2

[
n− k − 1

t + 2

]

q

+

[
n− k − 1

t + 1

]

q

)

= (−1)n−k [k]q! +
n−k−3∑

t=0

(−1)t [n− t− 2]q!

[
n− k

t + 2

]

q

=

n−k−2∑

t=0

(−1)t [n− t− 2]q!

[
n− k

t + 2

]

q

.

This is what needed to be shown.

Theorem 7.13. For n ≥ 1, 0 ≤ k < n and s ≥ 0,

Pn,k,s(q) = q(
s
2)
[
n− k

s

]

q

Pn−s,k,0(q). (7.19)

Proof. By definition, Pn,k,s(q) equals

n−k∑

t=s

(−1)t−sq(
s
2) [n− t]q!

[
t

s

]

q

[
n− k

t

]

q

= q(
s
2)

n−k∑

t=s

(−1)t−s [n− t]q!
[t]q!

[s]q! [t− s]q!

[n− k]q!

[t]q! [n− k − t]q!

= q(
s
2)
[
n− k

s

]

q

n−k∑

t=s

(−1)t−s [n− t]q!

[
n− k − s

t− s

]

q

= q(
s
2)
[
n− k

s

]

q

n−s−k∑

t=0

(−1)t [n− s− t]q!

[
n− k − s

t

]

q

= q(
s
2)
[
n− k

s

]

q

Pn−s,k,0(q).
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Theorem 7.14. For n ≥ 2, 0 ≤ k < n, and s ≥ 1,

Pn,k,s(q) = qs+1 [n− s− 1]q Pn−1,k,s(q) + [s + 1]q Pn−1,k,s+1(q) + qs−1Pn−1,k,s−1(q).

(7.20)

Proof. We can use Theorem 7.13 to show that the LHS of the theorem is

q(
s
2)
[
n− k

s

]

q

Pn−s,k,0(q).

To prove the theorem, we will now show that the RHS of the theorem divided by

q(
s
2) is equal to

[
n−k

s

]

q
Pn−s,k,0(q) Applying Theorem 7.13 to the RHS of the theorem

and dividing by q(
s
2) yields

qs+1 [n− s− 1]q

[
n− 1− k

s

]

q

Pn−1−s,k,0(q) +

qs+1 [s + 1]q

[
n− 1− k

s + 1

]

q

Pn−s−2,k,0(q) +

[
n− 1− k

s− 1

]

q

Pn−s,k,0(q)

= qs

[
n− 1− k

s

]

q

(

q [n− s− 1]q Pn−1−s,k,0(q) + [n− s− 1− k]q Pn−s−2,k,0(q)
)

+

[
n− 1− k

s− 1

]

q

Pn−s,k,0(q).

We can now apply Theorem 7.12 to the expression in parenthesis to obtain

qs

[
n− 1− k

s

]

q

Pn−s,k,0(q) +

[
n− 1− k

s− 1

]

q

Pn−s,k,0(q)

=

(

qs

[
n− 1− k

s

]

q

+

[
n− 1− k

s− 1

]

q

)

Pn−s,k,0

=

[
n− k

s

]

q

Pn−s,k,0,

which verifies the theorem.

Theorem 7.15. For n ≥ 2 and 0 < k < n,

Pn,k,0(q) = [k]q Pn−1,k−1,0(q) + qk [n− k]q Pn−1,k,0(q). (7.21)
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Proof. It is easy to verify that
[k]q+qk[n−k+t]q

[n−t]q
= 1. We will use this fact in the

second step of the proof. First we have that Pn,k,0(q) equals

n−k∑

t=0

(−1)t [n− t]q!

[
n− k

t

]

q

=
n−k∑

t=0

(−1)t [n− t]q!

[
n− k

t

]

q

(

[k]q
[n− t]q

+
qk [n− k + t]q

[n− t]q

)

= [k]q

n−k∑

t=0

(−1)t [n− t− 1]q!

[
n− k

t

]

q

+qk [n− k]q

n−k−1∑

t=0

(−1)t [n− t− 1]q!

[
n− k − 1

t

]

q

= [k]q Pn−1,k−1,0(q) + qk [n− k]q Pn−1,k,0(q)

Theorem 7.15 gives us the following interesting result.

Theorem 7.16. For n ≥ 1 and 0 < k < n,

Pn,k,0(q) = [k]q!

k∑

r=0

q(k−r)2
[
k

r

]

q

[
n− k

k − r

]

q

Pn−k,k−r,0(q). (7.22)

Proof. To prove this fact, we just need to apply the recursion from Theorem 7.15

to Pn,k,0(q) a total of k times. Consider how we would get a term of the form

Pn−k,k−r,0(q) for some r satisfying 0 ≤ r ≤ k. We can track terms that come

out of the recursion by whether it came out of the first term of the recursion or

the second. In this situation, we needed to use the first term of the recursion a

total of r times second term of the recursion a total of k − r times. Thus, we will

obtain a factor of [k]q · [k − 1]q . . . [k − r + 1]q from the first terms and a factor

of [n− k]q · [n− k − 1]q . . . [n− 2k − r + 1]q from the second. Multiplying these

together gives a factor of

[k]q!

[
n− k

k − r

]

q

.
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We interpret the
[
k
r

]

q
as choosing the r times we use the first term of the recursion

from the total of k steps and record this as a rearrangement of r 1’s and k−r 0’s and

we count q raised to the power of the number of coinversions in the rearrangement.

Notice that each coinversion means that we used the second term of the recursion

before the first at some other step. Thus, the factor of q that comes along when

using the second term will be one higher. The smallest possible factor of q that you

could obtain would be by using the first term in the recursion r times consecutively

and then using the second term in the recursion k− r times consecutively and this

would yield q(k−r)2 . Thus, we have accounted for every term in the formula.

Theorem 7.17. For n ≥ 2,

Pn,0,0(q) = [n]q Pn−1,0,0(q) + (−1)n. (7.23)

Proof.

Pn,0,0(q) =

n∑

t=0

(−1)t [n− t]q!

[
n

t

]

q

= [n]q!
n∑

t=0

(−1)t

[t]q!

= [n]q

(

[n− 1]q!
n−1∑

t=0

(−1)t

[t]q!
+ [n− 1]q!

(−1)n

[n]q!

)

= [n]q Pn−1,0,0(q) + (−1)n

Notice that Theorem 7.17 shows that Pn,0,0(q) satisfies a known recursion for

a q-analogue of derangements. Using (7.17), we can get q-analogues of P n,k,s(q)

which are presented in Table 7.2.

Notice that corresponding q-analogue to equation (7.23) shows that P n,0,0(q)

satisfies a known recursion for a different q-analogue of derangements. Also notice

that with Pn,k,s(q) and P n,k,s(q), we were able to find q-analogues of the recursions
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Table 7.2: Corresponding q-analogues for P n,k,s(q)

Equation Corresponding q-analogue for P

(7.18) P n,k,0(q) = [n− 1]q P n−1,k,0(q) + qn+k−1 [n− 1− k]q P n−2,k,0(q)

(7.19) P n,k,s(q) = qks
[
n−k

s

]

q
P n−s,k,0(q)

(7.20) P n,k,s(q) = [n− s− 1]q Pn−1,k,s(q) + qn−s−1 [s + 1]q P n−1,k,s+1(q) + qn−sP n−1,k,s−1(q)

(7.21) P n,k,0(q) = qn−k [k]q P n−1,k−1,0(q) + [n− k]q P n−1,k,0(q)

(7.22) P n,k,0(q) = [k]q!
∑k

r=0 qr(n+r−2k)
[
k
r

]

q

[
n−k
k−r

]

q
P n−k,k−r,0(q)

(7.23) P n,0,0(q) = [n]q P n−1,0,0(q) + (−1)nq(
n
2)

found in Theorem 7.5 and Theorem 7.8, but not in Theorem 7.7. Strangely, if we

introduce a new q-analogue, P̂n,k,s(q), we find just the opposite.

7.5 A third q-Analogue of Pn,k,s

For n ≥ 1, 0 ≤ k < n and s ≥ 0, we define

P̂n,k,s(q) :=
n−k∑

t=s

(−1)t−sq(
t
2) [n− t]q!

[
t

s

]

q

[
n− k

t

]

q

.

Again, if n ≥ k we define

P̂n,k,s(q) :=







0, if s > 0

[n]q!, if s = 0.

Here are some recursions satisfied by P̂n,k,s(q).
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Theorem 7.18. For n ≥ 2 and 0 < k < n,

P̂n,k,0(q) = P̂n,k−1,0(q) + qn−kP̂n−1,k−1,0(q). (7.24)

Proof. By the definition of P̂n,k,s(q), P̂n,k−1,0(q) is

n+1−k∑

t=0

(−1)tq(
t
2) [n− t]q!

[
n + 1− k

t

]

q

.

Now, using the fact that
[
n+1−k

t

]

q
=
[
n−k

t

]

q
+ qn+1−k−t

[
n−k
t−1

]

q
, the above becomes

n+1−k∑

t=0

(−1)tq(
t
2) [n− t]q!

([
n− k

t

]

q

+ qn+1−k−t

[
n− k

t− 1

]

q

)

=
n−k∑

t=0

(−1)tq(
t
2) [n− t]q!

[
n− k

t

]

q

+
n+1−k∑

t=1

(−1)tq(
t
2) [n− t]q!q

n+1−k−t

[
n− k

t− 1

]

q

=

n−k∑

t=0

(−1)tq(
t
2) [n− t]q!

[
n− k

t

]

q

+

n+1−k∑

t=1

(−1)tq(
t−1
2 )qn−k [n− t]q!

[
n− k

t− 1

]

q

=

n−k∑

t=0

(−1)tq(
t
2) [n− t]q!

[
n− k

t

]

q

+

n−k∑

t=0

(−1)(t+1)q(
t
2)qn−k [n− t− 1]q!

[
n− k

t

]

q

.

Notice now though, that the first term is the definition of P̂n,k,0(q), so it remains

to show that

n−k∑

t=0

(−1)(t+1)q(
t
2)qn−k [n− t− 1]q!

[
n− k

t

]

q

+ qn−kP̂n−1,k−1,0(q) = 0.

Which is certainly true, as qn−kP̂n−1,k−1,0(q) is

n−k∑

t=0

(−1)tq(
t
2)qn−k [n− t− 1]q!

[
n− k

t

]

q

.

The i-th summand in each of the sums is equal up to a minus sign and so they

cancel off in pairs, which was to be shown.

Theorem 7.19. For n ≥ 1 and 0 ≤ k < n,

P̂n,k,0(q) =
k∑

r=0

qr(n−k)

[
k

r

]

q

P̂n−r,0,0(q). (7.25)
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Proof. We can prove this theorem using induction on k. When k = 0 and n ≥ 0, it

is clearly true. Now assume that P̂n,i,0(q) =
∑i

r=0 qr(n−i)
[

i
r

]

q
P̂n−r,0,0(q), for all n ≥ 0

and all i < k. Our goal is now to show that P̂n,k,0(q) =
∑k

r=0 qr(n−k)
[
k
r

]

q
P̂n−r,0,0(q).

Firstly, using Theorem 7.18 we have that

P̂n,k,0(q) = P̂n,k−1,0(q) + qn−kP̂n−1,k−1,0(q).

We then apply the induction hypothesis to the RHS of the above to get

k−1∑

r=0

qr(n−k+1)

[
k − 1

r

]

q

P̂n−r,0,0(q) + qn−k
k−1∑

r=0

qr(n−k)

[
k − 1

r

]

q

P̂n−1−r,0,0(q)

=

k−1∑

r=0

qr(n−k+1)

[
k − 1

r

]

q

P̂n−r,0,0(q) +

k−1∑

r=0

q(r+1)(n−k)

[
k − 1

r

]

q

P̂n−1−r,0,0(q).

Then, peeling off the 0 term of the first sum and the k− 1 term of the second sum

gives

[
k − 1

0

]

q

P̂n,0,0(q) +

k−1∑

r=1

qr(n−k+1)

[
k − 1

r

]

q

P̂n−r,0,0(q)

+qk(n−k)

[
k − 1

k − 1

]

q

P̂n−k,0,0(q) +
k−2∑

r=0

q(r+1)(n−k)

[
k − 1

r

]

q

P̂n−1−r,0,0(q)

= qk(n−k)

[
k − 1

k − 1

]

q

P̂n−k,0,0(q) +

[
k − 1

0

]

q

P̂n,0,0(q)

+

k−1∑

r=1

qr(n−k)

(

qr

[
k − 1

r

]

q

+

[
k − 1

r − 1

]

q

)

P̂n−r,0,0(q)

= qk(n−k)

[
k − 1

k − 1

]

q

P̂n−k,0,0(q) +
k−1∑

r=1

qr(n−k)

[
k

r

]

q

P̂n−r,0,0(q) +

[
k − 1

0

]

q

P̂n,0,0(q)

=

k∑

r=0

qr(n−k)

[
k

r

]

q

P̂n−r,0,0(q),

which was to be shown. Note, that when going from the second line to the third,

we used the fact that qr
[
k−1

r

]

q
+
[
k−1
r−1

]

q
=
[
k
r

]

q
, which is easy to verify.
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