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Perception is multimodal in that it results from the integration of sensory inputs 

simultaneously provided by natural stimuli in multiple modalities. Investigations on how 

the brain combines information from different senses are key to understanding the 

mechanism of perception. Multisensory illusions are an interesting aspect of integration 

of the senses, wherein the percept in one modality is altered by the co-presentation of 

stimuli in another modality. The neural bases of such illusions can provide fundamental 

insights into the implementation of sensory integration in the brain, yet have not been 

investigated in much detail. One such illusion is the sound-induced extra flash illusion 

wherein a flash presented in conjunction with two pulsed sounds generates the percept of 

two flashes, of which the second is illusory (Shams et al., 2000, 2002). A thorough 
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analysis of the cortical mechanisms that underlie this striking audio-visual illusion is the 

focus of the present thesis.  

The neural correlates of the sound-induced illusory extra flash were investigated 

using event related potential (ERP) recordings that provide high temporal resolution, 

along with anatomical source localization techniques. The sensory properties of the 

illusory flash were further explored in a behavioral study. The key findings revealed that 

the illusion results from a rapid dynamic interplay between processing in auditory and 

visual cortical areas in conjunction with activity within polymodal superior temporal 

cortex. This activation sequence included the finding of a novel ERP component, the 

PD120, that was elicited rapidly within 30-60 ms of the second sound in the illusion 

inducing audio-visual configuration. The amplitude of the PD120 was found to be 

strongly correlated with the frequency of illusory percepts in individual subjects. Source 

localization analyses in two separate studies, and the absence of polarity inversion of the 

PD120 component as a function of stimulus field location, demonstrated that the 

principal generator of this component lies outside of striate cortex, in the ventral occipito-

temporal region of extrastriate visual cortex. It was also found that subjects who 

frequently perceived the illusion showed this early modulation (PD120) in response to 

other combinations of auditory and visual stimuli, thus pointing to consistent individual 

differences in the neural connectivity that underlies cross-modal integration. Attention 

was found to significantly enhance the cross-modal integration processes underlying the 

illusion and in particular was shown to be crucial to the generation of the PD120 

component. Finally, a behavioral study found that the extra flash illusion is a robust 
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phenomenon that can be generated for visual stimulus features such as color and basic 

shape.  

Overall the findings underscore the emerging view that multisensory integration 

involves a rapid dynamic interplay, rather than a serial progression, between unisensory 

cortices and the traditional cortical association areas such as the superior temporal region. 

These studies emphasize further that even though unisensory brain areas show 

preferential responsiveness to a specific modality, they are crucial to the process of 

multimodal perception. 

 

REFERENCES 
 
Shams L, Kamitani Y, Shimojo S (2000) Illusions. What you see is what you hear. 
Nature 408:788. 
 
Shams L, Kamitani Y, Shimojo S (2002) Visual illusion induced by sound. Brain Res 
Cogn Brain Res 14:147-152. 
 



1 

Chapter 1: Neural Processes underlying Multisensory Integration, and the 

generation of Cross-modal Illusions 

 

INTRODUCTION 

Humans possess multiple senses through which we perceive, experience and 

explore the natural environment. The external stimuli that impinge upon the senses most 

often have properties that provide information to more than one sensory modality. The 

study of multisensory integration provides insights into how information from the 

different senses is brought together in the brain to form unified and coherent percepts of 

the external world (Stein and Meredith, 1993, Calvert et al., 2004). This integration 

ability provides many behavioral advantages such as improved detection and 

discrimination capabilities as well as speeded reaction times in response to stimuli (Zahn 

et al., 1978, Stein et al., 1989, Perrott et al., 1990 Hughes et al., 1994, Frens et al., 1995, 

McDonald et al., 2000, Newell, 2004).  

The study of cross-modal integration was pioneered by Stein and colleagues using 

the subcortical region of the superior colliculus (SC) as a model system (Stein and 

Arigbede, 1972, Stein, 1978, Meredith and Stein, 1983, 1986). Multisensory neurons 

were characterized in the deep layers of the SC that had strong responses to co-

stimulation of two or more of the visual, auditory and somatosensory modalities. Fig. 1 

demonstrates the non-linear super-additive response properties of one such multisensory 

neuron that had overlapping visual and auditory receptive fields. The firing rates of such 

multisensory neurons to combined visual and auditory stimulation greatly exceeded the 

sum of  their firing rate responses to either stimulus presented alone.  
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In humans, multisensory associations have been studied using 

electrophysiological techniques such as event related potential (ERP) recordings and 

neuroimaging methods such as functional magnetic resonance imaging (fMRI) (Calvert, 

2001). In some cases, transcranial magnetic stimulation (TMS) has been applied to impart 

transient lesions to brain sites to investigate their role in cross-modal association (Ruff et 

al., 2006, Romei et al., 2007). Within the cortex, predominant heteromodal regions reside 

in the superior temporal sulcus (STS), intraparietal sulcus (IPS) and within the 

ventrolateral prefrontal cortex (Driver and Noesselt, 2008). More recently, sensory 

cortical regions traditionally considered to be unimodal such as occipital visual cortex 

and temporal auditory cortex have also been implicated as sites of crossmodal integration 

(Foxe and Schroeder, 2005, Ghazanfar and Schroder, 2006).  

Brain areas have been considered sites of cross-modal integration if they meet the 

nonlinear criterion that activation of these sites by bi- or tri-modal stimulation deviates 

from additive responses to the separate unimodal stimuli, similar to the response 

properties of SC neurons (Calvert and Thesen, 2004, Stein et al., 2004). The function of 

the different cross-modal regions depends on their recruitment within different cross-

modal tasks/ cross-sensory phenomena. These include:  

i) cross-modal matching, in which subjects compare and match features across the 

senses,  

ii) cross-modal identification, which includes linguistic studies such as synthesis of 

audio-visual speech, as well as non-linguistic cross-modal object recognition,  

iii) cross-modal localization, which is based on combining the spatial coordinates of 

information across the senses, 
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iv) cross-modal attention, which includes attention to multisensory stimuli, as well as 

studies of the spread of attention from the primary task modality to the secondary task 

modality, 

v) cross-modal learning based on assimilation of newly paired information across the 

senses, 

vi) cross-modal illusions, wherein the percept within one unisensory modality is 

significantly altered by coincident information from a different modality.  

The focus of the current thesis lies within the last category, specifically, how 

visual perception is altered by audition. The following sections provide an overview of 

the key findings with respect to the functioning of different multisensory cortical 

convergence regions in the context of the above categories. Emerging models of the 

current understanding of multisensory interactions in the brain are discussed. Following 

the general review of the field, a specific background to cross-modal illusions and the 

sound-induced extra flash illusion, which forms the focus of this thesis, is provided. 

 

Cross-modal information processing in different brain regions 

Cross-modal Matching 

Tasks wherein cross-modal matching is the primary goal have been 

predominantly explored in humans using functional neuroimaging such as PET (Positron 

Emission Tomography) and fMRI. In visuo-tactile matching studies, wherein subjects 

matched the shape of a tactile object to visual shapes on the screen, a network of 

multisensory brain areas was activated including the inferior parietal lobes, bilateral 

superior temporal sulcus (STS), the anterior cingulate and regions of prefrontal cortex, 
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along with robust activity within the insula-claustrum (Banati et al., 2000, Ettlinger and 

Wilson, 1990, Hadjikhani and Roland, 1998). Importantly, activity related to cross-modal 

matching was isolated as the residual activity after subtracting neural activity within 

control unisensory matching tasks. Paradigms that compared presentation of naturally 

congruous and incongruous audio-visual stimuli, but did not have matching as an explicit 

task demand, have also demonstrated activation within parts of the above network, such 

as the anterior cingulate (Laurienti et al., 2003) and the STS (Barraclough et al., 2005). 

 

Cross-modal Object Recognition 

In studies of cross-modal object recognition, the different senses provide 

complimentary information about the features of an object. It is being increasingly found 

that unimodal cortices interact in such tasks with or without information relay through 

typical multisensory sites (Amedi et al., 2005). For instance, in the case of audio-visual 

speech, super-additive effects were found in both auditory and visual cortices, apart from 

STS, when the speaker could be seen as well as heard (Calvert et al., 1999, 2000). More 

recently, fMRI of subjects watching simple lip reading (that is, visual speech alone) 

demonstrated above baseline auditory cortex activity in the Heschl’s gyrus (Pekkola et 

al., 2005).  

With respect to non-linguistic processing, an ERP study found that objects formed by 

arbitrary associations between auditory (tones) and visual (shape) features modulated 

both auditory and visual cortices along with heteromodal sites (Giard and Peronnet, 

1999). However, in this and some subsequent ERP studies with similar findings (Foxe et 

al., 2000, Molholm et al., 2002), cross-modal interactions within unisensory cortices were 
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suggested to occur at latencies of less than 100 ms post-stimulus onset. Teder-Salejarvi et 

al. (2002) showed that these very early cross-modal interactions were most probably an 

artifact of contamination of the early post-stimulus period by overlapping anticipatory 

pre-stimulus activity. Many multisensory studies in recent years have taken precaution 

against such errors by taking into account neuronal activity elicited by a blank stimulus or 

rest period in the calculation of cross-modal interactions (Calvert et al., 2001, Teder-

Salejarvi et al., 2002, Talsma and Woldorff, 2005, Gondan and Roder, 2006). Interaction 

effects occurring later than 100 ms after stimulus onset (in the range of the visual N1 

ERP component) that were related to processing of matching object pictures and sounds, 

were shown to localize to lateral occipital cortex (LOC) in the ventral visual stream 

(Molholm et al., 2004). Overall, the superior temporal sulcus and gyrus (STS/ STG) 

region has been consistently found to play a critical role in cross-modal object 

identification. Moreover, activity within this region is strongest when sensory 

information is degraded by noise (Callan et al., 2001, 2003, Sekiyama et al., 2003) in 

accordance with the principle of inverse effectiveness, which is commonly exhibited by 

superior collicular neurons (Stein and Meredith, 1993). This principle refers to the 

phenomenon that multisensory responses in SC neurons are largest when each unisensory 

input alone elicits a relatively weak response, as for less intense stimuli.  

 

Spatial Congruity in Cross-modal Processing 

One of the first imaging studies delineating cortical sites of cross-modal co-

localization was a visuo-tactile fMRI study (Macaluso et al., 2000). The most robust 

activation to spatial concordance across modalities was found in the inferior parietal lobe 
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(IPL), but modulations were also seen in the lingual gyrus of the visual cortex. Although 

fMRI cannot provide any temporal information, it was hypothesized that activity within 

occipital areas was a result of feedback from IPL, which is known to process visuo-

spatial information (Macaluso and Driver, 2001, Spence and Driver, 2004). An ERP 

study of audio-visual spatial congruity also found differential modulation within ventral 

occipital cortex to congruent vs. incongruent stimuli 100-400 ms post stimulus onset, 

along with an amplitude modulation within STS at around 250 ms (Teder-Salejarvi et al., 

2005). The involvement of different cross-modal regions, IPL vs. STS in visuo-tactile vs. 

audio-visual paradigms, respectively, may be in line with a recent proposal that cross-

modal integration occurs in multisensory zones at the borders between the involved 

unisensory regions (Wallace et al., 2004).  

 

Attention and Cross-modal Integration 

Cross-modal attention has been investigated in the context of space, attending to a 

cross-modal stimulus in one spatial location while ignoring stimuli at a different location, 

as well as with respect to modality, that is attending to information presented in one of 

two modalities while ignoring the other. Using ERPs, Hillyard and colleagues (Hillyard 

et al., 1984, Teder-Salejarvi et al. 1999), showed that processing of stimuli at attended 

locations in space is facilitated at an early, sensory level, for both the attended as well as 

the unattended modality. In these studies subjects attended to either auditory or visual 

stimuli in the left or right hemifield. When auditory stimuli were attended, the auditory 

N1 evoked to the auditory stimulus was enhanced within the attended hemifield relative 

to unattended trials when attention was directed in the opposite hemifield. A cross-modal 
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effect was also observed as the visual N1 evoked by unattended visual stimuli at the 

location of the attended auditory stimulus showed a location-specific attention effect. The 

complementary effect was demonstrated for unattended auditory stimuli when co-

localized visual stimuli were attended within a hemifield. Of note, in all cases the intra-

modal attention effects were larger than the cross-modal attention effects. These and 

other parallel studies (Spence and Driver, 1996, Eimer and Schroger, 1998, Eimer et al., 

2001, 2002, Talsma and Kok, 2002, Ciaramitaro et al., 2007) highlight the multi-modal 

organization of spatial attention, such that attention allocated to a given spatial location in 

a primary modality spreads across to other modalities in an attenuated manner (Driver 

and Spence, 1998).    

With respect to involuntary attention, McDonald et al. (2003) showed that spatial 

attention driven by sounds enhanced visual evoked potentials to flashes at the sound’s 

location. Neural activity was found to be modulated in the region of the STG at 120-140 

ms rapidly followed by a modulation within visual extrastriate fusiform gyrus. Owing to 

the high temporal resolution of ERPs, the effect in visual cortex was inferred to be a 

result of feedback from multisensory area STG. A corresponding effect on auditory 

neural responses was also found for attention to audition driven by visual cues 

(McDonald et al., 2001).  

Attention to bimodal audio-visual stimuli has been shown to significantly affect 

their neural processing at multiple stages. In an ERP study, all components evoked by 

multisensory stimuli from 100-500 ms were significantly enhanced by attention (Talsma 

and Woldorff, 2005). Talsma et al. (2007) also demonstrated very early attention affects, 

at 50 ms post-stimulus, when both visual and auditory senses were simultaneously 
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attended but not when attention was focused to just one of the two modalities. Studies of 

attention effects on bimodal stimulus processing, although few, seem to suggest that the 

early sensory gain control mechanism of attention that applies to unisensory processing 

(Hillyard et al., 1998) may also extend to multisensory inputs. 

 

Cross-modal Learning 

Perceptual learning in the visual modality has been shown to be improved when 

learning is induced through audio-visual training (Seitz et al., 2006, Kim et al., 2008). For 

example, such a facilitation in learning was shown for auditory voice recognition 

following paired voice-face associations (vonKriegstein and Giraud, 2006). In 

neuroimaging studies, it has been found that development of cross-modal associations by 

constantly pairing bimodal stimuli, recruits neural activity in unisensory cortices. 

Specifically, if one stimulus of the cross-modal pair is presented in isolation following 

the pairing, the cross-modal unisensory cortex is activated (McIntosh et al., 1998, 

Calvert, 2001, Baier et al., 2006). Similar effects have also been found for cross-modal 

associations learned via experience; for example, lip reading of visual speech was shown 

to activate auditory cortex (Pekkola et al., 2005). Also worth mentioning, Murray et al. 

(2004) showed in an ERP study that neural responses evoked by visual stimuli previously 

learned in association with sounds versus without sounds, generated a modulation of 

lateral occipital cortex as early as 60-140 ms. 
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Models of Cross-modal Integration 

The above studies clearly demonstrate that the brain areas involved in 

multisensory integration cannot be assigned exclusive roles but are recruited as part of a 

network in varying ways in order to extract useful stimulus information for successful 

task performance. A model demonstrating the interplay between brain areas, while 

suggesting broad roles for various participant regions is shown in Fig. 2 (adapted from 

Calvert, 2001). Again, to emphasize, even though the figure suggests functional 

specializations of different areas to aid understanding, such specializations are far from 

the rule. At the other extreme of this argument, it has been suggested that the entire neo-

cortex may be multisensory (Ghazanfar and Schroeder, 2006). The above studies, 

however, do not suggest complete non-differentiation, but emphasize varying degrees of 

involvement between the traditional multisensory and unisensory cortices in different 

cross-modal phenomena (Driver and Noesselt, 2008). 

 Another model supported by recent findings (Beauchamp et al., 2004, Wallace et 

al., 2004, Cappe and Barone, 2005) posits that multisensory convergence zones may 

extend into sensory-specific cortices further than classical evidence has suggested. For 

instance, in a detailed mapping study in rats (Wallace et al., 2004), multisensory neurons 

were consistently found near the borders of unisensory cortices. The response profiles of 

these neurons integrated inputs from the sensory modalities that lay on either side of the 

border. In macaques the belt region of auditory cortex that surrounds the unisensory core 

region has been shown to receive somatosensory input in feedforward layers (layer 4), 

while visual input projects to the same region within feedback layers 2 and 3 (Schroeder 

and Foxe, 2002, 2005, Kayser et al., 2005). In a recent study, sparse visual projections 
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into primary auditory cortex A1 were also found, but the majority of audio-visual 

convergence zones were traced to higher auditory areas (Bizley et al., 2007). In visual 

cortex, auditory input has been shown to project to areas as early as V1 and V2 using 

anatomical labeling (Falchier et al., 2002, Rockland and Ojima, 2003, Clavagnier et al., 

2004). These connections are sparse, however, and project predominantly to regions that 

encode peripheral rather than central visual field inputs.   

Contrasting with the above models, another view of cross-modal integration 

emphasizes feedback from polymodal areas to unisensory cortices as being critical to 

multisensory information processing (Driver and Noesselt, 2008). The results of some 

studies described in the above section, such as the visuo-tactile spatial co-localization 

study by Macaluso et al. (2000) and the sound induced cross-modal attention effects on 

visual processing described by McDonald et al. (2003), do fit this framework. An fMRI 

study investigating the correlates of temporal coincidence between audiovisual stimuli 

also inferred feedback from STS to primary areas A1 and V1 via a connectivity analysis 

(Noesselt et al., 2007). However, it is evident from the majority of the studies reviewed 

here that feedback is not a universal mechanism of cross-modal integration.      

  Overall, the above described models implicate a rich interplay between brain 

regions contrary to the traditionally proposed scheme wherein cross-modal interaction 

occurred exclusively in polymodal association cortex subsequent to processing of 

unimodal components of the input in unisensory cortices. This accords with an emerging 

view that sensory processing involves parallel and recursive processing loops (Kaas and 

Hackett, 2005, Scheich et al., 2007) rather than simple serial progression (Driver and 

Noesselt, 2008).    
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Cross-modal Illusions 

Multisensory illusions are an intriguing subset of cross-modal phenomena. 

Behaviorally, cross-modal integration has been demonstrated to enhance perception by 

improving detection and discrimination abilities and to speed reaction times. In the case 

of illusions, however, the percept in one sensory modality is altered by the co-occurrence 

of events in another modality. In some cases, in fact, the percept of the cross-modal 

stimulus maybe completely different from its unimodal parts. Popular examples of such 

phenomena are the ventriloquist illusion and the McGurk effect. The former is a 

ubiquitous phenomenon in everyday experience, wherein the spatial location of a sound 

source is illusively pulled to the location of the visual stimulus associated with the sound 

(Bertelson and Radeau, 1981, Bertelson, 1999). In the McGurk effect, when auditory and 

visual speech stimuli corresponding to different syllables are co-presented (e.g. audio /ga/ 

and visual /ba/), the audiovisual percept is of an altogether new speech sound (/da/) 

(McGurk and MacDonald, 1976). In a sense, such illusions are cases of mis-integration or 

conflict between the senses, but their existence suggests important principles that the 

brain may follow to generate optimal perception, which can be uncovered by studying 

such phenomena.    

The neurophysiological basis of some of these illusions is only beginning to be 

understood. Bonath et al. (2007) recently combined ERP recordings and fMRI to show 

that the illusory spatial displacement of sounds by visual stimuli in the ventriloquist 

effect is tracked on a trial-by trial basis by the relative modulation of left and right 

auditory cortices. On trials when tones presented from a central speaker were perceived 
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to be located in the left (or right) field where a flash occurred (about 33% of the trials on 

average), a precisely timed component in the multimodal interaction waveforms 

measured at 230-270 ms (N260) showed a voltage distribution that was shifted over to 

the hemisphere contralateral to the visual stimulus. (The multimodal interaction 

waveforms were calculated by subtracting the sum of ERPs on separate auditory and 

visual trials from the ERPs on audio-visual trials.) On non-illusory trials when subjects 

correctly perceived the location of the sound source as central, the scalp distribution of 

the N260 component was balanced between the hemispheres. Dipole source localization 

confirmed the N260 to arise from neural generators within auditory cortex. Converging 

results were obtained with fMRI, with auditory cortex activity on illusion trials being 

lateralized to the hemisphere contralateral to the ventriloquized location of the sound. 

Thus, although previous physiological studies have used audiovisual paradigms with 

spatially disparate auditory and visual stimuli that could induce ventriloquism (Busse et 

al., 2005, Gondan et al., 2005, Teder-Salejarvi et al., 2005, Bischoff et al., 2007), this was 

the first study to show that the neural correlate of ventriloquism was a lateralized neural 

interaction in auditory cortex. 

Mottonen et al. (2002) used magnetoencephalographic (MEG) recordings to study 

the neural basis of the McGurk effect using Finnish audiovisual speech stimuli. Auditory 

/ipi/ sounds were co-presented with congruent visual /ipi/ standards or incongruent 

deviant /iti/ articulations. Audio /ipi/ with visual /iti/ were together perceived as /iti/. 

Congruent /iti/ deviants (both audio and visual /iti/) were also presented on a small 

percentage of trials. Visual only trials with either /ipi/ standards or deviant /iti/ 

articulations were also presented for comparison to audiovisual trials. The authors found 
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that deviant visual speech stimuli in audiovisual presentations produced a bilateral 

modulation within auditory cortex as early as 100 ms. The deviant visual /iti/ stimuli in 

unimodal presentations also produced a modulation within auditory cortex, but at a 

longer latency than the same deviants within the audiovisual presentations. The authors 

suggested that the cross-modal integration underlying the McGurk effect occurred at an 

early stage in auditory cortex, well before the initiation of phonetic classification.  

 

Cross-modal Influences on Vision 

 For both of the common cross-modal illusions described above, vision  

predominates over audition. Although vision is largely considered the dominant modality 

in humans, even visual perception can be altered by other senses such as audition. Most 

such perceptual changes have been reported with respect to temporal processing 

(Gebhard and Mowbray, 1959, Shipley, 1964, Fendrich and Corballis, 2001, 

Aschersleben and Bertelson, 2003, Berger et al., 2003, Morein-Zamir et al., 2003, 

Recanzone, 2003, Vroomen and deGelder, 2004). In fact, the term ‘temporal 

ventriloquism’ has been coined for such phenomena as when the perceived rate of a 

flickering visual stimulus is strongly influenced by a concurrent repetitive auditory 

stimulus presented at a very different temporal rate. Temporal ventriloquism has even 

been shown to share similarities with conventional ventriloquism in that they both leave 

aftereffects on the influenced modality. Thus, in ventriloquism the spatial location of the 

auditory stimulus remains shifted in the direction of a visual stimulus for a while even 

after the visual stimulus has been removed (Lewald, 2002), and in temporal 

ventriloquism the flicker rate of a repetitive visual stimulus remains altered for a brief 
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period after removal of the temporally disparate auditory stimulus (Recanzone et al., 

2003).  

Audition can shift the temporal order judgment (TOJ) of co-occurring visual 

stimuli. When visual stimuli (light flashes) are co-presented at two different locations 

following a sound at one of the two locations, the flash coincident with the location of the 

sound is perceived to occur significantly earlier than the flash at the different location. 

McDonald et al (2005) showed that the temporal lead of the flash influenced by the prior 

sound at the same location can be as large as 70 ms. An intriguing question was whether 

the physiological processing time of the earlier visual stimulus would also be hastened 

akin to the behavioral effect. Using ERPs McDonald et al. (2005) showed that the 

auditory cueing did not affect the latency of the contralateral cortical response to the first 

perceived flash relative to the second flash. The cueing, rather, enhanced the amplitude of 

neural activity in visual cortex to the first flash relative to the second. The enhanced 

signal was observed in the ventral processing stream of extrastriate visual cortex 

onsetting at 80 ms and overlapping the principal visual evoked P1, N1 and P2 

components. This finding demonstrated that cross-modally induced shifts in visual time-

order perception can arise from modulations of signal strength rather than processing 

speed in the early visual cortical pathways. These results also underscore the importance 

of investigating the neural bases of such phenomena, as the neural mechanisms can turn 

out to be different from those intuitively suggested by the behavior. 
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Hypothesis of ‘Modality Appropriateness’ 

Overall, the above phenomena suggest the dominance of vision in the spatial 

domain and that of audition in the temporal domain. The ‘modality appropriateness 

hypothesis’ is a theoretical proposal that attempts to explain these observations by 

postulating that the modality which provides the more precise and less variable 

information about the task at hand dominates perception (Welch et al., 1986). Cross-

modal influences are thus suggested to be a result of optimal integration between sensory 

inputs that takes into account the variability of the incoming information (Witten and 

Knudsen, 2005). Bayesian models have been successfully employed to demonstrate how 

such integration is statistically feasible. The cross-modal output in these models is 

generated as a weighted sum of the inputs from the involved modalities, where the weight 

for each modality is inversely proportional to the variance (or directly proportional to the 

reliability) of that input (Ernst and Banks, 2002, Kording et al., 2007). How the brain 

actually implements such a theoretical principle can be elucidated by studying the neural 

correlates of cross-modal illusions. 

The focus of the present thesis is a qualitative change in visual perception induced 

by audition. A couple of examples of such phenomena have been described in the 

literature. Stein et al. (1996) showed that the perceived intensity of a flash at fixation is 

enhanced by the concurrent presence of a sound. Sekuler et al. (1997) showed that two 

visual object moving towards each other in a collision path normally appear to pass each 

other and continue motion in their original paths, but in the presence of a sound 

coinciding with the visual stimuli, the perception of the interaction between the two 

visual objects dramatically changed to a collision and rebounding of the objects.  
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The Sound-Induced Extra Flash Illusion 

A striking change in visual perception induced by audition was recently described 

by Shams et al. (2000, 2002) and termed “the sound induced illusory flash” phenomenon. 

In this phenomenon, presentation of a single brief flash interposed between two pulsed 

sounds separated by 60-100 ms typically results in the perception of two distinct flashes, 

of which the second is illusory. 

The neural basis of this illusory extra flash percept was initially investigated 

through ERP recordings. Shams et al. (2001) isolated neural activity corresponding to the 

perceived second flash by calculating an ERP difference wave in which ERPs to the 

constituent unimodal auditory and visual stimuli were subtracted from the ERP to the 

illusion-inducing auditory-visual-auditory ensemble.  A positive deflection in this 

difference ERP over the occipital scalp peaking at around 200 ms was taken as evidence 

for visual cortex involvement in perceiving the illusory flash. Arden et al. (2003) made a 

similar analysis but found a much earlier negative deflection (at 100-125 ms after the first 

sound) in the occipital difference ERP, interpreted as a rapid modulation of visual cortex 

by the second sound. Since ERPs were recorded from only a few electrodes in these 

studies, however, it was not possible to verify the neural origins of these difference wave 

components. In a subsequent study using magnetoencephalography (MEG), Shams et al. 

(2005a) reported an even earlier difference wave modulation (latency 35-65 ms) at right 

occipital sensors, which began even prior to presentation of the second sound. Given 

these inconsistencies in the ERP/MEG results to date, it is not clear which neural events 

may be critical for producing this sound-induced illusory percept.  



 17

In a recent fMRI investigation of the phenomenon, Watkins et al. (2006) reported 

selective enhancement of cortical activity in primary visual cortex (area V1) and in 

certain polysensory areas on trials on which the illusion was perceived. Given the low 

temporal resolution of fMRI, however, the timing of these effects with respect to the 

auditory-visual stimulation could not be determined.  It was also unclear whether the 

cortical activation pattern associated with the illusory flash percept was comparable to 

that associated with perception of an actual flash. 

 

EXPERIMENTAL AIMS 

The present thesis aims to characterize the cortical dynamics that underlie the  

illusory flash phenomenon and to gain insight into the neural mechanisms that govern 

this altered perceptual experience. The neural basis of the cross-modal illusion was 

investigated using 64-channel ERP recordings in conjunction with anatomical source 

localization. The specific studies carried out are outlined below: 

i) Using high temporal resolution ERP recordings the spatio-temporal neural activity 

pattern specifically associated with perception of the illusory second flash was 

detailed in Chapter 2. This activity profile was also compared with the activity 

elicited by a real second flash. 

ii) Complementary to the two-sound-one-flash stimulus that results in the visual 

perception of two flashes, it has been observed that one sound in conjunction with 

two flashes generates the percept of a single flash (Andersen et al., 2004, Shams et 

al., 2005b). Using ERPs along with source localization analyses, the neural basis of 

this flash fusion phenomenon was investigated in Chapter 3. 
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iii) The focus of Chapter 4 was to explore the role of selective attention in generation of 

the extra flash illusion. Audiovisual stimuli were presented in both the upper and 

lower visual fields in random order. Subjects selectively attended to one of the two 

stimulus locations and reported visual percepts at that location, while ignoring the 

other location. The influence of attention on the cross-modal ERPs underlying the 

illusory flash percept was studied.   

iv) In Chapter 5 the sensory properties of the sound-induced illusory extra flash percept 

was investigated in a behavioral study. It was explored whether the illusion can affect 

visual stimuli with specific features such as color and shape. It was also studied how 

the illusory flash interacts with a sequence of two real flashes and whether it can 

affect the temporal association between these real flashes. 
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Figure 1.1 Response properties of a multisensory neuron in deep superior colliculus. The 
neuron has overlapping visual and auditory spatial receptive fields (RF). The bottom row 
illustrates that the neuron’s firing response to audio-visual (AV) stimuli is super-additive 
to the sum of its responses to each modality alone (adapted from Driver and Noesselt, 
2008). 
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Figure 1.2 Cross-modal integration results from an interplay between different brain 
regions. The illustration is in context to audiovisual integration. STS, IPS, SC and FC 
refer to the Superior Temporal Sulcus, Inferior Parietal Sulcus, Superior Colliculus and 
Frontal Cortex, respectively (adapted from Calvert, 2001).  
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Chapter 2: Early Cross-modal Interactions in Auditory and Visual Cortex   

Underlie a Sound-Induced Visual Illusion 

 

ABSTRACT 

When a single flash of light is presented interposed between two brief auditory 

stimuli separated by 60-100 ms, subjects typically report perceiving two flashes (Shams 

et al., 2000, 2002). We investigated the timing and localization of the cortical processes 

that underlie this illusory flash effect in 34 subjects by means of 64 channel recordings of 

event-related potentials (ERPs). A difference ERP calculated to isolate neural activity 

associated with the illusory second flash revealed an early modulation of visual cortex 

activity at 30-60 ms after the second sound, which was larger in amplitude in subjects 

who saw the illusory flash more frequently. These subjects also showed this early 

modulation in response to other combinations of auditory and visual stimuli, thus 

pointing to consistent individual differences in the neural connectivity that underlies 

cross-modal integration. The overall pattern of cortical activity associated with the cross-

modally induced illusory flash, however, differed markedly from that evoked by a real 

second flash. A trial-by-trial analysis showed that short-latency ERP activity localized to 

auditory cortex and polymodal cortex of the temporal lobe, concurrent with gamma 

bursts in visual cortex, were associated with perception of the double flash illusion. These 

results provide evidence that perception of the illusory second flash is based on a very 

rapid dynamic interplay between auditory and visual cortical areas that is triggered by the 

second sound.  
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INTRODUCTION 

Our sensory systems are interconnected so as to integrate stimuli in different 

modalities and thereby achieve unified and coherent percepts of environmental events. 

Recent investigations of multisensory integration suggest cross-modal interactions occur 

not only in polysensory brain regions but in unisensory cortical areas as well (Schroeder 

and Foxe, 2005; Ghazanfar and Schroeder, 2006; Macaluso, 2006; Martuzzi et al., 2006). 

Human event related potential (ERP) recordings have demonstrated that unisensory areas 

can be engaged in cross-modal processing both at very early as well as late time periods 

after stimulus onset (Giard and Peronnet, 1999; Molholm et al., 2002; Talsma et al., 

2007, Murray et al., 2005; Meylan and Murray, 2007). Furthermore, the cross-modal 

interactions in these brain regions can be modulated by various factors such as temporal 

and spatial congruence of stimuli, extent of content association and attention (Calvert and 

Thesen, 2004; Busse et al, 2005; Teder-Sälejärvi et al., 2005; Baier et al., 2006; Johnson 

and Zatorre, 2006). Thus the emerging brain model of multisensory integration is of a 

dynamic and highly interactive network of brain regions.   

For some types of cross-modal integration, the perception of a stimulus in one 

modality is altered by the occurrence of a stimulus in another modality. Numerous studies 

have shown, for example, that perception of a visual event can be modified by the 

presence of a concurrent sound (Stein et al., 1996; Sekuler et al., 1997; McDonald et al., 

2003, 2005; Vroomen and Gelder, 2004; Fendrich and Corballis, 2001; Recanzone, 

2003). A particularly striking perceptual alteration was recently described by Shams and 

colleagues (2000, 2002), who found that presenting a single brief flash interposed 

between two pulsed sounds separated by 60-100 ms typically results in the perception of 
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two distinct flashes. Investigating the neural basis of this double-flash illusion provides a 

powerful approach for revealing how information from different modalities is integrated 

in the brain. Moreover, since the illusion consists of a discrete visual perceptual event 

that varies on a trial-by-trial basis, it offers the possibility of isolating the critical 

sequence of neural events by which an auditory input induces a visual percept.  

Prior ERP/MEG (Shams et al., 2001, 2005a; Arden et al., 2003) and fMRI 

investigations (Watkins et al., 2006) of the neural basis of the double-flash illusion have 

suggested that visual cortex activation underlies the perception of the illusory second 

flash. However, the exact timing of this visual cortex activity and the participation of 

other brain regions in engendering the illusion still remain unclear. The present study 

investigated the neural basis of the cross-modal double-flash illusion using 64-channel 

ERP recordings in conjunction with anatomical source localization. The aim was to 

define the sequence of dynamic cross-modal interactions underlying the sound-induced 

illusory percept, and thus reveal the interplay between different cortical areas that leads to 

the altered perceptual experience. The spatio-temporal activity pattern associated with 

perception of the illusory second flash was also compared with activity elicited by a real 

second flash to evaluate whether these processes shared any similarities.  
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MATERIALS & METHODS  

Task and Stimuli 

Thirty-four right-handed healthy adults (18 females, mean age 23.9 yrs) 

participated in the study after giving written informed consent as approved by the 

University of California, San Diego Human Research Protections Program. Each 

participant had normal or corrected-to-normal vision and normal hearing. 

 The experiment was conducted in a sound-attenuated chamber having a 

background sound level of 32 dB and a background luminance of 2 cd/m2.   Subjects 

maintained fixation on a central cross positioned at a viewing distance of 120 cm. 

Auditory (A) and visual (V) stimuli were delivered from a speaker and red light emitting 

diode (LED), respectively, both positioned 20º of visual angle to the left of fixation (Fig. 

1A). The stimuli were presented laterally because the double flash illusion is reportedly 

accentuated in the visual periphery (Shams et al., 2002).  Each visual stimulus was a 5 ms 

75 cd/m2 flash and each auditory stimulus was a 10 ms 76 dB noise burst. Nine different 

stimulus combinations were presented in random order on each block of trials (Fig. 1B). 

These included unimodal auditory stimuli, occurring singly (A1) or in pairs (A1A2) and 

unimodal visual stimuli occurring singly (V1) or in pairs (V1V2). Bimodal stimulus 

combinations included A1V1, A1V1A2V2, A1V1A2, and A1A2V1. In this terminology, 

suffixes 1 or 2 denote the first or second occurrence of the auditory or visual component 

of each stimulus combination. These various bimodal and unimodal stimuli were 

included to ensure that subjects were responding veridically on the basis of the number of 

perceived flashes (one or two) and not on the basis of the number of sounds. Finally, 

blank or no-stimulus (no-stim) trials ERPs were recorded over the same epochs as for 
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actual stimuli but with no stimulus presented. The reason for including the blank trials is 

detailed in the ERP recordings section.   

The timing of the A and V components for each of the nine stimulus combinations 

is shown in Fig. 1B.  The SOA between the two stimuli in the A1A2 and V1V2 pairs was 

70 ms in every stimulus combination that included them.  The A1V1 SOA was 10 ms in 

all bimodal stimulus combinations except for A1A2V1, where V1 followed A1 by 200 ms. 

This A1A2V1 stimulus with the delayed flash did not produce an illusory second flash and 

thus served as a stimulus-matched behavioral control for the A1V1A2 test stimulus that 

did produce the illusion, thereby ensuring that reports of the visual illusion were not 

based on simply counting the number of sounds. 

Stimuli were presented in 16 blocks with 20 trials of each of the nine stimulus 

combinations occurring on each block in a randomized sequence. All stimuli occurred 

with equal probability and were presented at irregular intervals of 1200-1800 ms. 

Subjects were instructed to report the number of flashes perceived (one or two) after each 

stimulus combination that contained one or more flashes.  No responses were required to 

the unimodal auditory stimulation.  

 

Electrophysiological (ERP) Recordings 

The EEG was recorded from 62 electrode sites using a modified 10-10 system 

montage (Teder-Sälejärvi et al., 2005). Horizontal and vertical electro-oculograms 

(EOGs) were recorded by means of electrodes at the left and right external canthi and an 

electrode below the left eye, respectively. All electrodes were referenced to the right 

mastoid electrode. Electrode impedances were kept below 5 kΩ. 
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All signals were amplified with a gain of 10,000 and a bandpass of 0.1-80 Hz (-12 

dB/octave; 3dB attenuation) and were digitized at 250 Hz. Automated artifact rejection 

was performed prior to averaging to discard trials with eye movements, blinks or 

amplifier blocking. Signals were averaged in 500 ms epochs with a 100 ms pre-stimulus 

interval.  The averages were digitally low-pass filtered with a Gaussian finite impulse 

function (3 dB attenuation at 46 Hz) to remove high frequency noise produced by muscle 

movements and external electrical sources. The filtered averages were digitally re-

referenced to the average of the left and right mastoids.  

The three-dimensional coordinates of each electrode and of three fiducial 

landmarks (the left and right pre-auricular points and the nasion) were determined by 

means of a Polhemus spatial digitizer  (Polhemus Corp., Colchester, VT). The mean 

cartesian coordinates for each site were averaged across all subjects and used for 

topographic mapping and source localization procedures. 

Neural activity associated with perception of the illusory or real second flash was 

isolated by subtracting the ERPs elicited by the individual unimodal components of each 

configuration from the ERP elicited by the total configuration, as follows: 

  

            1) Neural activity to illusory second flash:  Ill_Diff = [(A1V1A2) + no-stim] – 

[A1A2 +V1] 

            2) Neural activity to real second flash:  Vis_Diff = [V1V2] – V1   

 

Cross-modal interactions were also calculated for the A1V1 and A1V1A2V2 

configurations, as follows: 



 36

 

1) A1V1_Diff = [(A1V1 + no-stim)] - [A1 +V1]  

2) A1V1A2V2_Diff = [(A1V1A2V2 + no-stim)] - [A1A2 +V1V2]  

 

 The blank or no-stimulus ERP (no-stim) was included in the calculation of these 

cross-modal difference waves to balance any prestimulus activity (such as a negative 

going anticipatory CNV that may extend into the post-stimulus period) that was present 

on all trials. If the no-stim trials were not included such activity would be added once but 

subtracted twice in the difference wave, possibly introducing an early deflection that 

could be mistaken for a true cross-modal interaction (Teder-Sälejärvi et al., 2002; Talsma 

& Woldorff 2005; Gondan & Röder 2006). 

  

Data Analysis 

ERP components observed in the Ill_Diff and Vis_Diff difference waves were 

first tested for significance with respect to the prestimulus baseline and compared by t-

tests over all subjects (n=34). The scalp distributions and underlying neural generators of 

these components were then compared using methods described below. To characterize 

the neural correlates of perception of the cross-modal illusory flash, both between-subject 

and within-subject (trial-by-trial) analyses were undertaken. For the between-subject 

analysis, subjects were divided into two groups according to whether they reported seeing 

the illusion more frequently (the “SEE” group) or less frequently (the “NO-SEE” group). 

The groups (n=17 in each) were divided by a median split of the behavioral distribution 

of illusory reports (see Fig. 2). The SEE and NO-SEE groups were equivalent in age and 
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gender of subjects (SEE group: 8 males, 9 females, mean age 24 yrs; NO-SEE group: 8 

males, 9 females, mean age 23.8 yrs). The ERP components in the Ill_Diff difference 

wave for the SEE and NO-SEE groups were statistically compared with respect to 

amplitude and scalp distribution. For those ERP components for which significant 

between-group differences were found, the strengths of their intracranial sources were 

also subjected to statistical comparisons between the two groups (see Modeling of ERP 

Sources section). Finally, a trial-by-trial analysis was carried out in which ERPs and 

cortical oscillations were compared for trials on which the illusion was perceived (“SEE” 

trials) vs. not perceived (“NO-SEE” trials) (see Frequency domain Analysis section). 

For all analyses difference wave components were quantified as mean amplitudes 

within specific latency windows around the peak for each identified positive difference 

(PD) or negative difference (ND) component with respect to the mean voltage of a 100 

ms prestimulus baseline. Components in the Ill_Diff difference wave were measured at 

100-132 ms (PD120), 160-192 ms (PD180), and 252-284 ms (ND270) and in the 

Vis_Diff difference wave at 144-176 ms (ND160), 188-220 ms (PD200), and 260-292 ms 

(ND275). Each of these components was measured as the mean voltage over a specific 

cluster of electrodes where its amplitude was maximal. The PD120 and ND160 

components were averaged over 9 occipital electrode sites spanning the midline, PD180 

amplitude was measured over fronto-central electrode clusters (8 in each hemisphere and 

4 over midline), the ND270 and ND275 were measured over central electrode sites (8 in 

each hemisphere and 4 over midline), while the PD200 was averaged over 8 occipital 

electrode sites in the right hemisphere (contralateral to side of stimulation).   
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Scalp distributions of these ERP components in the Ill_Diff and Vis_Diff 

difference waves were compared after normalizing their amplitudes prior to ANOVA 

according to the method described by McCarthy and Wood (1985). For posteriorly 

distributed components (PD120 vs. ND160 and PD120 vs. PD200) comparisons were 

made over 18 occipital electrode sites (7 in each hemisphere and 4 over midline). For the 

other components (PD180 vs. PD200 and ND270 vs. ND275) comparisons were made 

over 38 electrodes spanning frontal, central, parietal and occipital sites (15 in each 

hemisphere and 8 over midline).  Differences in scalp distribution were reflected in 

significant stimulus condition (Ill_Diff vs. Vis_Diff) by electrode interactions. The scalp 

topographies of the PD120, PD180 and ND270 components were also compared between 

the SEE and NO-SEE groups using the same methods.  

 

Modeling of ERP Sources 

Source localization was carried out to estimate the intracranial generators of each 

ERP component in the grand-averaged difference waves within the same time intervals as 

those used for statistical testing. Source locations were estimated by distributed linear 

inverse solutions based on a Local Auto-Regressive Average (LAURA, Grave de Peralta 

et al., 2001). LAURA estimates 3D current density distributions using a realistic head 

model with a solution space of 4024 nodes equally distributed within the gray matter of 

the Montreal Neurological Institute's (MNI's) average template brain. It makes no a priori 

assumptions regarding the number of sources or their locations and can deal with 

multiple simultaneously active sources (Michel et al., 2001). LAURA analyses were 
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implemented using CARTOOL software by Denis Brunet 

(http://brainmapping.unige.ch/cartool.php). 

To visualize the anatomical brain regions giving rise to the different components 

the current source distributions estimated by LAURA were transformed into the 

standardized coordinate system of Talairach and Tournoux (1988) and projected onto a 

structural brain image supplied by MRIcro (Rorden and Brett, 2000) using AFNI 

(Analysis of Functional NeuroImaging: Cox, 1996) software.   

A statistical comparison of the LAURA source estimations between the SEE and 

NO-SEE subject groups was performed for those ERP components that were found to 

differ significantly between the groups. First, the LAURA inverse solutions for the 

relevant components were computed for each subject in the SEE and NO-SEE group. 

These source estimations were then exported to AFNI, and a region of interest (ROI) was 

defined for statistical analysis over voxels that encompassed the grand-average source 

solution in both cerebral hemispheres. The mean source current strength averaged 

throughout the ROI space was then compared between the two groups by ANOVA.   

 

Trial based Analysis 

A trial-by-trial analysis of the ERPs elicited in association with the illusory 

second flash (in the Ill_Diff waveform) was performed by separating the A1V1A2 trials on 

which subjects reported seeing two flashes (SEE trials) from trials on which only a single 

flash (NO-SEE trials) was seen. ERP difference waves were averaged separately for the 

SEE trials and NO-SEE trials and the SEE-minus-NO-SEE-trials double difference wave 

was generated for every subject. The main components in the SEE-minus-NO-SEE-trials 
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double difference wave were measured at 92-124 ms (ND110) and 124-156 ms (ND130). 

These components were quantified as the mean voltage over the same fronto-central 

electrode clusters as those used to measure PD180 in the Ill_Diff waveform (see Data 

Analysis section).  

 

Frequency domain Analysis 

To analyze oscillatory cortical activity on SEE and NO-SEE trials, the single trial 

EEG signal on each channel was convolved with Morlet wavelets in a 2 sec window 

centered at stimulus onset. Instantaneous power and phase were extracted at each time 

point over 91 frequency scales from 0.6 to 101 Hz incremented logarithmically (Lakatos 

et al., 2005). The square root of the power values were averaged over single trials to yield 

the total average spectral amplitude (in uV). The average spectral amplitude at each time 

point and frequency was baseline corrected by subtracting the average spectral amplitude 

in the -300 to -50 ms pre-stimulus interval (corrected separately for each frequency band) 

(Tallon-Baudry et al., 1998). The time frequency spectral amplitude map on NO-SEE 

trials was subtracted from the map for SEE trials to reveal differential activity between 

the two trial types. The phase locking index across trials was calculated by normalizing 

the complex wavelet decomposition on every trial by its absolute value, and averaging 

this quantity over all trials. This analysis was restricted to the SEE subject group due to 

paucity of SEE trials present in the NO-SEE group.  

To test the significance of differences in spectral amplitude (and phase-locking) 

between SEE and NO-SEE trials running paired t-tests (two-tailed) were performed 

initially at each electrode, time point and frequency scale. This analysis revealed 
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significant differences within the 20-50 Hz frequency range over the occipital scalp. 

Since multiple point-wise t-tests may not be statistically independent of each other, the 

specific differences were further analyzed using ANOVA (Kiebel et al., 2005) within 

intervals spanning the observed difference maxima (108-144 ms over a cluster of 12 

occipital electrode sites (6 in each hemisphere) in the 25-35 Hz frequency range and 204-

236 ms over 16 occipito-parietal sites (8 in each hemisphere) in the 32-40 Hz range).  

 

RESULTS 

Behavioral results 

Subjects indicated by pressing one of two buttons the number of flashes perceived 

(one or two) for each stimulus combination that contained one or more flashes. Mean 

percentages of correct responses and reaction times over all 34 subjects are given in 

Table 1. Subjects reported perceiving an illusory second flash on an average of 37% of 

the A1V1A2 trials, in agreement with the findings of Watkins et al. (2006). In contrast, the 

percentage of incorrect (two-flash) responses to the A1A2V1 control stimulus having the 

delayed flash was much lower (9%) (A1V1A2 vs. A1A2V1: F(1,33) = 52.98, p< 0.0001), 

even though this stimulus contained the same unimodal components as the A1V1A2 

stimulus. Similarly low error rates were observed in response to the A1V1 (9%) and 

A1V1A2V2 (13%) stimuli.  Interestingly, for the A1V1V2 stimulus there was also a 

tendency for subjects to erroneously report only seeing one flash (on 44% of the trials). 

This phenomenon has also been previously reported in behavioral studies (Andersen et 

al., 2004; Shams et al., 2005b). An analysis of the ERPs associated with this “suppressed 

flash” effect is beyond the scope of this paper and will be reported separately. 
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Subjects varied considerably in the percentage of A1V1A2 trials on which they 

reported seeing the illusory second flash, ranging from less than 10% to over 80% 

(Figure 2). In order to relate perception of the illusory flash to the various ERP measures 

(as described below), subjects were divided by median split into groups that reported 

seeing the illusion more frequently (the SEE group) and less frequently (the NO-SEE 

group). The SEE and NO-SEE groups naturally differed substantially in the percentage of 

A1V1A2 trials on which the illusory second flash was perceived (57% vs. 18%, t(32) = 

8.12, p< 0.0001), but these two groups did not differ significantly in percent correct 

performance for any of the other stimuli (see Table 1). Reaction times between the SEE 

and NO-SEE groups also did not differ for the A1V1A2 trials (t(32) = 1.18, p = n.s.) or for 

any of the other stimuli.  

 

ERP Results 

Fig. 3A shows the grand-averaged ERPs (over all 34 subjects) elicited by the 

illusion-inducing A1V1A2 stimulus and by its unimodal components, A1A2 and V1. The 

auditory ERP to A1A2 showed the typical pattern of P1 (60 ms), N1 (105 ms) and P2 (180 

ms) components at central electrode sites. The visual ERP to V1 also showed 

characteristic P1 (120 ms), N1 (180 ms) and P2 (200 ms) components, with maxima at 

occipital electrode sites. Both auditory and visual evoked components could be discerned 

in the ERP waveform elicited by the bimodal A1V1A2 stimulus. 

The Ill_Diff difference waves associated with perception of the illusory flash (see 

Methods) are also shown in Fig 3A for each electrode site. The earliest significant 

component in these difference waves was a positivity in the 100-132 ms time interval 
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peaking at 120 ms after the onset of A1.  This PD120 component had a bilateral 

distribution over the occipital scalp (Fig. 3B). The PD120 was followed by a larger 

positivity in the 160-192 ms time interval peaking at 180 ms (PD180), which had an 

amplitude maximum at fronto-central sites with a non-significant right hemispheric 

preponderance. The last component characterized within the first 300 ms of the Ill_Diff 

difference wave was a negativity within the 252-284 ms time interval peaking at 270 ms 

(ND270), which was largest over centro-parietal sites bilaterally. The mean amplitudes of 

these components relative to baseline are shown in Table 2.  Components occurring after 

300 ms were not analyzed because of the likelihood that activity related to decision 

making and response preparation would be confounded with activity related to cross-

modal interaction and perceptual processing.  

ERPs elicited by single (V1) and double-flash (V1V2) stimuli are shown in Fig. 4A 

for central and occipital electrode sites.  The Vis_Diff difference wave was calculated to 

reflect activity specifically elicited by the second flash as modified by the presence of the 

first flash (see Methods). The earliest significant component in the Vis_Diff wave was a 

negativity with a 144-176 ms latency peaking at 160 ms after time zero (defined as 10 ms 

before V1 onset), see Fig 1. This ND160 had a maximal amplitude centered at the 

occipital pole (Fig. 4B).  The ND160 was followed by a positivity in the 188-220 ms 

interval with a peak at 200 ms (PD200) that was significant only over right occipital 

channels, contralateral to stimulus presentation, and then by a negativity at 260-292 ms 

with a peak at 275 ms (ND275) that was distributed contralaterally over both occipital 

and central sites. These three components in the Vis_Diff difference wave appeared 80 

ms, 120 ms and 195 ms, respectively, after presentation of the second flash. This timing 
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suggests an equivalence with the well-known visual evoked components C1 (ND160), P1 

(PD200) and N1 (ND275), respectively. Mean amplitudes of the Vis_Diff components 

are given in Table 2.   

The scalp topographies of the components in the Ill_Diff and Vis_Diff waveforms 

were compared following normalization according to the method of McCarthy & Wood 

(1985). The topography of the PD120 component in the Ill_Diff waveform differed 

significantly from the topographies of both the ND160  (Condition x Electrode 

interaction: F(17,561) = 3.02, p< 0.0001) and the PD200 (Condition x Electrode 

interaction: F(17,561) = 3.74, p< 0.0001) in the Vis_Diff waveform. Similarly, the 

topography of the Ill_Diff PD180 component significantly differed from that of the 

Vis_Diff PD200 (Condition x Electrode interaction: F(37,1221) = 7.47, p< 0.0001). 

Lastly, the Ill_Diff ND270 topography was significantly different from that of the 

Vis_Diff ND275 (Condition x Electrode interaction: F(37,1221) = 1.92, p<0.0008). 

These comparisons show that the ERP configuration associated with the illusory second 

flash was very different from that elicited by a veridical second flash. 

 

Between Subject Analysis 

In order to identify ERP components specifically associated with perception of 

the illusory flash, the Ill_Diff difference waveforms calculated over all trials were 

compared between the SEE and NO-SEE groups of subjects (Fig. 5). The PD120 

component was found to be significantly larger in the SEE than the NO-SEE group (Fig. 

5B, Table 3), whereas no group differences were found for the PD180 and ND270 

component amplitudes.  
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A between-subjects correlation analysis was performed to further examine the 

relationship between the ERP components in the Ill_Diff waveform and the percentage of 

trials on which subjects reported the double-flash illusion.  A significant correlation was 

found for the PD120 component, with greater amplitudes associated with higher levels of 

reporting the illusory second flash (r = 0.48, p<0.005). No significant correlations were 

found between behavioral performance and the amplitudes of the PD180 (r = 0.03, p = 

n.s.) or ND270 (r = -0.17, p = n.s.) components. In an fMRI investigation of the illusory 

second flash, no correlation was found between a subject’s visual cortex activity and 

perception of the illusion (Watkins et al., 2006). This suggests that the neural activity 

giving rise to the PD120 may be too small and narrowly focused in time to give rise to a 

specific hemodynamic counterpart. 

To examine whether the PD120 component was associated with other patterns of 

cross-modal interaction in the SEE group, difference waves were also calculated for the 

A1V1A2V2 and A1V1 cross-modal stimuli, referred as A2V2_Diff and A1V1_Diff 

respectively (see Methods). A between group comparison of the Ill_Diff and A2V2_Diff 

waveforms over occipital site Oz is shown in Fig. 6.  For the SEE group PD120 

(measured over 100-132 ms) was significant with respect to baseline in both the Ill_Diff 

(t(16) = 4.18, p < .0008) and the A2V2_Diff (t(16) = 3.08, p < 0.008) difference waves 

and was marginally significant in the A1V1_Diff difference wave (t(16) = 1.81, p < 0.09).  

For the NO-SEE group the PD120 measure did not reach significance in any of these 

difference waves (Fig. 6B).  The scalp topographies of the PD120 in the SEE group 

showed similar occipital maxima in both the Ill_Diff and A2V2_Diff waveforms 

(Condition x Electrode interaction: F(17,272) = 0.72, p = n.s.) (Fig. 6C). Beyond 150 ms, 
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both the A2V2_Diff and A1V1_Diff cross-modal waveforms elicited the PD180 and 

ND270 components in common with the Ill_Diff waveform (Table 2), and these two 

components did not differ in amplitude between the SEE and NO-SEE groups.  

In sum, the PD120 component not only differentiated the SEE subject group from 

the NO-SEE group with respect to the illusion-producing A1V1A2 stimulus, but also for 

other cross-modal stimulus combinations (A1V1A2V2 and, marginally, A1V1). Such a 

physiological difference generalizing over different stimuli may reflect inherent 

differences between the two subject groups in cross-modal connectivity between auditory 

and visual cortices that gives rise to the sound-induced visual illusion.    

In contrast, there were no significant differences between the SEE and NO-SEE 

groups in any of the later difference wave components of the Ill_Diff waveform or in any 

component of the Vis_Diff waveform. Significant group differences were also not found 

in any of the components of the unisensory auditory (A1) and visual (V1V2, V1)  ERPs 

that were used to calculate the interaction difference waves.   

 

Source Analysis 

The neural generators of the identified components in the Ill_Diff and Vis_Diff  

difference waveforms were modeled using a distributed minimum-norm linear inverse 

solution approach (LAURA, Grave de Peralta et al., 2001). All components were 

modeled using the ERPs averaged over all subjects except for the PD120, which was 

modeled from the ERPs averaged over the SEE group alone, as it was not detectable in 

the NO-SEE group. The generator sites estimated by LAURA were transformed into the 

standardized coordinate system of Talairach and Tournoux (1988) and superimposed on 
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the rendered cortical surface of a single individual’s brain (Fig. 7). Talairach coordinates 

of the maxima of the current source distributions for each component are listed in Table 

4. 

The earliest component in the Ill_Diff waveform, the PD120, could be accounted 

for by current sources distributed bilaterally in lateral extrastriate cortex, including 

Brodmann’s Area (BA) 18 and 19. The PD180 component showed two distinct sources of 

activity localizing to the region of the superior temporal gyrus bilaterally and to the right 

inferior frontal gyrus. The estimated sources for the ND270 component also showed 

activity focused bilaterally in the superior temporal gyrus (Fig. 7A).  

In the Vis_Diff waveform the ND160 could be accounted for by estimated 

bilateral sources in BA18 on the lingual gyrus and extending dorsally to BA17 in the 

calcarine fissure. The source for the PD200 component was localized to the right middle 

occipital gyrus (BA19/37, contralateral to the side of visual stimulation). Finally, the 

ND275 component was accounted for by two regions of source activity, posteriorly in the 

fusiform gyrus (BA18, stronger in the right hemisphere), and more anteriorly in the 

inferior parietal lobule (Fig. 7B).  

Since the PD120 was the main ERP component differentiating the SEE and NO-

SEE subject groups (see Between Subject Analysis section), an additional statistical 

analysis was carried out to compare the PD120 current source densities between the two 

groups. A 28.8 cm3 ROI was constructed that encompassed the grand-averaged current 

source maxima of the PD120 component (as modeled above for the SEE group) in both 

hemispheres. Within this ROI the mean current source density was greater for the SEE 

than the NO-SEE group (F(1,32) = 5.02, p < 0.03). The Talairach coordinates of the 
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maximal difference were ±45, -78, -14, which were in close proximity to the SEE group-

averaged PD120 solution maxima as listed in Table 4.  

 

Trial based Analysis 

To further explore the relationship between ERP components and perception of 

the illusory second flash, a trial-by-trial analysis of the Ill_Diff waveform was carried 

out, wherein trials on which two flashes were reported (SEE trials) were separated from 

those on which only one flash was seen (NO-SEE trials). On average 304 total trials 

(s.e.m. 2.8) from each subject were included in the analysis. Within the SEE subject 

group, both SEE and NO-SEE trials were well represented, averaging 60% (183 trials) 

and 40% (121 trials) of the total trials respectively. However, within the NO-SEE group, 

there were far fewer SEE than NO-SEE trials, averaging 18% (55) and 82% (249), 

respectively. Given the markedly different distribution of trials between the two groups 

SEE vs. NO-SEE trial comparisons were made separately for the SEE and NO-SEE 

subject groups. 

A comparison of the Ill_Diff waveforms from SEE and NO-SEE trials revealed 

significant differences at 92-124 ms and 124-156 ms post-stimulus onset in the SEE 

subject group (SEE vs. NO-SEE trials: (92-124 ms): F(1,16) = 4.69, p< 0.05; (124-156 

ms): F(1,16) = 8.25, p< 0.012), but not in the NO-SEE group (SEE vs. NO-SEE trials: 

(92-124 ms): F(1,16) = 3.67, p= n.s.; (124-156 ms): F(1,16) = 0.17, p= n.s.). These 

differences between the groups were also evident in an overall ANOVA (with subject 

group as factor) as a group x trial type interaction (92-124 ms: F(1,32) = 8.02, p< 0.008; 
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124-156 ms: F(1,32) = 4.93, p< 0.04). The lack of effect in the NO-SEE group may have 

resulted from poor signal quality due to the low number of SEE trials.  

The significant trial based waveform differences for the SEE group could be seen 

in the “double” difference wave obtained by subtracting the Ill_Diff waveform on the 

NO-SEE trials from the SEE trials (Fig. 8A), as negative components peaking at 110 ms 

(ND110) and 130 ms (ND130) respectively (significance with respect to pre-stimulus 

baseline for ND110: t(16) = 2.20, p< 0.043; for ND130: t(16) = -2.90, p< 0.011). The 

later deflection in the SEE-NO-SEE trial double difference wave at 204-236 ms showed 

was non-significant. Both the ND110 and ND130 components had amplitude maxima at 

fronto-central sites (Fig. 8B). The right hemispheric preponderance of the ND130 

component in the grand-average voltage topography map did not reach significance. The 

occipital recordings (O1 and O2) showed that the PD120 did not differ between SEE and 

NO-SEE trials. 

As the timing of the ND110 component in the SEE-NO-SEE trial double 

difference wave corresponds with the latency of the N1 component in the unimodal 

auditory ERP, the scalp voltage topography of the ND110 was compared to the N1 

topography in the ERP to the A1A2 stimulus. These scalp distributions were not found to 

differ significantly (F(37,592) = 1.29, p = n.s.), suggesting a similarity between neural 

origins of the ND110 component and the auditory evoked N1 that is known to have 

neural generators in auditory cortex (Lütkenhöner and Steinsträter, 1998). 

 The neural sources giving rise to the ND110 and ND130 components were 

estimated using LAURA and were superimposed on the rendered cortical surface of an 

individual brain (Fig. 9). Concordant with its topographical similarity to the auditory 
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evoked N1, the source maximum for the ND110 was situated in the superior temporal 

gyrus, and its distribution included auditory cortex (BA41). The ND130 component was 

accounted for by source activity in a nearby region of the superior temporal gyrus (Table 

4).  

 

Frequency domain Analysis 

Differences in oscillatory cortical activity between SEE and NO-SEE trials were 

analyzed within the SEE subject group using a Morlet wavelet decomposition in the time-

frequency domain. A very early burst of enhanced spectral amplitude (or enhanced 

power: EP) was observed at 25-50 Hz on all channels and for all stimuli that had an 

auditory component; this effect could be attributed to the short latency (10-15 ms) reflex 

contraction of the post-auricular muscle affecting the mastoid reference electrode (“post-

auricular reflex” in Fig. 10A). Over occipital sites, a robust burst of gamma power 

peaking at 130 ms (EP130) was observed for the SEE trials but not for the NO-SEE trials 

over the interval 110 to 145 ms.  This selective enhancement for SEE trials was 

significant in the 25-35 Hz range over occipital electrodes (SEE vs. NO-SEE trials: 

F(1,16) = 4.58, p< 0.05; trial type x electrode: F(5,80) = 5.53, p< 0.0003). The spatial 

topography of EP130 is shown in Fig. 10B. For individual channels at which the EP130 

was maximal, the SEE vs. NO-SEE effect was significant: at O2 (t(16) = 2.77, p< 0.014) 

and PO8 (t(16) = 2.15, p< 0.05) in the contralateral hemisphere, and I3 (t(16) = 2.16, p< 

0.047) in the ipsilateral hemisphere. There was also significant phase locking across trials 

with respect to baseline during this interval for both trial types (SEE trials: F(1,16) = 

19.35; p< 0.0005; NO-SEE trials: F(1,16) = 12.01; p< 0.0032). However, no phase 
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locking difference was found between the SEE and NO-SEE trials (SEE vs. NO-SEE 

trials: F(1,16) = 0.88, p= n.s.), which indicates that the EP130 effect is due to an actual 

increase in gamma amplitude on the SEE trials.  

A significant enhancement in power at 204-236 ms (termed EP220) was also 

observed in the 32-40 Hz gamma range in the SEE-NO-SEE trial difference time-

frequency representation (F(1,16) = 4.56, p< 0.05). Over individual occipito-parietal 

electrodes, EP220 was found to be significant only over contralateral sites: P4 (t(16) = 

2.43, p< 0.03), P6 (t(16) = 2.23, p< 0.041), PO4 (t(16) = 2.17, p< 0.046), PO8 (t(16) = 

2.19, p< 0.046), and O2 (t(16) = 2.35, p< 0.033). There was no significant phase locking 

found across trials for either SEE or NO-SEE trials during this interval. 

The apparent differences in the grand-average SEE-NO-SEE trial difference time-

frequency plots in the beta frequency range at 19-25 Hz (Fig. 10A) were not found to be 

statistically significant at any electrode site. Finally, it should be noted that no effect of 

trial type (F(1,16) = 1.92, p = n.s.) was found in the spectral amplitude within the -300 to 

-50 ms interval that was used as pre-stimulus baseline correction for all statistical 

analyses.  

 

DISCUSSION  

In the present experiment subjects reported seeing an illusory second flash on an 

average of 37% of the A1V1A2 trials, but with a wide inter-individual variability ranging 

from 3% to 86%.  To study the neural basis of the double flash illusion, a difference ERP 

was constructed to isolate the cross-modal interaction occurring on the illusion-producing 

trials, as follows: Ill_Diff = [(A1V1A2 + NoStim) – (A1A2 + V1)]. This Ill_Diff difference 
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wave showed several major components, most notably a positive deflection at 120 ms 

after A1 onset (PD120) that was localized to visual cortex and was larger for subjects who 

reported seeing the illusion more frequently (SEE group). A trial-by-trial analysis that 

separated individual trials into those where the illusion was seen versus not seen, 

however, did not find any difference in the occipital PD120 component. Instead the trial 

based analysis revealed an enlarged negativity in the 90-150 ms range on A1V1A2 trials 

when the illusion was reported (SEE trials), which was localized to auditory cortex in its 

early phase (ND110) and to superior temporal cortex in its later phase (ND130). The SEE 

trials also elicited enhanced EEG gamma power (25-40 Hz) in visual cortex during the 

latency ranges 110-145 ms (EP130) and 200-240 ms (EP220). These findings indicate 

that the cortical activity underlying the double flash illusion includes a complex pattern 

of cross-modal interactions involving both modality-specific and non-specific areas as 

summarized in Fig. 11.  

Three major components were found in the Ill_Diff waveforms in the first 300 ms 

after stimulus onset. The first positive deflection peaking at 120 ms (PD120) had a 

bilateral occipital scalp topography, and source localization using LAURA identified its 

principal neural generator in extrastriate visual cortex, although a minor striate 

contribution could not entirely be ruled out.  A much larger positive deflection followed 

at 160-190 ms (PD180), which was largest at fronto-central scalp sites and was localized 

to sources in or near the superior temporal and inferior frontal gyri.  A subsequent 

negativity in the 250-280 ms range  (ND270) also had a principal source estimated in 

superior temporal cortex, which is a well-documented site of cross-modal interaction 

(reviewed in Calvert 2001). Across subjects the PD120 amplitude showed a significant 
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positive correlation with the proportion of trials on which the illusion was seen, and it 

was virtually absent in subjects who reported seeing the illusion infrequently. No such 

correlation was found for later components, PD180 and ND270, and their presence in 

other cross-modal difference waves evaluated here (A1V1_Diff and A2V2_Diff) suggests 

that they reflect general aspects of cross-modal interaction unrelated to perception of an 

illusory extra flash (Teder-Sälejärvi et al., 2002, 2005; Molholm et al., 2002; Talsma & 

Woldorff 2005).    

The ERP pattern elicited by the illusory second flash was found to be very 

different from the ERP to a real second flash evaluated as Vis_Diff = (V1V2) – V1. 

Components elicited in the Vis_Diff waveform were ND160, a negative deflection 

localized to the region of the calcarine fissure and surrounding extrastriate visual areas; 

PD200, with a source in lateral occipital cortex contralateral to stimulus presentation; and 

ND275, which was distributed broadly over occipito-parietal as well as frontal locations. 

The timing and spatial topography of these difference wave components suggest that they 

represent the standard sequence of C1-P1-N1 components that is well-documented to be 

evoked by visual stimuli (Di Russo et al., 2002, 2003; Clark and Hillyard, 1996).  

The ERP correlates of illusory and real flash perception have been previously 

compared (Shams et al., 2001) using three recording channels over occipital cortex. Both 

the illusory and real flash difference waveforms were reported to display a positive 

deflection around 200 ms, which was interpreted as a common neural basis for the 

illusory and real percepts. In the present study similar positive deflections at occipital 

sites were also observed in the Vis_Diff and Ill_Diff waveforms at around 200 ms, but 

these represented the near field of the PD200 and the far field of the PD180 component, 
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respectively. Thus, the present whole-head recordings showed that the voltage 

topography and underlying neural generators of these two components were quite 

different.  

The occipitally distributed PD120 component that correlated across subjects with 

the proportion of illusion trials was elicited rapidly (within 30-60 ms) after the second 

sound in the A1V1A2 stimulus configuration. Arden et al. (2003) reported a similar early 

ERP component in the [(A1V1A2) – (A1A2 + V1)] difference wave, albeit of the opposite 

polarity. However, due to the absence of a behavioral task in their experiment and their 

use of only a single recording site, no firm conclusions could be reached about the neural 

origins of this early activity or its importance for illusory flash perception. The present 

results suggest that the PD120 component, which was localized primarily to extrastriate 

visual cortex, is a strong indicator how frequently an individual subject will perceive the 

illusion. Recent anatomical labeling studies in macaques (Falchier et al., 2002; 

Clavagnier et al., 2004; Rockland and Ojima, 2003) have identified projections from 

primary auditory (AI) or auditory association cortices to the visual cortex (areas V1 and 

V2), which could mediate the cross-modal interaction responsible for producing PD120. 

The bilateral occipital distribution of this component despite the lateralized position of 

the stimuli (20º in the periphery) suggests that the audio-visual connections generating 

this activity are diffuse rather than spatially specific. The PD120 was also present in the 

other cross-modal difference wave containing two sounds (A2V2_Diff), but only in the 

SEE group.  This subject-specific elicitation of the PD120 across different auditory-visual 

stimulus combinations may well reflect individual differences in underlying cross-modal 

cortical connectivity. These differences are analogous to previous electrophysiological 
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findings of “auditory dominant” individuals who have larger interaction effects in visual 

cortex at early latencies than “visually dominant” individuals (Giard and Peronnet, 1999). 

Overall, these differences convey the highly flexible nature of cross-modal integration 

across individuals, which is possibly shaped by development and experience (Bavelier 

and Neville, 2002).  

In a trial-by-trial analysis ERPs were averaged separately for A1V1A2 trials on 

which subjects reported seeing two flashes (SEE trials) vs. a single flash (NO-SEE trials). 

In subjects who frequently reported seeing the illusion (SEE group), the Ill_Diff 

difference wave showed early processing differences in the 90-150 ms interval for SEE 

vs. NO-SEE trials. These differences consisted of an enhanced negativity on SEE trials 

with two phases, an early phase (ND110) that localized to auditory cortex and a late 

phase (ND130) that had a source in superior temporal cortex. A trial-by-trial analysis in 

the time-frequency domain revealed enhanced EEG gamma (25-40 Hz) power within 

occipital cortex during the intervals 110-145 ms (EP130) and again at 200-240 ms 

(EP220) that was larger on SEE than NO-SEE trials. These findings extend previous 

reports of oscillatory activity associated with the double flash illusion (Bhattacharya et 

al., 2002) and might possibly represent an electrophysiological manifestation of the 

increased hemodynamic response with fMRI observed in visual cortex on illusion-

producing trials (Watkins et al., 2006). The illusion related activity in superior temporal 

area observed in the fMRI study may similarly be related to the ND130 component 

reported here.  

 Controlling for response bias in studies of the illusory flash effect has been an 

issue of concern (Shams et al., 2002; Andersen et al., 2004). By showing that subjects 
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responded accurately on randomly interleaved control trials with auditory-visual stimulus 

combinations that did not produce the illusion, we ensured that response bias effects did 

not underlie the subjects’ perceptual reports. Recently, McCormick and Mamassian 

(2006) provided further evidence that the illusory flash effect is a sensory based 

phenomenon by psychophysically demonstrating that it has a measurable contrast. 

 In conclusion, we investigated the neural correlates of the sound induced double 

flash illusion discovered by Shams and colleagues (2000, 2002) using whole head ERP 

recordings. We obtained evidence that the illusion is generated by a complex interaction 

between auditory, visual and polymodal cortical areas (Fig. 11). In those individual 

subjects who are disposed to see the illusion more frequently, the A1V1A2 cross-modal 

interaction produces an early response in their visual cortex (PD120, onsetting 30-60 ms 

after A2), which is necessary but not sufficient for seeing the illusory flash. The trigger 

for perceiving the illusion on a trial-by-trial basis appears to be an enhanced cross-modal 

interaction in the auditory cortex (ND110) that onsets even earlier (20-40 ms after A2) 

and is much larger on the SEE than NO-SEE trials. We propose that the illusory percept 

is generated as a consequence of the interplay between these early cross-modal 

interactions in modality specific cortical areas, which are followed almost immediately 

by an enhanced burst of gamma band EEG power in visual cortex (EP130) and an 

increased negativity in superior temporal polymodal cortex (ND130). These findings 

highlight the role of rapid interactions among unimodal and polymodal cortical areas in 

achieving multisensory integration (Schroeder and Foxe, 2005; Ghazanfar and Schroeder, 

2006). A challenge for the future is to determine which aspect of this complex pattern of 

cross-modal interaction constitutes the immediate neural correlate of the illusory percept.  
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Figure 2.1 Overview of experimental design [A] Schematic diagram of experimental set-
up [B] Listing of the ten different stimulus configurations, which were presented in 
random order. Abscissa indicates times of occurrence of auditory (open bars) and visual 
(solid bars) stimuli. Auditory (A) and visual (V) stimuli are labeled 1 or 2 to designate 
their first or second occurrence in each configuration. 
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Figure 2.2 Histogram of number of subjects who reported seeing the illusory second 
flash to the A1V1A2 stimulus on different percentages of trials.  Subjects were divided by 
a median split into those who saw the illusion more frequently (SEE group) and less 
frequently (NO-SEE group). 
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Figure 2.3 Grand-average ERPs (n=34) associated with the sound-induced illusory flash. 
[A] ERPs elicited by the illusion-inducing A1V1A2 stimulus and by its unimodal 
constituents A1A2 and V1, together with the ERP time-locked to the blank ‘No-Stim’ 
event. The Ill_Diff difference wave (see Methods) reflects the cross-modal interactions 
giving rise to the illusory second flash. Recordings are from left and right central (C1,2) 
and occipital (O1,2) sites. [B] Topographical voltage maps of the three major components 
in the Ill_Diff difference wave shown in top and back views. 
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Figure 2.4 Grand-average ERPs (n=34) associated with the veridical second flash [A] 
ERPs elicited by the pair of flashes, V1V2 and by the single flash, V1. The Vis_Diff 
difference wave reflects neural activity elicited by the second flash, V2. Recordings are 
from left and right central (C1, 2) and occipital (O1,2) sites. [B] Topographical voltage 
maps of the three major components in the Vis_Diff difference wave shown in top and 
back views. 
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Figure 2.5 ERP differences between the SEE and NO-SEE groups. [A] Ill_Diff 
difference waves averaged separately for the SEE group (n=17) and the NO-SEE group 
(n=17).  Recordings are from left and right central (C1, 2) and occipital (O1, 2) sites. [B] 
Voltage maps in back view comparing the topography of the PD120 component in the 
Ill_Diff difference waves in the two groups. 
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Figure 2.6 Comparison of the PD120 component elicited in the Ill_Diff and A2V2_Diff 
cross-modal difference waves for the SEE and NO-SEE groups. [A] Waveforms of the 
Ill_Diff and A2V2_Diff difference waves for the two groups recorded from an occipital 
electrode (Oz). [B] Bar graphs comparing the mean amplitude of PD120 in the interval 
100-132 ms in the Ill_Diff and A2V2_Diff waveforms for the two groups.  [C] Voltage 
maps comparing PD120 topographies for the two groups. 
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Figure 2.7 Estimated sources for the major components in the grand-average (A) Ill_Diff 
and (B) Vis_Diff waveforms modeled using LAURA. Results are shown on a standard 
fMRI rendered brain in Talairach space. LAURA inverse solutions are represented in 
units of current source density (nA/mm3).  
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Figure 2.8 ERP differences between SEE and NO-SEE trials within the SEE subject 
group. [A] Ill_Diff difference waves within the SEE group averaged separately for SEE 
and NO-SEE trials. The SEE-NO-SEE trial double difference wave reflects differential 
neural activity elicited on the SEE trials with respect to NO-SEE trials. Recordings are 
from left and right fronto-central (FC1,2) and occipital (O1,2) sites. [B] Topographical 
voltage map of the two major components, ND110 and ND130 in the SEE-NO-SEE trial 
double difference wave shown in top and back views.  
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Figure 2.9 Estimated sources for the two early components in the SEE-NO-SEE trial 
double difference wave modeled in the SEE group using LAURA. Results are shown on 
a standard fMRI rendered brain in Talairach space. LAURA inverse solutions are 
represented in units of current source density (nA/mm3).  
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Figure 2.10 Frequency domain activity associated with perception of the sound induced 
illusory flash in the SEE subject group. [A] Time-frequency representation of the total 
average spectral amplitude on SEE trials, NO-SEE trials and the SEE-NO-SEE trial 
difference from an occipital electrode (O2). [B] Spatial topography maps of the two time-
frequency blocks of differential spectral amplitude, EP130 and EP220 (EP: enhanced 
power), found in the SEE-NO-SEE trial difference shown in back view. 
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Figure 2.11 Summary of temporal progression of early cortical activity found to be 
associated with the sound induced extra flash illusion.   
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Table 2.1 Mean behavioral performance for reporting the number of flashes seen (one or 
two) for stimulus combinations containing one or two visual stimuli. Percent trials on 
which two flashes were reported and the standard error of these percentages (SEM) are 
reported over all 34 subjects and separately (in parentheses) for the SEE and NO-SEE 
subject groups (n= 17 each).  
 

 
Stimulus Percent of trials 

reporting two flashes 
over all subjects 

(SEE grp. / NO-SEE 
grp.)   

SEM (% trials) 
over all subjects  

(SEE grp. / NO-SEE 
grp.) 

Mean RT 
(ms) over 

all subjects 

SEM RT 
(ms) over 

all subjects

V1 13   (16/10) 1.9   (2.6/2.6) 612 11 

V1V2 67   (60/74) 3.5   (4.5/5.1) 660 13 

A1V1 9   (11/6) 1.1  (1.5/1.6) 591 14 

A1V1A2V2 87   (86/88) 1.7   (2.7/2.0) 615 14 

A1V1A2 37   (57/18) 4.2   (4.2/2.6) 684 12 

A1V1V2 56   (46/65) 5.2   (6.9/7.2) 663 12 

A1A2V1 9   (11/7) 1.1   (1.7/1.3) 581 15 
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Table 2.2 Mean amplitudes of ERP components in the difference waves associated with 
the sound induced illusory flash (Ill_Diff); the real second flash (Vis_Diff); and other 
cross-modal interactions (A2V2_Diff and A1V1_Diff). Components were measured over 
scalp sites of maximal amplitude, as described in Methods. Significance levels of 
component amplitudes were tested with respect to the 100 ms pre-stimulus baseline.  
 

 ERP Component Amplitude 
(µV)

SEM 
(µV)

t(33) p <

 PD120 (100-132ms) 0.23 0.07 3.28 0.003

Ill_Diff PD180 (160-192ms) 0.74 0.16 4.76 0.0001

 ND270 (252-284ms) -0.71 0.14 -4.98 0.0001

 ND160 (144-176ms) -0.13 0.05 -2.60 0.02

Vis_Diff PD200 (188-220ms) 0.27 0.08 3.55 0.002

 ND275 (260-292ms) -0.36 0.12 -3.09 0.005

 PD120 (100-132ms) 0.19 0.07 2.67 0.02

A2V2_Diff PD180 (160-192ms) 0.58 0.16 3.60 0.002

 ND270 (252-284ms) -0.70 0.15 -4.57 0.0001

 PD120 (100-132ms) 0.11 0.07 1.76 n.s.

A1V1_Diff PD180 (160-192ms) 0.57 0.13 4.26 0.0002

 ND270 (252-284ms) -0.68 0.13 -5.30 0.0001
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Table 2.3 Comparison of component amplitudes in the Ill_Diff waveform between the 
SEE and NO-SEE subject groups. Components were measured over scalp sites of 
maximal amplitude, as described in Methods.   
 

ERP 
Component 

Ill_Diff (SEE group) Ill_Diff (NO-SEE group)  

 Amplitude 

(µV) 

SEM 

(µV)

Amplitude 

(µV)

SEM 

(µV)

F(1,32) p <

PD120 0.43 0.10 0.02 0.06 11.42 0.002

PD180 0.85 0.23 0.63 0.21 0.49 n.s.

ND270 -0.73 0.21 -0.69 0.20 0.02 n.s.
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Table 2.4 Talairach coordinates and corresponding brain regions of the current source 
maxima as modeled by LAURA for the components in the Ill_Diff and Vis_Diff 
waveforms, and also for the components in the SEE-NO-SEE trial double difference 
wave.  
  

 ERP 

Component 

x (mm) y (mm) z (mm) Brain Region 

 

 

PD120 ± 33 -73 -11 Lingual/ Fusiform 
gyri (including BA 
18/19) 

Ill_Diff PD180 (1) ± 51 -24 2 Superior Temporal 
gyrus 

 PD180 (2) + 45 8 30 Inferior Frontal gyrus 

 ND270 ± 51 -29 3 Superior Temporal 
gyrus 

 

 

ND160 ± 13 -77 -1 Lingual gyrus 
(including BA 17/18) 

 

Vis_Diff 

PD200 + 46 -57 -6 Middle Occipital 
gyrus 
(including BA 19/37) 

 ND275 (1) + 17 -85 -8 Fusiform gyrus 
(BA18) 

 ND275 (2) + 47 -29 45 Inferior Parietal lobule 

ND110 ± 48 -32 10 Superior Temporal 
gyrus 
(including BA 41) 

SEE-NO-
SEE trial 
double 
difference ND130 ± 51 -19 1 Superior Temporal 

gyrus 
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Chapter 3: Cortical Processes Underlying Sound-Induced Flash Fusion 

 

ABSTRACT 

When two brief flashes presented in rapid succession (< 100 ms apart) are paired 

with a single auditory stimulus, subjects often report perceiving only a single flash 

(Andersen et al., 2004, Shams et al., 2005). We used event-related potentials (ERPs) to 

investigate the timing and localization of the cortical processes that underlie this sound 

induced flash fusion, which is complementary to the sound-induced extra flash illusion 

that we analyzed previously (Mishra et al., 2007). The difference ERP that represented 

the cross-modal interaction between the visual (two flashes) and auditory (one sound) 

constituents of the bimodal stimulus revealed a positive component elicited 80-110 ms 

after the second flash, which was markedly attenuated in subjects who did not perceive 

the second flash. This component, previously designated as PD180 (Mishra et al., 2007), 

was localized by dipole modeling to polysensory superior temporal cortex. PD180 was 

found to covary in amplitude across subjects with the visual evoked N1 component (148-

184 ms), suggesting that predisposition of individuals towards perceiving the illusion is 

based on differences in visual processing. A trial-by-trial analysis found that the PD180 

as well as a subsequent modulation in visual cortex at 228-248 ms was diminished on 

trials when the two flashes were perceived as one relative to trials when flashes were 

correctly reported. These results suggest that the sound induced flash fusion is based on 

an interaction between polysensory and visual cortical areas.  
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INTRODUCTION 

In our natural environment we constantly encounter stimulus events that have 

informative features in more than one sensory modality. Our sensory systems generally 

integrate such multimodal inputs rapidly to form a coherent percept of the sensory 

surroundings. The neural dynamics underlying multisensory integration have been 

extensively researched in electrophysiological and imaging studies, and the influence of 

key parameters such as spatial, temporal and semantic congruity have been characterized 

(Stein and Meredith, 1993; Calvert et al, 2004; Macaluso and Driver, 2005; Schroeder 

and Foxe, 2005; Ghazanfar and Schroeder, 2006). 

Interestingly, many studies have shown that our sensory systems do not always 

integrate external stimuli veridically. One sense may dominate another sense and 

influence its processing to produce perceptual illusions. For example, even though 

humans are generally considered to be visually dominant, there have been many reports 

of alteration of visual perception by audition (Stein et al., 1996; Sekuler et al., 1997; 

Fendrich and Corballis, 2001; Shams et al, 2000, 2002; Recanzone, 2003; Vroomen and 

Gelder, 2004; McDonald et al., 2003, 2005). The neurophysiological processes 

underlying such phenomena are only beginning to be understood. The sound-induced 

extra flash illusion, wherein a double flash percept results from presentation of a single 

flash concurrent with two rapid pulsed sounds, has been the focus of recent physiological 

studies (Shams et al., 2001, 2005a; Arden et al., 2003; Watkins et al., 2006; Mishra et al., 

2007). In a detailed analysis of the illusion using recordings of event related potentials 

(ERPs) (Mishra et al., 2007) we showed that within 30-60 ms after delivery of the second 

sound a rapid, dynamic interplay between auditory and visual cortical areas emerged, 
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closely followed by activity in polymodal superior temporal cortex activity. These early 

cross-modal interactions predicted the subject’s report of the illusory extra flash percept.  

In the present study, we investigated the complement of the extra flash illusion, 

the so called flash fusion effect, wherein only a single flash is perceived when two brief 

flashes are presented in rapid succession accompanied by a single pulsed sound 

(Andersen et al., 2004, Shams et al., 2005b). Recently, an fMRI investigation of the flash 

fusion effect suggested that modulation of primary visual cortex accompanied the altered 

visual percept (Watkins et al., 2007). In the present study, the neural basis of sound-

induced flash fusion was analyzed using 64-channel ERP recordings in conjunction with 

anatomical source localization. We studied the spatio-temporal patterns of neural activity 

associated with the flash fusion percept at two levels: between subjects who perceived the 

illusion and those who did not, and also within subjects on a trial-by-trial level. With the 

high temporal resolution of ERP recordings it was possible to investigate whether visual 

cortex modulation, if involved as suggested by the fMRI findings, occurs at an early input 

stage or via delayed feedback. These data were obtained as part of a broader ERP study 

that investigated the flash fusion effect, the extra flash illusion and other cross-modal 

interactions within the same design (Mishra et al., 2007), thereby allowing comparisons 

of the neural correlates of different types of intersensory interactions. 
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MATERIALS AND METHODS  

Subjects 

This paper reports additional analyses of the data obtained in the experiment 

previously reported by Mishra et al. (2007). Whereas our initial study was focused on the 

extra flash illusion, the present report analyzes the flash fusion effect observed in the 

same experiment. Thirty-four right-handed healthy adults (18 females, mean age 23.9 

yrs) participated in the study after giving written informed consent as approved by the 

University of California, San Diego Human Research Protections Program. Each 

participant had normal or corrected-to-normal vision and normal hearing. 

 

 Stimuli and Task 

The experiment, previously described in Mishra et al. (2007), was conducted in a 

sound-attenuated chamber having a background sound level of 32 dB and a background 

luminance of 2 cd/m2. Subjects maintained fixation on a central cross positioned at a 

viewing distance of 120 cm. Auditory (A) and visual (V) stimuli were delivered from a 

speaker and red light emitting diode (LED), respectively, both positioned 20º of visual 

angle to the left of fixation. Each visual stimulus was a 5 ms 75 cd/m2 flash, and each 

auditory stimulus was a 10 ms 76 dB noise burst. Nine different stimulus combinations 

were presented in random order on each block of trials. These included unimodal 

auditory stimuli, occurring singly (A1) or in pairs (A1A2) and unimodal visual stimuli 

occurring singly (V1) or in pairs (V1V2). Bimodal stimulus combinations included the 

stimulus of interest in the current study: A1V1V2, as well as A1V1, A1V1A2V2, A1V1A2, 

and A1A2V1. In this terminology, suffixes 1 or 2 denote the first or second occurrence of 
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the auditory or visual component of each stimulus combination. These various bimodal 

and unimodal stimuli (apart from illusory percept generating stimuli: A1V1V2 and 

A1V1A2) were included to ensure that subjects were responding veridically on the basis of 

the number of perceived flashes (one or two) and not on the basis of the number of 

sounds. Finally, on blank or no-stimulus (no-stim) trials ERPs were recorded over the 

same epochs as for actual stimuli but with no stimulus presented.  

The timing of the A and V components for each of the nine stimulus combinations 

was illustrated in Mishra et al. (2007, Fig. 1). Briefly,  the SOA between the two stimuli 

in the A1A2 and V1V2 pairs was 70 ms in every stimulus combination that included them.  

The A1V1 SOA was 10 ms in all bimodal stimulus combinations except for A1A2V1, 

where V1 followed A1 by 200 ms; this combination served as a delayed flash control for 

the A1V1A2 stimulus that produced the extra-flash illusion. 

Stimuli were presented in 16 blocks with 20 trials of each of the nine stimulus 

combinations occurring on each block in a randomized sequence. All stimuli occurred 

with equal probability and were presented at irregular intervals of 1200-1800 ms. 

Subjects were instructed to report the number of flashes perceived (one or two) after each 

stimulus combination that contained one or more flashes.  No responses were required to 

the unimodal auditory stimulation.  

 

Electrophysiological (ERP) Recordings 

The EEG was recorded from 62 electrode sites using a modified 10-10 system 

montage (Teder-Sälejärvi et al., 2005). Horizontal and vertical electro-oculograms 

(EOGs) were recorded by means of electrodes at the left and right external canthi and an 
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electrode below the left eye, respectively. All electrodes were referenced to the right 

mastoid electrode. Electrode impedances were kept below 5 kΩ. 

All signals were amplified with a gain of 10,000 and a bandpass of 0.1-80 Hz (-12 

dB/octave; 3dB attenuation) and were digitized at 250 Hz. Automated artifact rejection 

was performed prior to averaging to discard trials with eye movements, blinks or 

amplifier blocking. Signals were averaged in 500 ms epochs with a 100 ms pre-stimulus 

interval and digitally low-pass filtered with a Gaussian finite impulse function (3 dB 

attenuation at 46 Hz). The filtered averages were digitally re-referenced to the average of 

the left and right mastoids.  

The three-dimensional coordinates of each electrode and of three fiducial 

landmarks (the left and right pre-auricular points and the nasion) were determined by 

means of a Polhemus spatial digitizer  (Polhemus Corp., Colchester, VT). The mean 

cartesian coordinates for each site were averaged across all subjects and used for 

topographic mapping and source localization procedures. 

Neural activity associated with perception of sound-induced flash fusion was 

isolated by calculating the cross-modal interaction between the auditory and visual 

components of the A1V1V2 stimulus; in this calculation the ERPs elicited by the 

individual unimodal components were subtracted from the ERP elicited by the total 

configuration, as follows: 

  

            Neural activity associated with sound induced flash fusion:   

Fusion_Diff = [(A1V1V2) + no-stim] – [A1 + V1V2] 
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 The blank or no-stimulus ERP (no-stim) was included in the calculation of the 

cross-modal difference waves to balance any prestimulus activity (such as a negative 

going anticipatory CNV) that was present on all trials and may extend into the early post-

stimulus period. If the no-stim trials were not included such activity would be added once 

but subtracted twice in the difference wave, possibly introducing an early deflection that 

could be mistaken for a true cross-modal interaction (Teder-Sälejärvi et al., 2002; Talsma 

& Woldorff 2005; Gondan & Röder 2006; Mishra et al., 2007). 

  

Data Analysis 

ERP components observed in the Fusion_Diff difference wave were first tested 

for significance with respect to the 100 ms prestimulus baseline and compared by t-tests 

over all subjects (n=34). The scalp distributions and underlying neural generators of these 

components were then compared using methods described below. To characterize the 

neural correlates of perception of the cross-modal flash fusion illusion, both between-

subject and within-subject (trial-by-trial) analyses were undertaken. For the between-

subject analysis, subjects were divided into two groups according to whether their visual 

perception of the A1V1V2 stimulus was more frequently a single flash (i.e. they reported 

flash-fusion: the “SEE1” group), or they reported seeing the veridical percept of two 

flashes more often (the “SEE2” group). The groups (n=17 in each) were divided by a 

median split of the distribution of percent veridical reports. The SEE1 and SEE2 groups 

were equivalent in age and gender of subjects (SEE1 group: 9 females, mean age 23 yrs; 

SEE2 group: 9 females, mean age 24.8 yrs). The ERP components in the Fusion_Diff 
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difference wave for the SEE1 and SEE2 groups were statistically compared with respect 

to amplitude and scalp distribution.  

For all analyses difference wave components were quantified as mean amplitudes 

within specific latency windows around the peak for each identified positive difference 

(PD) or negative difference (ND) component with respect to the mean voltage of a 100 

ms prestimulus baseline. Components in the Fusion_Diff difference wave were measured 

at 160-192 ms (PD180) and 224-256 ms (ND240). Each component was measured as the 

mean voltage over a specific cluster of electrodes where its amplitude was maximal. 

PD180 amplitude was measured over fronto-central electrode clusters (8 in each 

hemisphere and 4 over midline) and ND240 measured over similar central electrode 

clusters. Another component measured was the visual N1 (148-184 ms) elicited by the 

two unimodal visual stimuli (V1 and V1V2). 

Scalp distributions of these ERP components were compared between the SEE1 

and SEE2 groups after normalizing their amplitudes prior to ANOVA according to the 

method described by McCarthy and Wood (1985). For all components comparisons were 

made over 38 electrodes spanning frontal, central, parietal and occipital sites (15 in each 

hemisphere and 8 along the midline). Differences in scalp distribution were reflected in 

significant group by electrode interactions. Scalp topographies of PD180 in the 

Fusion_Diff waveform and the visual N1 evoked by V1V2 were also compared in terms 

of the stimulus by electrode interaction.  
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Modeling of ERP Sources 

Source localization was carried out to estimate the intracranial generators of ERP 

components in the grand-averaged waves within the same time intervals as those used for 

statistical testing. Source locations were estimated by dipole modeling using BESA 

(Brain Electrical Source Analysis 2000, version 5). The BESA algorithm estimates the 

location and the orientation of multiple equivalent dipolar sources by calculating the scalp 

distribution that would be obtained for a given dipole model (forward solution) and 

comparing it to the actual scalp-recorded ERP distribution (Scherg, 1990). The algorithm 

interactively adjusts (fits) the location and orientation of the dipole sources in order to 

minimize the relative variance (RV) between the model and the observed spatio-temporal 

ERP distribution. This analysis used the three-dimensional coordinates of each electrode 

site as recorded by a spatial digitizer. Symmetrical pairs of dipoles were fit sequentially to 

the components of interest; dipole pairs were constrained to be mirror-symmetrical with 

respect to location but were free to vary in orientation.  

To visualize the anatomical brain regions giving rise to the different components 

the locations of BESA source dipoles were transformed into the standardized coordinate 

system of Talairach and Tournoux (1988) and projected onto a structural brain image 

supplied by MRIcro (Rorden and Brett, 2000) using AFNI (Analysis of Functional 

NeuroImaging: Cox, 1996) software.   

 

Trial based Analysis 

A trial-by-trial analysis of the ERPs elicited in association with flash fusion (in 

the Fusion_Diff waveform) was performed by separating the A1V1V2 trials on which 
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subjects correctly reported seeing two flashes (SEE2 trials) from trials on which only a 

single flash (SEE1 trials) was seen. ERP difference waves were averaged separately for 

the SEE2 trials and SEE1 trials, and the SEE2-SEE1 double difference wave was 

generated for every subject. The grand-averaged SEE2-SEE1 waveform was calculated 

for 15 subjects whose behavioral SEE1 responses to the A1V1V2 stimulus were nearest to 

the overall median; in these subjects the number of SEE2 and SEE1 trials were 

approximately the same, 54% and 46% of the total trials, respectively, while other 

subjects were excluded due to inequivalent trial sums in their SEE2 and SEE1 

waveforms.  

The main components in the SEE2-SEE1-trials double difference wave were 

identified in the PD180 latency range (172-200 ms) and at 228-248 ms (ND240). PD180 

differences between SEE2 and SEE1 trials were quantified as the mean voltage over the 

same fronto-central electrode clusters as specified above. The ND240 trial differences 

were measured over occipital sites (6 lateral electrodes in each hemisphere) where the 

differences were maximal.  

 

RESULTS 

Behavioral results 

The experimental paradigm was previously described in Mishra et al. (2007). 

Briefly, subjects maintained fixation on a central cross while unimodal visual single (V1) 

or double flash (V1V2), unimodal auditory single (A1) or double sound (A1A2) or various 

combinations of bimodal stimuli (A1V1, A1V1A2V2, A1V1A2, A1V1V2 and A1A2V1) were 

presented in random order at a left peripheral location 20º lateral to fixation. Subjects 
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indicated by pressing one of two buttons the number of flashes perceived (one or two) for 

each stimulus combination that contained one or more flashes. The mean percentages of 

correct responses and reaction times over all 34 subjects who participated in the study 

have been previously reported (Mishra et al., 2007 Table 1).  

For the A1V1V2 stimulus that was the focus of the current study, perceptual 

reports of seeing a single flash (i.e., of flash-fusion) occurred on 44% of trials averaged 

over all subjects (s.e.m. 5.2%). This proportion is in close agreement with behavioral 

findings in the recent fMRI study of the phenomenon where flash-fusion occurred on 

42% of all trials (Watkins et al., 2007). There was considerable variation, among 

individuals, however, in the proportion of fusion percepts, which ranged from less than 

10% to over 90% (s.d. 30.2%).  Hence, in order to relate the subjects’ perceptual reports 

with brain physiology as indexed by ERPs, the 34 subject pool was divided into two 

groups (17 in each) by a median split of the percent fusion responses on the A1V1V2 

stimulus. The SEE1 group was the group of subjects that reported seeing flash fusion 

more frequently, and the SEE2 group included those who more frequently reported a 

veridical two-flash percept of the A1V1V2 stimulus. Figure 1 compares the behavioral 

performance of the SEE1 vs. SEE2 group over all stimuli that had a visual component. 

The SEE1 and SEE2 groups naturally differed substantially in the percentage of A1V1V2 

trials on which flash fusion was perceived (71% vs. 18%, t(32) = 11.2, p< 0.0001), but 

unexpectedly these two groups also differed significantly in percent fusion responses for 

the V1V2 stimulus (41% vs. 17%, t(32) = 6.98, p< 0.0001). The groups did not 

significantly differ in performance for any other stimuli, nor did they show reaction time 

differences on any stimulus condition. In particular the SEE1 and SEE2 groups did not 
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differ significantly in perceiving the extra flash illusion to the A1V1A2 stimulus (43% vs. 

31%, t(32) = 1.42, p = n.s.). This suggests that subjects’ fusion percepts were not due to a 

general response bias to report the number of flashes based on the number of sounds, but 

instead represented true perceptual reports. A significant correlation was found across 

subjects between percent fusion responses to the A1V1V2 and V1V2 stimuli (r(32) = 0.79, 

p < 0.0001), suggesting that subjects who perceived the flash fusion illusion may have a 

general predisposition to perceive rapid double flashes as unitary. Importantly, this 

predisposition was not completely responsible for the flash fusion perception of the 

A1V1V2 stimulus, because the presence of the A1 sound significantly increased the 

perceptual reports (SEE1 group: 41% flash fusion on V1V2 and 71% fusion on A1V1V2; 

stimulus condition x group interaction: F(1, 32) = 38.52, p < 0.0001).  

 

ERP Results 

Fig. 2A shows the grand-averaged ERPs (over all 34 subjects) elicited by the flash 

fusion generating A1V1V2 stimulus and by its unimodal components, A1 and V1V2. The 

auditory ERP to A1 showed the typical pattern of P1 (60 ms), N1 (100 ms) and P2 (180 

ms) components at central electrode sites. The visual ERP to V1V2 also showed 

characteristic P1 (120 ms), N1 (160-180 ms) and P2 (220 ms) components. Both auditory 

and visual evoked components could be discerned in the ERP waveform elicited by the 

bimodal A1V1V2 stimulus. 

The Fusion_Diff difference waves, which represent the cross-modal interaction 

associated with perception of sound-induced flash fusion, are also shown in Fig 2A for 

each electrode site. The earliest significant component in these difference waves was a 



 88

large positivity in the 160-192 ms time interval peaking at 180 ms (PD180). PD180 had 

an amplitude maximum at fronto-central sites with a significant right hemispheric 

preponderance (hemisphere effect: F(1,33) = 11.63, p < 0.002) (Fig. 2B). The other 

significant component characterized within the first 300 ms of the Fusion_Diff difference 

wave was a negativity within the 224-256 ms time interval peaking at 240 ms (ND240), 

which was largest over centro-parietal sites bilaterally. The mean amplitudes of these 

components relative to baseline are shown in Table 1. Components occurring after 300 

ms in the Fusion_Diff waves were not analyzed because of the likelihood that activity 

related to decision making and response preparation would be confounded with activity 

related to cross-modal interaction and perceptual processing.  

        

Between Subject Analysis 

In order to identify ERP components specifically associated with perception of 

the sound induced flash fusion, the Fusion_Diff difference waveforms calculated over all 

trials were compared between the SEE1 and SEE2 groups of subjects (Fig. 3). The 

PD180 component was found to be significantly larger in amplitude in the SEE2 vs. the 

SEE1 group (F(1,32) = 7.21, p < 0.02) (Fig. 3B). For the SEE1 group the PD180 average 

amplitude did not even reach statistical significance with respect to pre-stimulus baseline 

(Table 2). No between-group differences were found for the ND240 component (F(1,32) 

= 0.08, p = n.s.). The scalp topographies of the components were compared between 

groups following normalization according to the method of McCarthy & Wood (1985). 

The topography of the PD180 component differed between the SEE2 and SEE1 groups 

(Group x Electrode interaction: F(37, 1184) = 1.49, p< 0.04), with a slightly more 
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posterior distribution in the SEE2 group. No group differences were found in the 

topography of the ND240 component (F(37,1184) = 0.25, p = n.s.).  

A correlational analysis was performed to further examine whether individual 

variations in PD180 amplitude corresponded with perceptual reports of the flash fusion 

phenomenon. A significant negative correlation was found for the PD180 component 

over all subjects, with greater PD180 amplitudes associated with fewer reports of the 

fusion effect (r(32) = -0.39, p < 0.02). No significant correlation was found between 

behavioral performance and the amplitude of the ND240 component (r(32) = 0.04, p = 

n.s.).  

As reported by Mishra et al. (2007) the PD180 component was also observed in 

the other cross-modal interaction difference waves calculated for the A1V1A2, A1V1, and 

A1V1A2V2 stimuli. The amplitudes of PD180 in these difference waves did not differ 

between the SEE1 and SEE2 groups ( A1V1A2: F(1,32) = 2.95, p = n.s.; A1V1: F(1,32) = 

2.73, p = n.s., A1V1A2V2: F(1,32) = 3.63, p = n.s.). Thus, the PD180 component was 

found to differentiate the SEE1 and SEE2 groups only for the A1V1V2 stimulus. 

In the behavioral analyses (reported above) the SEE1 group showed more flash 

fusion responses than the SEE2 group to the V1V2 stimulus as well as to the A1V1V2 

stimulus. This behavioral difference was paralleled by a group difference in the visual 

ERP to the V1V2 stimulus (Fig. 4A and Table 2). The visual evoked N1 (latency range 

148-184 ms) was significantly smaller for the SEE1 group compared to the SEE2 group 

(F(1,32) = 4.62, p < 0.04). A similar group difference was found for the N1 evoked by 

the single flash (V1) stimulus (Fig. 4C, Table 2) (F(1,32) = 4.16, p < 0.05). The scalp 

topographies of the N1 component in the ERPs to V1 vs. to V1V2 did not differ 
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(Condition x Electrode interaction: F(37,1221) = 0.17, p = n.s.). Also, there was no 

difference between the SEE1 and SEE2 groups in the topography of the N1 component 

for either visual stimulus (Group x Electrode interaction: V1V2: F(37,1184) = 0.36, p = 

n.s.; V1: F(37,1184) = 0.15, p = n.s.).  

The relationship between the visual evoked N1 and the flash fusion effect was 

further indicated by a significant correlation across subjects between the amplitude of the 

N1 to the V1V2 stimulus and the PD180 amplitude in the Fusion_Diff waveform (r(32) = 

-0.65, p<0.0001). This correlation was the physiological counterpart of the behavioral 

correlation described above between percent fusion responses to A1V1V2 and V1V2 

stimuli. The correlation across subjects between the N1 amplitude to V1V2 and the 

percent fusion responses to the V1V2 stimulus, however, did not reach significance (r(32) 

= 0.28, p = n.s.).  

ERPs to the auditory (A1) stimulus, which was the other sensory component of the 

Fusion_Diff difference wave calculation, were also analyzed for SEE2 vs. SEE1 group 

differences; no differences were found in any component of the auditory ERP. 

 

Source Analysis 

The neural generators of the PD180 component in the Fusion_Diff waveform and 

the N1 component in the V1V2 ERP were modeled using dipole fitting for the SEE2 

subject group wherein these components were largest. Pairs of dipoles were fit to the 

scalp topographies of the components using the BESA algorithm (Scherg, 1990). The 

location of the BESA dipoles were transformed into the standardized coordinate system 

of Talairach and Tournoux (1988) and superimposed on the rendered cortical surface of a 
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single individual’s brain (Fig. 6). Talairach coordinates of the dipole pairs and an 

estimate of their goodness of fit as reflected by residual variance are listed in Table 3. 

The PD180 component in the Fusion_Diff wave localized to the region of the 

superior temporal gyrus bilaterally in the vicinity of Brodmann areas (BA) 21/ 22. As 

seen in Fig. 5B the visual N1 component elicited by V1V2 had two distinct phases in the 

148-184 ms time range, an early phase distributed anteriorly (148-168 ms) and a late 

phase distributed over occipital sites (168-188 ms). The voltage distributions in the two 

phases were modeled sequentially using a pair of dipoles in each phase. The source of the 

anterior N1 distribution localized to superior temporal area in close proximity to the 

PD180 dipoles in the Fusion_Diff waveform. The posterior N1 localized to ventro-lateral 

occipital extrastriate visual cortex near the fusiform gyrus. For both phases of the N1 

stronger dipole sources emerged in the right hemisphere relative to the left.  

 

Trial based Analysis 

         In order to study the neural correlates of the fusion percept more directly, a trial 

by trial analysis of the Fusion_Diff waves was performed. This trial based analysis was 

carried out for 15 subjects whose behavioral reports of fusion percepts were centered 

around the overall median level on A1V1V2 trials, such that each subject’s SEE2 and 

SEE1 trial difference waves had an approximately equal number of trials (average SEE2 

vs. SEE1 trials: 54%, vs. 46%).  

 A comparison of the Fusion_Diff waveforms between SEE2 and SEE1 trials 

revealed significant trial differences within the PD180 latency (172-200 ms) (SEE1 vs. 

SEE2 trials: F(1,14) = 4.64, p< 0.05) (Fig. 6). A later trial difference was also obtained in 
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the ND240 time window (228-248 ms) found to be significant over right occipital 

electrodes, in the hemisphere contralateral to the stimulus (SEE1 vs. SEE2 trials: F(1,14) 

= 4.69, p< 0.05). To distinguish this occipital effect from the anterior ND240, it will be 

termed ND240Occ. These trial specific differences were evident in the “double” difference 

wave obtained by subtracting the Fusion_Diff waveform on SEE1 trials from SEE2 trials 

(Fig. 6A), as PD180Diff and ND240OccDiff. Both trial specific components were significant 

with respect to the pre-stimulus baseline (PD180Diff: t(14) = 2.18, p< 0.05; ND240OccDiff 

over right hemisphere: t(14) = -2.16, p< 0.05). 

The voltage topography of the PD180Diff component was similar to that of PD180 

in the Fusion_Diff wave for the 15 subjects in the trial-by-trial analysis as confirmed by 

the non-significant difference in their normalized spatial topographies (PD180Diff vs. 

PD180 x Electrode interaction: F(37,518)=1.26, p = n.s.). The later ND240OccDiff 

component had a topography centered over right visual cortex (Fig. 6B). 

 The neural sources giving rise to the PD180Diff and ND240OccDiff components 

were estimated using dipole fitting with BESA, and the talairach coordinates of the dipole 

pairs and their goodness of fit are listed in Table 3. The PD180Diff component was fit by 

dipole pairs with very similar coordinates as the PD180 component in the SEE2 group’s 

Fusion_Diff wave although the PD180Diff had a more bilateral topography. Consistent 

with its occipital topography, ND240OccDiff was best fit by bilateral sources in visual 

cortex with dipoles localizing to the lingual gyrus near BA19 with a stronger right 

hemisphere dipole.  
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DISCUSSION  

In this study we analyzed the neural basis of the sound-induced flash fusion 

phenomenon - the complement of the more extensively investigated sound-induced extra 

flash illusion. On average subjects reported seeing single flashes on 44% of the A1V1A2 

trials, but there was much inter-individual variability, ranging from less than 10% to over 

90%.  The neural basis of flash fusion was studied using ERP recordings, and the cross-

modal interaction occurring on the illusion-producing trials was isolated by subtracting 

unimodal ERPs from the cross-modal combination ERP as follows: Fusion_Diff = 

[(A1V1V2 + NoStim) – (A1 + V1V2)]. The Fusion_Diff difference wave showed two 

major components within the 0-300 ms post-stimulus interval, a prominent positivity at 

180 ms (PD180) followed by a large negativity at 240 ms (ND240). Subjects who more 

frequently reported perception of flash fusion had a much diminished PD180 component. 

A within subject trial-by-trial analysis also showed the PD180 to be markedly reduced on 

trials on which the two flashes within the A1V1A2 stimulus were perceptually fused to 

one (SEE1 trials) vs. trials on which they were seen veridically (SEE2 trials). Using 

dipole modeling, PD180 was localized to polymodal cortex within the superior temporal 

region. The SEE2 vs. SEE1 trial comparison further revealed a reduced negativity in 

visual cortex at 240 ms (ND240OccDiff) on SEE1 trials. Thus, our results suggest that the 

flash fusion percept is based on cross-modal interactions in polymodal cortex starting at 

around 100 ms after presentation of the second flash of the A1V1V2 stimulus, which were 

followed about 60 ms later by differential activity in extrastriate visual cortex. The late 

onset of this ND240OccDiff suggests that it may result from feedback from polymodal 
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cortex, or, alternatively, from a modulation of visual evoked activity to the second flash 

(V2).  

The individual differences between subjects obtained in the present study, 

especially with respect to behavior, can potentially explain why some previous reports 

failed to find the sound-induced flash fusion phenomenon (Shams et al., 2002, Meylan 

and Murray, 2007) while others reported it to be robustly present (Andersen et al., 2004, 

Shams et al., 2005b, Watkins et al., 2007). In the present study a large pool of 34 

participants was sampled so that the heterogeneity between subjects could be 

characterized, and subjects could be divided into the SEE1 or SEE2 group based on 

whether they perceived sound-induced flash-fusion. Shams et al. (2005b) modeled audio-

visual integration using a computational model based on Bayesian statistics and proposed 

that the phenomena of sound-induced extra flash perception and sound-induced flash 

fusion both result from optimal integration between the two modalities, which differ in 

information reliability. For both effects the auditory stimulus was inferred to influence 

the visual percept because of its greater reliability in the time domain. Here we found that 

optimal integration was true on the average but does not necessarily apply to every 

subject. This was also found to hold true for the extra flash illusion (Mishra et al., 2007). 

Information reliability in a sensory modality may vary from one subject to another, and 

this diversity in cross-modal integration might possibly be shaped by development and 

experience (Bavelier and Neville, 2002).  

The earliest cross-modal interaction component found in the Fusion_Diff 

waveforms was the PD180 (160-192 ms) that was localized to superior temporal cortex. 

The dipolar sources for this component were in close agreement with the neural 



 95

generators for the PD180 in the cross-modal interaction waveform associated with the 

A1V1A2 stimulus that was previously localized using a distributed minimum-norm 

approach (Mishra et al., 2007). A component closely resembling the present PD180 has 

been found in many previous paradigms studying cross-modal interactions (Teder-

Sälejärvi et al., 2002, 2005; Molholm et al., 2002; Talsma & Woldorff 2005, Mishra et 

al., 2007), but this is the first report to our knowledge of its modulation by perception. In 

particular, variations in PD180 were not associated with the extra flash illusion, either 

between subjects or on a trial by trial basis (Mishra et al., 2007). This suggests that the 

underlying audio-visual interaction in the superior temporal region is related more to the 

precise timing and segmenting of visual inputs than to the generation of an illusory visual 

percept. 

Interestingly, in the present study a strong correlation was found between the 

subjects’ perceptual reports on the unimodal V1V2 stimulus and the A1V1V2 stimulus. 

Subjects who more frequently mis-perceived V1V2 as a single flash also had a greater 

propensity to report sound-induced flash fusion. The single flash percept on A1V1V2 trials 

was not entirely driven by the paired visual stimuli, however, as illusory fusion occurred 

more frequently in the presence of the A1 sound than in its absence (V1V2 stimulus). 

Paralleling these perceptual reports, the amplitude of the evoked N1 component in the 

ERP to V1V2 was correlated with the PD180 amplitudes in the Fusion_Diff waveform. In 

other words, subjects who perceived sound-induced flash fusion not only had smaller 

PD180s in the Fusion_Diff waveforms but also smaller visual  N1s on V1V2 trials. The 

visual N1 was found to have early (148-168 ms) and late (168-188 ms) phases with 

distinct topographies, and source localization revealed that the neural generators of the 
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early phase were in close proximity to the PD180 source in superior temporal cortex. 

This suggests that the neural basis of the flash fusion effect for both  V1V2 and A1V1V2 

trials may involve the same cortical region, which may account for their correlation. 

Individual differences in unisensory processing that affected multisensory interactions 

have been previously noted in a few studies (Giard and Peronnet, 1999, Fort et al., 2002). 

In those studies subjects were categorized as either “auditory dominant” or “visually 

dominant” based on their superior reaction times in one modality or the other, and they 

were found to show differential cross-modal interaction effects in auditory/ visual 

sensory cortices depending on which of their modalities was behaviorally dominant.   

The trial-by-trial analysis of the SEE1 vs. SEE2 trial ERPs in a group who saw 

flash fusion with moderate frequency also confirmed diminished PD180 amplitudes on 

SEE1 trials as was also found for the SEE1 group. In a later time window (228-248 ms) a 

trial difference was also found in visual cortex, ND240OccDiff, that localized to ventral 

extrastriate areas near the fusiform gyrus. Since this modulation in visual cortex occurred 

after the PD180 modulation in polymodal superior temporal area, it may be a result of 

feedback from the polymodal area. In a recent fMRI investigation Watkins et al. (2007) 

reported greater BOLD (blood oxygen level dependent) activity in primary visual cortex 

on SEE2 vs. SEE1 trials. In the present study the enhanced occipital ERP on the SEE2 

trials was localized primarily to ventral extrastriate visual cortex, but a primary cortex 

contribution could not be ruled out. The superior temporal resolution of the ERP 

recordings, however, suggests that trial specific visual cortex involvement did not occur 

in the initial response phase but rather was probably driven by feedback from higher 

polymodal areas. Connectivity analyses in a recent fMRI study of audio-visual temporal 
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correspondence also provided evidence for feedback from the superior temporal area to 

primary visual cortex (Noesselt et al., 2007b).   

A recent ERP study of auditory driving of visual perception used slow audio-

visual flutter and flicker rates of 3-5 Hz and found that modulation of occipital visual 

areas occurred as late as 500 ms after stimulus onset, subsequent to modulation at parietal 

and frontal recording sites (Noesselt et al., 2007a). Auditory driving has been considered 

an extended case of the sound-induced flash fusion/ fission phenomena, and hence the 

later occipital modulations found by Noesselt et al. (2007a) may correspond to the trial 

specific occipital modulations observed in the current study. Noesselt et al. (2007a) also 

suggested that the late occipital modulations in their study may be a result of feedback 

from higher multisensory areas. Finally, a modulation within extrastriate visual areas was 

also observed within a similar latency range as ND240OccDiff by Meylan and Murray 

(2007) who isolated activity to the second flash V2 of the A1V1V2 stimulus by subtracting 

ERPs to A1V1 from the ERPs to the cross-modal stimulus. Subjects in their study did not 

perceive the flash fusion illusion, however, which could be due to the smaller subject 

pool of 8 participants or different stimulus parameters.  

In conclusion, we investigated the neural correlates of the sound-induced flash 

fusion illusion using whole head ERP recordings. For individuals who were prone to see 

the two flashes of A1V1V2 as one, the large cross-modal interaction component PD180, 

onsetting 80-112 ms after V2 and localizing to polymodal superior temporal area, was 

greatly diminished. These subjects also showed a significantly reduced N1 component to 

V1V2 stimuli both in its early phase (148-168 ms) that was localized to the same superior 

temporal region as the PD180 and in its later phase (168-188 ms) localized to extrastriate 
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visual cortex. These subjects also reported single flash percepts more frequently to the 

V1V2 stimulus, suggesting that the cross-modal flash fusion effect is based at least in part 

on individual differences in visual processing. Modulation of the PD180 component was 

also consistently observed in the trial-by-trial analysis of the ERPs, with an attenuated 

PD180 on trials on which the second flash was not perceived by subjects. These results 

suggest that the veridical perception of the two flashes in the V1V2 and A1V1V2 stimuli 

depends upon a larger visual evoked response and/ or cross-modal interaction in superior 

temporal polymodal cortex. Activation of this polysensory area may enable accurate 

judgments of the timing and sequencing of visual as well as auditory stimuli.   
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Figure 3.1 Behavioral performance comparisons across all experimental stimuli between 
the two groups of subjects: those who frequently perceived the two flash component of 
the A1V1V2 stimulus as a single flash (SEE1 group), and those who correctly reported 
seeing two flashes on the majority of trials (SEE2 group). 
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Figure 3.2 Grand-average ERPs (n=34) associated with the sound-induced flash fusion 
illusion. [A] ERPs elicited by the illusion-inducing A1V1V2 stimulus and by its unimodal 
constituents A1 and V1V2, together with the ERP time-locked to the blank ‘No-Stim’ 
event. The Fusion_Diff difference waves represent the cross-modal interactions 
underlying the flash fusion illusion. Recordings are from left and right central (C1,2) and 
occipital (O1,2) sites. [B] Topographical voltage maps of the two major components in 
the Fusion_Diff difference wave. 
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Figure 3.3 ERP differences between the SEE1 and SEE2 groups. [A] Fusion_Diff 
difference waves averaged separately for the SEE1 group (n=17) and the SEE2 group 
(n=17).  Recordings are from left and right central (C1, 2) and occipital (O1, 2) sites. [B]  
Bar graphs comparing the mean amplitude of PD180 in the 160-192 ms interval in the 
Fusion_Diff waveforms for the two groups, and voltage maps showing the topography of 
the PD180 component in the two groups. 
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Figure 3.4 ERP differences between the SEE1 and SEE2 groups for the V1V2 stimulus. 
[A] ERPs to V1V2 averaged separately for the SEE1 group and the SEE2 group.  
Recordings are from left and right central (C1, 2) and occipital (O1, 2) sites. [B]  Voltage 
maps comparing the topography of the visual N1 component in the two groups. [C] Bar 
graphs comparing the mean amplitude of the N1 component in the 148-184 ms interval 
between the two groups in the ERPs to the V1V2 and V1 stimuli. 
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Figure 3.5 Estimated dipolar sources modeled using BESA and corresponding voltage 
topographies of the ERP components related to flash fusion in the SEE2 subject group. 
[A] Source model and topography of the PD180 component in the Fusion_Diff 
waveform. [B] Source models and topographies of the early (148-168 ms) and late (168-
188 ms) phases of the visual N1 component evoked by the V1V2 stimulus. Dipole models 
are shown on a standard fMRI rendered brain in Talairach space.  
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Figure 3.6 ERP differences between SEE1 and SEE2 trials for 15 subjects who had 
nearly equivalent numbers of SEE1/ SEE2 trials. [A] Fusion_Diff difference waves 
averaged separately for SEE1 and SEE2 trials. The SEE2-SEE1 trial double difference 
wave reflects differential neural activity elicited on the SEE2 trials vs. SEE1 trials. 
Recordings are from left and right central (C1,2) and occipital (O1,2) sites. [B] 
Topographical voltage map of the two major components, PD180diff and ND240OccDiff in 
the SEE2-SEE1 trial double difference wave.  
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Table 3.1 Mean amplitudes of ERP components in the difference waves associated with 
sound-induced flash fusion (Fusion_Diff) averaged over all 34 subjects. Components 
were measured over scalp sites of maximal amplitude. Significance levels of component 
amplitudes were tested with respect to the 100 ms pre-stimulus baseline.  
 

 ERP Component Amplitude 

(µV)

SEM 

(µV)

t(33) p <

Fusion_Diff PD180 (160-192ms) 0.61 0.16 3.88 0.0005

 ND240 (224-256ms) -0.79 0.18 -4.47 0.0001

 

 

Table 3.2 Component amplitudes in the Fusion_Diff waveforms and N1 amplitudes in 
the visual V1V2 and V1 waveforms for the SEE1 and SEE2 subject groups. Components 
were measured over scalp sites of maximal amplitude and tested for significance with 
respect to the 100 ms pre-stimulus baseline.  
 

ERP Comp-

onent 

SEE 1 grp. SEE2 grp. 

  Amp.

(µV)

SEM 

(µV)

t(16) p < Amp.

(µV)

SEM 

(µV) 

t(16) p <

PD180 0.22 0.21 1.07 n.s. 0.99 0.20 5.01 0.0002Fusion_

Diff ND24

0 

-0.74 0.28 -2.65 0.02 -0.84 0.22 -3.73 0.002

V1V2 N1 -0.47 0.22 -2.15 0.05 -1.25 0.29 -4.26 0.0007

V1 N1 -0.51 0.21 -2.47 0.03 -1.21 0.27 -4.45 0.0005
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Table 3.3 Talairach coordinates and corresponding brain regions of the dipole fits as 
modeled by BESA for the components in the Fusion_Diff and V1V2 waveforms for the 
SEE2 subject group, and also for the components in the SEE2-SEE1 trial double 
difference wave. Percent residual variance not accounted for by the model over the 
interval specified in parentheses is shown for each component. 
 

 ERP 

Component 

x 

(mm) 

y 

(mm) 

z 

(mm) 

Region Res. Var. (%)

Fusion_Diff 
SEE 2 

PD180 ± 45 -11 -9 Vicinity of 
Superior 
Temporal 
Gyrus (STG) 

3% 
(160-192 ms) 

N1 (148-168 

ms) 

± 41 -11 -1 Vicinity of 
STG 

V1V2 SEE 2 

N1 (168-188 

ms) 

± 39 -62 -7 Vicinity of 
Fusiform 
Gyrus 

5% 
(148-188 ms) 

PD180Diff ± 46 -6 -5 Vicinity of 
STG 

10% 
(172-200 ms) 

SEE2-SEE1 
trial double 
difference ND240OccDiff ± 29 -64 -1 Vicinity of 

Lingual 
gyrus 

4% 
(228-248 ms) 
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Chapter 4: Effect of Attention on Early Cortical Processes underlying the  

Sound-induced Extra Flash Illusion 

 

ABSTRACT 

When a single flash of light is presented interposed between two brief auditory 

stimuli separated by 60-100 ms, subjects typically report perceiving two flashes (Shams 

et al., 2000, 2002). Using event related potential recordings (ERP), we previously found 

that perception of the illusory extra flash was based on a very rapid dynamic interplay 

between auditory and visual cortical areas that was triggered by the second sound 

(Mishra et al., 2007). In the current study we investigated the effect of attention, as well 

as field of stimulus presentation (upper vs. lower) on the ERP correlates of the sound 

induced illusory flash in fifteen individuals who perceived the cross-modal illusion. All 

early ERP components in the crossmodal difference wave associated with the extra flash 

illusion were significantly enhanced by selective spatial attention. The earliest attentional 

modulation was an amplitude increase of the positive-going PD110/ PD120 component, 

which has been previously shown to have a significant correlation with the frequency of 

illusory percepts amongst individuals (Mishra et al., 2007). The polarity of the early 

PD110/ PD120 component did not differ as a function of the field of stimulus 

presentation. This, along with the source localization of the component, suggested that its 

principal generator lies in extrastriate visual cortex. These results indicate that the neural 

processes underlying the extra flash illusion are attention dependent and not the result of 

an automatic cross-modal integration process. 
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INTRODUCTION 

The natural world is multi-modal in its properties, and inter-sensory interactions 

in the brain are critical to the generation of coherent percepts and the control of 

subsequent behavior (reviewed in Stein and Meredith, 1993, Calvert, 2001, Amedi et al., 

2005, Macaluso and Driver, 2005). Within the audio-visual domain, numerous behavioral 

studies have shown that simultaneous auditory and visual inputs interact such that visual 

perception can be altered by audition and vice versa. For example, the perceived location 

of sounds is robustly altered by concurrent visual stimuli at a nearby location, known as 

the ventriloquism effect (Pick et al., 1969, Bertelson, 1999, Hairston et al., 2003, 

Vroomen and de Gelder, 2004, Bonath et al., 2007). Conversely, simultaneous 

presentation of sounds can strikingly alter visual perception (Stein et al., 1996, Sekuler et 

al., 1997, Fendrich and Corballis, 2001, Recanzone, 2003, McDonald et al., 2003, 2005). 

One of the better studied visual illusions induced by audition is that introduced by Shams 

and colleagues (2000, 2002), wherein a single brief flash presented interposed between 

two pulsed sounds separated by 60-100 ms generates the percept of two distinct flashes, 

of which the second is illusory.  

The neural basis of the extra illusory flash has been investigated in several 

physiological studies (Shams et al., 2001, 2005, Arden et al., 2003, Watkins et al., 2006, 

Mishra et al., 2007). Using ERP recordings Mishra et al. (2007) found that the cross-

modal interactions underlying the illusory flash phenomenon had a complex but distinct 

neural signature. An important component was identified in the cross-modal interaction 

waveforms, designated the PD120 component as it was a positive deflection that peaked 

at 120 ms after the onset of the first sound. PD120 was found to originate within visual 
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cortex, and its amplitude in an individual was predictive of the frequency with which that 

person perceived the extra flash illusion. Indeed, the PD120 was completely absent in 

subjects who did not perceive the illusion. The objective of the present study was to 

investigate two factors that may modulate this early visual ERP component and other 

neural processes that underlie the sound-induced extra-flash illusion. These factors were 

selective spatial attention and location of the stimulus within the visual field.  

Attention is known to amplify and enhance the processing of external stimuli to 

which it is allocated. Perceptual thresholds are lowered, reaction times are speeded and 

detection accuracy increases as a consequence of attention (e.g., Posner and Peterson, 

1990, Luck et al., 1994, Carrasco, 2006). These behavioral effects have been linked with 

increases in the neural response to attended stimuli relative to unattended stimuli, ranging 

from increased firing rates at the single neuron level (Reynolds and Chelazzi, 2004) and 

enhancement of sensory ERPs (Hillyard and Anllo-Vento, 1998, Hopfinger et al., 2004) 

to increased blood flow within sensory cortices (Hopfinger et al., 2000, Kastner and 

Ungerleider, 2000, Kastner and Pinsk, 2004). Investigation of the role of attention in the 

context of cross-modal stimuli has only recently been initiated (Teder-Salejarvi et al., 

1999, McDonald et al., 2001, 2003, Busse et al., 2005, Talsma and Woldorff, 2005, 

Molholm et al., 2007, Talsma et al., 2007a, b). These studies have found that attention 

may enhance cross-modal interactions as early as 100 ms after stimulus onset (Talsma 

and Woldorff, 2005), whereas the influence of attention spreads from one modality to 

another at later stages of processing beyond 200 ms (Busse et al., 2005, Molholm et al., 

2007).  
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The role of attention in modulating the neural processing that underlies audio-

visual illusions has been little investigated. Busse et al. (2005) studied the effect of 

attention in an experimental paradigm that simulated the ventriloquist illusion, but 

illusory perception was not measured as part of the study. The primary aim of the present 

study was to characterize the effect of attention on the audio-visual extra flash illusion 

discovered by Shams and colleagues (2000). To do so, stimuli were presented at two 

locations, one in the upper and one in the lower visual field, while subjects focused 

attention on only one of the locations at a time. The upper and lower visual field locations 

were chosen in order to help delineate the possible role of primary visual (striate) cortex 

in the generation of early cross-modal interaction components. It is well known that the 

earliest component of the visual evoked potential, the so-called C1 elicited at 50-90 ms, 

inverts in polarity for stimuli presented in the upper vs. the lower field, which supports 

the general consensus that the C1 originates in large part from striate cortex (Jeffreys, 

1968, Clark et al., 1995, Martinez et al., 2001, Di Russo et al., 2002, 2003). Following 

this logic, any ERP components associated with the extra flash illusion that were 

primarily located within the striate cortex may also exhibit such polarity inversion.  

  

MATERIALS & METHODS  

Task and Stimuli 

Fifteen right-handed healthy adults (8 females, mean age 21.4 yrs) participated in 

the study after giving written informed consent as approved by the University of 

California, San Diego Human Research Protections Program. Each participant had 

normal or corrected-to-normal vision and normal hearing. All subjects chosen for the 
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experiment perceived the sound-induced extra flash illusion as tested in a short 5 minute 

screen prior to the main experiment. Illusory perception threshold was set at 50% of the 

presented trials within the screen.  

The experiment was conducted in a sound-attenuated chamber having a 

background sound level of 32 dB and a background luminance of 2 cd/m2.   Subjects 

maintained fixation on a central cross positioned at a viewing distance of 120 cm. 

Auditory (A) and visual (V) stimuli were delivered from paired speakers and red light 

emitting diodes (LED), one pair in the upper visual field (UVF) and another in the lower 

visual field (LVF). The speaker/LED pairs were positioned at 20º eccentricity to the left 

of fixation and at 30º polar angle above and below the horizontal meridian (Fig. 1A). The 

eccentricity of the stimuli was the same as that used previously (Mishra et al., 2007). 

Each visual stimulus was a 5 ms 75 cd/m2 flash, and each auditory stimulus was a 10 ms 

76 dB noise burst.  

Six different stimulus combinations were presented one at a time to either the 

UVF or LVF in random order (Fig. 1B). Both the order of the combinations and field of 

presentation were randomized on each block of trials. The combinations included 

unimodal auditory stimuli, occurring in pairs (A1A2) and unimodal visual stimuli 

occurring singly (V1) or in pairs (V1V2). Bimodal stimulus combinations included 

A1V1A2 and A1A2V1. In this terminology, suffixes 1 or 2 denote the first or second 

occurrence of the auditory or visual component of each stimulus combination. Finally, 

blank or no-stimulus (no-stim) trials ERPs were recorded over the same epochs as for 

actual stimuli but with no stimulus presented. The timing of the A and V components for 

each stimulus combination is shown in Fig. 1B.  The SOA between the two stimuli in the 
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A1A2 and V1V2 pairs was 70 ms in every stimulus combination that included them.  The 

SOA between A1 and V1 was 10 ms for A1V1A2, and V1 followed A1 by 200 ms for 

A1A2V1. The A1A2V1 stimulus with the delayed flash did not produce an illusory second 

flash and thus served as a stimulus-matched behavioral control for the A1V1A2 test 

stimulus that did produce the illusion, thereby ensuring that reports of the visual illusion 

were not based on simply counting the number of sounds. 

Stimuli were presented in 16 blocks with 24 trials of each of the six stimulus 

combinations delivered in a randomized sequence (12 to the UVF and 12 to the LVF) on 

each block. All configurations occurred with equal probability and were presented at 

irregular intervals of 800-1200 ms. Within each block a 5 s break period of no stimulation 

was given every 30 s. Subjects were instructed to attend to the visual stimuli in either 

UVF or LVF on each block and report the number of flashes perceived (one or two) after 

each stimulus combination occurring in the attended field that contained one or two 

flashes. Subjects were instructed to ignore all stimuli in the unattended visual field, and 

no responses were required to the unimodal auditory stimuli. The order of attended 

blocks was counter-balanced across subjects. Overall, 192 trials were recorded for each 

attended as well as unattended stimulus combination in each visual field.  

 

Electrophysiological (ERP) Recordings 

The EEG was recorded from 62 electrode sites using a modified 10-10 system 

montage (Teder-Sälejärvi et al., 2005). Horizontal and vertical electro-oculograms 

(EOGs) were recorded by means of electrodes at the left and right external canthi and an 
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electrode below the left eye, respectively. All electrodes were referenced to the right 

mastoid electrode. Electrode impedances were kept below 5 kΩ. 

All signals were amplified with a gain of 10,000 and a bandpass of 0.1-80 Hz (-12 

dB/octave; 3dB attenuation) and were digitized at 250 Hz. Automated artifact rejection 

was performed prior to averaging to discard trials with eye movements, blinks or 

amplifier blocking. Signals were averaged in 500 ms epochs with a 100 ms pre-stimulus 

baseline.  The averages were digitally low-pass filtered with a Gaussian finite impulse 

function (3 dB attenuation at 46 Hz) to remove high frequency noise produced by muscle 

activity and external electrical sources. The filtered averages were digitally re-referenced 

to the average of the left and right mastoids.  

The three-dimensional coordinates of each electrode and of three fiducial 

landmarks (the left and right pre-auricular points and the nasion) were determined by 

means of a Polhemus spatial digitizer  (Polhemus Corp., Colchester, VT). The mean 

cartesian coordinates for each site were averaged across all subjects and used for 

topographic mapping and source localization procedures. 

Cross-modal interaction difference waves were calculated for the A1V1A2 

stimulus that generated the percept of the illusory extra flash by subtracting the ERPs 

elicited by the individual unimodal components of the bimodal configuration from the 

ERP elicited by the total configuration. This difference wave was termed Ill_Diff as it 

reflected the neural activity associated with the illusory second flash; the Ill_Diff was 

separately calculated for stimuli in the upper and lower visual fields and for both the 

attended and unattended conditions, as follows: 

Ill_Diff = [(A1V1A2) + no-stim] – [A1A2 +V1] 
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Four such difference waves were calculated: for attended stimuli in the UVF 

(Ill_DiffATT-UVF), for unattended stimuli in the UVF (Ill_DiffUNATT-UVF), for attended 

stimuli in the LVF (Ill_DiffATT-LVF), and for unattended stimuli in the LVF (Ill_DiffUNATT-

LVF).  

The blank or no-stimulus (no-stim) trials were included in the calculation of these 

cross-modal difference waves to balance any prestimulus activity (such as a negative 

going anticipatory CNV) that may extend into the post-stimulus period and was present 

on all trials. If the no-stim trials were not included such activity would be added once but 

subtracted twice in the difference wave, possibly introducing an early deflection that 

could be mistaken for a true cross-modal interaction (Teder-Sälejärvi et al., 2002; Talsma 

& Woldorff 2005; Gondan & Röder 2006). 

 The attention effects in each visual field were calculated by subtracting the 

unattended Ill_Diff wave from the attended Ill_Diff wave in UVF as well as LVF to yield 

attention double difference waves, as follows: 

Ill_DiffUVF double difference = Ill_DiffATT-UVF – Ill_DiffUNATT-UVF 

Ill_DiffLVF double difference = Ill_DiffATT-LVF – Ill_DiffUNATT-LVF 

 

Data Analysis 

ERP components observed in each Ill_Diff difference wave were first tested for 

significance with respect to the prestimulus baseline and compared by t-tests over all 

subjects (n=15). For all analyses difference wave components were quantified as mean 

amplitudes within specific latency windows around the peak for each identified positive 

difference (PD) or negative difference (ND) component with respect to the mean voltage 
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of a 100 ms prestimulus baseline. Components in the Ill_DiffUVF difference wave (both 

attended and unattended) were measured at 112-132 ms (PD120), 164-184 ms (PD180), 

and 240-260 ms (ND250). For the Ill_DiffLVF difference wave (again, both attended and 

unattended) components were measured at 104-124 ms (PD110), 164-184 ms (PD180), 

and 228-248 ms (ND240). Each of these components was measured as the mean voltage 

over a specific cluster of electrodes where its amplitude was maximal. The PD120 and 

PD110 components for stimuli in UVF and LVF respectively, were measured over 15 

occipital electrode sites (6 in each hemisphere and 3 over midline), PD180 amplitudes 

(for both UVF and LVF) were measured over fronto-central electrode clusters (8 in each 

hemisphere and 4 over midline), and the ND250/ND240 components were measured over 

a similar set of central electrodes (8 in each hemisphere). Components in the attention 

double difference waves were also characterized over the same electrode clusters as their 

counterparts in the Ill_Diff difference waves. 

Scalp distributions of ERP components in the Ill_Diff difference waves were 

compared after normalizing their amplitudes prior to ANOVA according to the method 

described by McCarthy and Wood (1985). For posteriorly distributed components 

(PD120/PD110) comparisons were made over 18 occipital electrode sites (7 in each 

hemisphere and 4 over midline). For the other components (PD180 and ND250/ND240) 

comparisons were made over 38 electrodes spanning frontal, central, parietal and 

occipital sites (15 in each hemisphere and 8 over midline).  Differences in scalp 

distribution were reflected in significant stimulus condition (ATT vs. UNATT or UVF vs. 

LVF) by electrode interactions.  
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Modeling of ERP Sources 

Source localization was carried out to estimate the intracranial generators of 

components in the grand-averaged difference waves within the same time intervals as 

those used for statistical testing. Source locations were estimated by dipole modeling 

using BESA (Brain Electrical Source Analysis 2000, version 5). The BESA algorithm 

estimates the location and the orientation of multiple equivalent dipolar sources by 

calculating the scalp distribution that would be obtained for a given dipole model 

(forward solution) and comparing it to the actual scalp-recorded ERP distribution 

(Scherg, 1990). The algorithm interactively adjusts (fits) the location and orientation of 

the dipole sources in order to minimize the relative variance (RV) between the model and 

the observed spatio-temporal ERP distribution. This analysis used the three-dimensional 

coordinates of each electrode site as recorded by a spatial digitizer. Symmetrical pairs of 

dipoles were fit sequentially to the components of interest; dipole pairs were constrained 

to be mirror-symmetrical with respect to location but were free to vary in orientation.  

To visualize the anatomical brain regions giving rise to the different components 

the locations of BESA source dipoles were transformed into the standardized coordinate 

system of Talairach and Tournoux (1988) and projected onto a structural brain image 

supplied by MRIcro (Rorden and Brett, 2000) using AFNI (Analysis of Functional 

NeuroImaging: Cox, 1996) software.   

 

Trial based Analysis 

A trial-by-trial analysis of the ERPs elicited in association with the illusory 

second flash in the UVF and LVF attended Ill_Diff waveforms was performed by 
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separating the A1V1A2 trials on which subjects reported seeing the illusory second flash, 

(Ill_DiffATT-UVF/SEE and Ill_DiffATT-LVF/SEE trials) from trials on which the illusion was not 

perceived (Ill_DiffATT-UVF/NOSEE and Ill_DiffATT-LVF/NOSEE trials). To isolate ERP activity 

associated with seeing the illusory second flash, the double difference waves, Ill_DiffATT-

UVF/SEE-NOSEE and Ill_DiffATT-LVF/SEE-NOSEE were generated for every subject. The main 

component in these two double difference waves was measured at 136-160 ms (ND150). 

This components was quantified as the mean voltage over the same fronto-central 

electrode clusters as those used to measure PD180 in the Ill_Diff waveforms (see Data 

Analysis section).  

 

Frequency domain Analysis 

To analyze differences in oscillatory cortical activity between trials on which the 

illusion was seen vs. not seen, the single trial EEG signal on each channel for A1V1A2ATT-

UVF/SEE, A1V1A2ATT-UVF/NOSEE, A1V1A2ATT-LVF/SEE and A1V1A2ATT-LVF/NOSEE trials was 

convolved with Morlet wavelets in a 2 sec window centered at stimulus onset. 

Instantaneous power and phase were extracted at each time point over 91 frequency 

scales from 0.6 to 101 Hz incremented logarithmically (Lakatos et al., 2005). The square 

root of the power values were averaged over single trials to yield the total average 

spectral amplitude (in uV). The average spectral amplitude at each time point and 

frequency was baseline corrected by subtracting the average spectral amplitude in the -

300 to -50 ms pre-stimulus interval (corrected separately for each frequency band) 

(Tallon-Baudry et al., 1998). The phase locking index across trials was calculated by 
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normalizing the complex wavelet decomposition on every trial by its absolute value, and 

averaging this quantity over all trials.  

Significant differences in spectral amplitude between trials on which the illusion 

was seen vs. not seen were tested within the 20-50 Hz frequency range over the occipital 

scalp in order to investigate spectral modulations similar to those previously reported 

(Mishra et al., 2007). Specific differences were analyzed using ANOVA (Kiebel et al., 

2005) within an interval spanning the illusion seen vs. not-seen differences at 90-120 ms 

in the 25-35 Hz frequency range.  

 

RESULTS 

Behavioral results 

Subjects indicated by pressing one of two buttons the number of flashes perceived 

(one or two) in each stimulus combination in the attended field that contained flashes. 

Mean percentages of responses on which two flashes were reported over all 15 subjects 

are given in Fig. 2 and corresponding reaction times in Table 1. Subjects reported 

perceiving an illusory second flash on an average of 47% and 45% of the A1V1A2 

attended trials in UVF and LVF respectively. Subjects responded accurately to both 

unimodal visual stimuli (V1 and V1V2)  and to the bimodal control stimulus (A1A2V1). 

For all stimuli, there were no significant differences in behavioral performance between 

stimuli presented in the upper vs. the lower visual field either for detection rates (UVF vs. 

LVF : F(1,14) = 1.79, p = n.s.) or for reaction times (UVF vs. LVF : F(1,14) = 2.17, p = 

n.s.).  
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 Reaction times differed significantly across stimulus conditions (F(3,42) = 17.98, 

p< 0.0001). Reaction times on unimodal double flash trials were found to be significantly 

faster than reaction times on single flash trials in both visual fields (V1V2 vs. V1: F(1,14) 

= 27.30, p < 0.0002). Reaction times on bimodal A1V1A2 trials on which two flashes 

were perceived vs. when only a single flash was seen were not significantly different 

overall (F(1,14) = 0.55, p = n.s.). For A1V1A2 stimuli in the lower field, however, a trend 

similar to unimodal flash trials with faster reaction times on illusory trials (on which two 

flashes were seen) was observed (Visual Field x Illusory trials interaction: F(1,14) = 4.96, 

p< 0.05) 

  

ERP Results 

The grand-averaged ERPs (over all 15 subjects) elicited by the attended as well as 

unattended illusion-inducing A1V1A2 stimulus and by its unimodal components, V1 and 

A1A2 are shown for presentations in the UVF and LVF in Fig. 3 and 4, respectively. The 

unimodal stimuli showed the typical pattern of ERP components. Visual ERPs to V1 had 

characteristic P1 (120 ms), N1 (180 ms) and P2 (200 ms) components with maxima at 

posterior electrode sites, and an earlier N1 (165 ms) at anterior sites. The ERPs to A1A2 

included auditory-evoked P1 (60 ms), N1 (105 ms) and P2 (180 ms) components with 

maxima at fronto-central electrode sites. It should be noted that the sharp positive-going 

deflection that peaks at around 20 ms was produced by the sound evoked post-auricular 

(P.A.) muscle reflex (Picton et al., 1974) recorded at the mastoid reference site. 

For the unimodal stimuli, attention effects on ERP components were only found 

within the visual modality, with both the P1 and N1 components being enlarged to visual 
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stimuli in the attended field (see supplementary table S1). Scalp distributions and source 

localizations of the attention effects on visual P1 and N1 components are characterized in 

the supplementary section (see supplementary Fig. S1) and were consistent with visual 

attention effects found in previous studies (Martinez et al., 2001, 2006, 2007, Di Russo et 

al., 2002, 2003). It was not surprising that no attention effects were found on auditory 

ERPs, as the task demands did not require paying attention to the auditory modality. For 

the bimodal A1V1A2 stimuli, the attended ERPs showed a larger positivity  relative to the 

unattended waveforms within the 120-150 ms time range over occipital electrode sites. 

The attention differences for the bimodal stimuli were not further characterized in these 

ERPs, however, as the effect of attention on the auditory and visual components of the 

configuration could not be separated from the attention effects on the cross-modal 

interaction of the unimodal components. Hence, in subsequent analyses cross-modal 

difference waves were calculated (see Methods), and attention effects on the cross-modal 

interaction components therein were analyzed.  

The cross-modal interaction difference waves for the A1V1A2 stimuli were 

calculated for both upper and lower visual fields and for both attended and unattended 

conditions (Fig. 5). For the attended difference waves, Ill_DiffATT-UVF and Ill_DiffATT-LVF, 

the earliest significant components were prominent positivities at occipital sites that 

extended over the interval 100-150 ms. These positivities were quantified around their 

early peaks, PD120 in the 112-132 ms time interval for UVF and PD110 in the 104-124 

ms latency for LVF, respectively. The PD120/PD110 deflections were followed by a 

larger positivity peaking at 180 ms over anterior sites in both attended UVF and LVF 

waveforms, termed PD180. The PD180 also extended posteriorly to the O1/O2 sites at 
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reduced amplitude. The final components characterized within the attended Ill_Diff 

waves were negativities within the 240-260 ms interval (ND250) in UVF and the 228-

248 ms interval (ND240) in LVF. The amplitudes and significance of these components 

with respect to the pre-stimulus baseline are given in Table 2. For the PD120/ PD110 

components a significant correlation with behavior was not found (UVF: r(13) = 0.11, p 

= n.s., LVF: r(13) = 0.21, p = n.s.). As in our previous study, components occurring after 

300 ms were not analyzed because of the likelihood that neural activity related to 

decision making and response preparation would be confounded with activity related to 

cross-modal interaction and perceptual processing (Mishra et al., 2007).  

 The difference wave components in the unattended waves, Ill_DiffUNATT-UVF and 

Ill_DiffUNATT-LVF, were characterized in the same time intervals as the components in the 

attended difference waveforms. The amplitudes and significance levels of these 

components relative to baseline are also given in Table 2. The early PD120/PD110 

components did not reach significance in the unattended waveforms, while the later 

PD180 and ND250/ND240 components were significantly diminished relative to their 

attended counterparts. PD180 in the Ill_DiffUNATT-LVF waveforms and ND250 in the 

Ill_DiffUNATT-UVF waves also did not reach statistical significance.  

The scalp voltage distributions of the attended and unattended Ill_Diff wave 

components in UVF and LVF are shown in Fig. 6. Both PD120 and PD110 attended 

components in UVF and LVF respectively, had occipital scalp distributions. The right 

hemispheric preponderance of PD120 in the Ill_DiffATT-UVF wave did not reach 

significance (F(1,14)=3.24, p = n.s.), nor did the slight left laterality of PD110 in 

Ill_DiffATT-LVF (F(1,14)=3.36, p = n.s.). The topographies of the unattended components 
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in the PD120/PD110 latency ranges are shown (Fig. 6A), but their amplitudes did not 

reach statistical significance, as mentioned above. For the PD120/PD110 components 

there was a significant effect of attention for both UVF and LVF stimuli (graphed in Fig. 

6A). The subsequent PD180 had a fronto-central distribution in the Ill_DiffATT-UVF, 

Ill_DiffATT-LVF and Ill_DiffUNATT-LVF difference waves with a non-significant right 

hemispheric preponderance. For the Ill_DiffUNATT-UVF waveform, however, the 

topography of PD180 was shifted posteriorly to centro-parietal sites. Although we have 

no explanation for this shift in scalp distribution, we note that a similar shift in 

topography was also reported in a previous study comparing attended and unattended 

cross-modal difference waves (Talsma and Woldorff, 2005). The attention effect on 

PD180 was significant for both UVF and LVF stimuli (Fig. 6B). Lastly, the ND250 

(UVF) and ND240 (LVF) components had prominent fronto-central distributions with a 

significant attention effect in both visual fields (Fig. 6C). 

The scalp topographies of the above Ill_Diff wave components were statistically 

compared between the attended and unattended conditions and for the two visual field 

locations following normalization according to the method of McCarthy & Wood (1985). 

Comparisons were made in an omnibus ANOVA with visual field location (UVF vs. 

LVF), attention (ATT vs. UNATT) and electrodes as factors for each difference wave 

component. The topographies of the attended PD120 and PD110 components in UVF and 

LVF respectively, were found to differ from one another (Visual Field x Electrode 

interaction: F(17, 238) = 2.73, p < 0.0004). The attended PD120/ PD110 topographies 

differed from their unattended counterparts (Attention x Electrode interaction: F(17, 238) 

= 3.57, p < 0.0001), which was expected as the scalp distributions of the latter were at 
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noise levels. However, no differences in spatial topography were found with respect to 

attention exclusive to one or the other visual field as reflected by the non-significant three 

way interaction of Visual Field x Attention x Electrodes (F(17,238) = 0.51, p = n.s.). For 

the PD180 component, the spatial topography of the component in the Ill_DiffUNATT-UVF 

wave differed from the other three PD180 topographies (Fig. 6B) as reflected in the 

significant Visual Field x Attention x Electrode interaction (F(37, 518) = 1.66, p < 0.02) 

and the significant post-hoc Attention x Electrode interaction (F(37, 518) = 2.01, p < 

0.0006) in the upper visual field. Other post-hoc topography comparisons for the PD180 

with respect to attention in the lower visual field, and comparison of attended 

topographies in the two visual fields did not differ. Lastly, the ND250 component did not 

show topographic differences either with respect to visual field (Visual Field x Electrode 

interaction: F(37, 518) = 1.27, p = n.s.) or attention (Attention x Electrode interaction: 

F(37, 518) = 1.35, p = n.s.). 

In order to characterize further the effects of attention on these cross-modal 

interactions, double difference waves were calculated for each visual field subtracting the 

unattended from the attended Ill_Diff waveforms (see Methods). Fig. 7 shows the 

waveforms resulting from this subtraction. All components characterized in the Ill_Diff 

difference waves above could be identified as significant components in the double 

difference waves: PD120diff, PD180diff and ND250diff in the Ill_DiffUVF double difference 

wave and PD110diff, PD180diff and ND240diff in the Ill_DiffLVF double difference wave. 

The amplitudes of these components and their significance with respect to the pre-

stimulus baseline (i.e., the significance of the attention effect) are provided in Table 3. 
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The size of the attention effects in the upper vs. lower visual fields did not differ for any 

component.  

The scalp topographies of the double difference wave components are shown in 

Fig. 8. The distributions of the attention effects on each component were compared in the 

UVF vs. LVF following normalization according to the method of McCarthy & Wood 

(1985). The voltage topography of PD120diff (UVF) was found not to significantly differ 

from that of PD110diff (LVF) (Visual Field x Electrode interaction: F(17, 238) = 0.67, p = 

n.s). However, the later components did differ in topography in the UVF vs. LVF 

(PD180diff: Visual Field x Electrode interaction: F(37, 518) = 1.84, p = 0.003, and 

ND250/240diff: Visual Field x Electrode interaction: F(37, 518) = 1.59, p = 0.02).  

 

Source Analysis 

The neural generators of the significant components identified in the Ill_Diff 

attended and unattended difference waves as well as the attention double difference 

waves in the upper and lower visual field locations were modeled using dipole source 

localization. Pairs of dipoles were fit to the scalp topographies of the components using 

the BESA algorithm (Scherg, 1990). The location of the BESA dipoles were transformed 

into the standardized coordinate system of Talairach and Tournoux (1988) and 

superimposed on the rendered cortical surface of a single individual’s brain (Fig. 9). 

Talairach coordinates of the dipole pairs and an estimate of their goodness of fit as 

reflected by residual variance are listed in Table 4 and 5. 

In the upper visual field, the earliest components, PD120 in the Ill_DiffATT-UVF 

difference wave and PD120diff in the Ill_DiffUVF double difference wave, were both 
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localized to ventral-lateral extrastriate cortex in the region of the fusiform gyrus (Fig. 

9A). The dipole in the right hemisphere accounted for greater component variance than 

the left hemisphere dipole. In the lower visual field, PD110 and PD110diff, the 

corresponding attended and attentional difference components in the Ill_DiffATT-LVF 

difference wave and the Ill_DiffLVF double difference wave, respectively, also localized 

to lateral extrastriate visual cortex approximately 10-15 mm dorsal to the 

PD120/PD120diff dipoles. The left and right hemisphere dipoles accounted for equivalent 

variance in the case of the LVF dipole fits. The later components, both PD180 and 

ND250/ND240 in the attended, unattended and attentional difference waveforms were 

consistently localized to the region of the superior temporal polymodal cortex (Fig. 9B, 

C).  There were no marked differences in the dipole localizations for these later 

components between stimuli in the upper versus lower visual field locations. The 

variability in scalp distributions for the same component in the attended, unattended and 

attentional difference waveforms (Fig. 6 and 8) could be accounted for by different 

orientations of the underlying source dipoles, as opposed to differences in dipole location.  

 

Trial based Analysis       

A trial-by-trial analysis was conducted that compared the Ill_DiffATT-UVF and the 

Ill_DiffATT-LVF waveforms on trials where the extra flash illusion was reported (SEE 

trials) versus those on which it was not seen (NO-SEE trials). The SEE and NOSEE 

difference waves in both UVF (Fig. 10A) and LVF (Fig. 10B) differed significantly from 

each other in the 136-160 ms latency, as evident in an overall ANOVA over both VFs 

(F(1,14) = 9.19, p < 0.009). These differences could be seen in the SEE-NOSEE trials 



 129

difference waveforms as a negative component peaking at 150 ms (ND150), which was 

significant in UVF (t(1,14) = 2.31, p< 0.04) as well as in LVF (t(1,14) = 2.67, p< 0.02). 

The ND150 components in both UVF and LVF had amplitude maxima over fronto-

central sites, while no differences between trials were found to be significant over 

occipital electrodes. The scalp topographies of the ND150 components in UVF and LVF 

are shown in Fig. 11A. The generators of the ND150 in the UVF were localized using 

BESA dipole fits to the anterior region of the superior temporal gyrus, while the LVF 

dipoles were relatively more posterior in the superior temporal area in the vicinity of the 

auditory cortex (Table 5, Fig. 11 B).  

 

Frequency domain Analysis 

Differences in oscillatory cortical activity between attended SEE and NO-SEE 

trials were analyzed over all subjects in both visual field locations using a Morlet wavelet 

decomposition in the time-frequency domain. A very early burst of enhanced spectral 

amplitude (or enhanced power: EP) was observed at 25-50 Hz on all channels; this effect 

could be attributed to the short latency (10-15 ms) reflex contraction of the post-auricular 

muscle affecting the mastoid reference electrode (“post-auricular reflex” in Fig. 12). SEE 

vs. NO-SEE trial differences were specifically compared at occipital electrodes where 

robust differences had been previously observed in the 25-35 Hz frequency range at a 

latency of 100-150 ms (Mishra et al., 2007). Over this frequency range and the 90-130 ms 

time interval, spectral amplitude differences could be qualitatively seen between SEE and 

NO-SEE trials over both UVF and LVF, with greater cumulative spectral power over 

SEE trials. The spectral amplitude within the region of interest was significant for SEE 
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trials at the occipital O2 electrode shown in Fig. 12 for both UVF (Amp. = 0.42 ± 0.18, 

t(14) = 2.28, p < 0.04) and LVF (Amp. = 0.45 ± 0.17, t(14) = 2.35, p < 0.04) but not for 

NO-SEE trials (UVF: Amp. = 0.32 ± 0.17, t(14) = 1.81, p = n.s.; LVF: Amp. = 0.25 ± 

0.17, t(14) = 1.46, p = n.s.). However, the difference between the SEE and NO-SEE 

spectral amplitudes over an occipital electrode cluster as defined in our previous study 

(Mishra et al., 2007) was not significant (UVF: F(1,14) = 0.002, p = n.s., LVF: F(1,14) = 

0.02, p = n.s). This insignificant result may be attributed to the low signal to noise levels 

in the SEE/ NO-SEE trial sets consisting of fewer than 100 trials per set per subject in the 

present experiment.  

 

DISCUSSION  

The present study investigated the effect of attention on neural interactions that 

underlie the cross-modal (audio-visual) extra flash illusion. Subjects perceived the cross-

modal A1V1A2 stimulus as containing an illusory second flash on an average 44-46% of 

attended trials in both the upper and lower peripheral visual field locations. The cross-

modal interaction underlying the extra flash illusion was calculated by subtracting the 

ERPs elicited by the unimodal components (V1 and A1A2) from the ERPs to the cross-

modal combination (A1V1A2) for each spatial location and attended state. This interaction 

difference wave associated with the illusion was termed Ill_Diff. For both upper and 

lower visual field stimuli, the components identified in Ill_Diff included PD120 (PD110 

in the lower field) that originated from ventral occipito-temporal extrastriate visual 

cortex, followed by PD180 and ND250 (ND240 in lower field), both of which had 

sources within superior temporal polymodal cortex. These difference wave components 
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were the same as those previously characterized in a study of the neural basis of the 

illusion (Mishra et al., 2007). In the present study, PD120/ PD110 were not found to 

invert in polarity for upper vs. lower visual field stimulus presentations, confirming that 

the principal generators of these components lay outside of striate cortex. The PD120/ 

PD110 components were also found to be attention dependent, as they were reduced to 

non-significant levels in the non-attended visual field. The trial-by-trial analysis of the 

attended Ill_Diff waveforms revealed an enlarged negativity, ND150 with underlying 

sources within superior temporal cortex, that differentiated trials on which the extra flash 

illusion was seen vs. not seen. The illusion was thus found to depend on a sequence of 

neural events that included an early attention-dependent enhancement in extrastriate 

visual cortex followed by a trial specific modulation within superior temporal area that 

accompanied the illusory percept.  

The presence of the early PD120 (PD110) component in the illusory difference 

waveforms replicated the observations in our previous study (Mishra et al., 2007) that 

characterized the neural correlates of the sound-induced extra flash illusion. In that study 

the amplitude of the early PD120 component was found to positively correlate with the 

proportion of trials on which an individual subject perceived the illusion. Since 

individuals who did not perceive the illusion were excluded from the present study, the 

PD120 amplitude was not found to fluctuate much across subjects and hence, a 

significant correlation with behavior could not be shown. The present study revealed a 

new aspect of the PD120, that attention is a prerequisite for the generation of this early 

visual component. When the A1V1A2 stimulus was ignored in either visual field, the 

PD120 component was not elicited in the interaction difference waves. This is the first 
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report to our knowledge, of an attention effect on cross-modal interactions in sensory 

specific cortex. In our previous study (Mishra et al., 2007), although explicit instructions 

to attend were not provided, subjects needed to maintain attention to all stimuli in order 

to make perceptual judgments for every stimulus that contained a flash. Taken together, 

our previous and current investigations suggest that the PD120 component is prevalent 

amongst subjects who frequently perceive the extra-flash illusion and when attention is 

specifically directed towards the multi-modal stimuli.  

The neural generators of the PD120 component in the upper as well as lower 

visual field (PD110) were found to localize to ventral lateral extrastriate visual cortex 

near the fusiform gyrus. The PD110 to lower field stimuli localized about 10-15 mm 

dorsal to the PD120 generators for upper field stimuli. This difference might be 

accounted for by differential activation of retinotopic visual areas as a function of 

stimulus location, but this cannot be confirmed because the dipole fitting technique used 

to estimate the sources has spatial localization error within this range. The PD120/ PD110 

generators in the present study were also found to lie about 15 mm more anterior to the 

PD120 source foci in the previous study (Mishra et al., 2007). This difference might be 

attributed to the different source localization techniques used in the two studies (a 

distributed minimum-norm approach in Mishra et al. (2007) and dipole modeling in the 

present analysis) or simply to localization error. Alternatively, the new variables in the 

present study: selective spatial attention and stimulus location in the upper/ lower fields 

instead of at the horizontal meridian, may also have contributed to the localization 

differences between the two studies. In any case, the lack of a polarity inversion of the 
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PD120 component in the upper vs. lower field comparison in the present study provides 

strong evidence that its predominant generator site lies outside of striate cortex.  

Since the PD120 (/PD110) is a rapidly generated component, emerging within 30-

60 ms after onset of the second sound (A2) within the A1V1A2 stimulus, we previously 

hypothesized that direct connections between auditory and visual areas may be 

responsible for its generation (Mishra et al., 2007). Such connections have been 

characterized in recent years in anatomical labeling studies in primates (Falchier et al., 

2002, Rockland and Ojima, 2003, Clavagnier et al., 2004) and have been shown to be 

denser in visual areas higher in the visual hierarchy than primary cortex. This anatomy is 

consistent with the localization of the PD120 to lateral extrastriate visual cortex. 

Furthermore, it is unlikely that the PD120 component could be driven via feedback from 

higher areas such as multisensory (superior temporal) cortex, given that feedback usually 

has a slower time course and there was no ERP evidence to suggest modulation of 

polymodal cortex prior to the PD120/ PD110. Interestingly, the attended PD120 (/PD110) 

within the present study localized to an extrastriate cortical region within the ventral 

visual stream where activity has been shown to be modulated by attention in numerous 

ERP and fMRI studies (Kastner et al., 1998, Corbetta et al., 2000, Hopfinger et al., 2000, 

Martinez et al., 2001, 2006, 2007). This suggests that the neural populations in visual 

cortex that are modulated by top-down attention are also the substrates of direct input 

from cross-sensory (auditory) cortices. In any case early cross-modal modulation 

highlights the intimate link between processing in different sensory streams as is being 

increasingly found in studies of multisensory integration (Schroeder and Foxe, 2005, 

Driver and Noesselt, 2008).  
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Beyond the PD120 component, two large components were found within the 

interaction difference waveforms, PD180 and ND250 (ND240 in the lower field), as had 

been characterized in our previous study (Mishra et al., 2007). The attended and 

unattended counterparts of these components as well as the attention effects (attended 

minus unattended component) were consistently best fit by dipole pairs in the superior 

temporal region. Some of these components, however, such as the PD180 for upper field 

stimuli showed distinctly different spatial topographies in the attended vs. unattended 

waveforms. The unattended PD180 in this case had a centro-parietal distribution different 

from the fronto-central distribution for the attended PD180. We have no current 

explanation for this shift in topography with attention, we note that a similar attention 

related shift was seen for the same component in a previous study of attention to audio-

visual stimuli (Talsma and Woldorff, 2005). That the dipole fits to these differing scalp 

distributions were localized in close proximity to one another in superior temporal area 

can be accounted for by the very different orientations observed for the dipole sources. 

Alternatively, as 10-15% of the residual variance was not accounted for by the source 

models of the late components,  it is possible that additional cross-modal brain regions, 

such as the inferior frontal region that was previously found as a secondary source for the 

PD180 (Mishra et al., 2007) or parietal cortex (reviewed in Driver and Noesselt, 2008), 

could be involved to some extent in generating the different topographies. Future studies 

using functional imaging in conjunction with ERPs could help delineate the underlying 

anatomical bases of these subtle differences in the effects of attention on multisensory 

interactions.   
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In our previous study (Mishra et al., 2007), the later components were not found 

to be correlated with illusory perception either between subjects or on a trial by trial 

basis. Further, the later components were present in the interaction difference waves to 

other cross-modal control stimuli in that study (A1V1 and A1V1A2V2), and have been 

previously noted in many other cross-modal ERP investigations (Teder-Sälejärvi et al., 

2002, 2005; Molholm et al., 2002; Talsma & Woldorff 2005). These findings, along with 

the source localization of the later components to the superior temporal area which is a 

ubiquitous polymodal region (Calvert, 2001), corroborate the notion that PD180 and 

ND250 (/ND240) reflect very general aspects of cross-modal interaction.  

In the present study the later components were also found to be manipulable by 

attention, with reduced amplitudes in the unattended waveforms. These results suggest 

that attention can significantly affect the process of multisensory integration and is in line 

with many previous investigations of the interaction between attention and cross-modal 

processing (Hillyard et al., 1984, Eimer and Schroger, 1998, Teder-Sälejärvi et al., 1999, 

Mc Donald et al., 2001, 2003, Talsma and Kok, 2002, Talsma and Woldorff, 2005). The 

present results most closely parallel the ERP findings by Talsma and Woldorff (2005), 

who studied the effects of attention on crossmodal interaction difference waves to simple 

audio-visual stimuli. Their experimental paradigm required attending to both auditory 

and visual components of an audio-visual stimulus at a given spatial location. In our task 

subjects did not need to pay attention to the auditory stimulus component, as only flashes 

were counted on the attended audio-visual trials. Yet the similarity of the 

electrophysiological results in these two studies suggests that visual spatial attention 
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(rather than auditory attention) was predominantly modulating the cross-modal 

integration processes.    

Overall attention was found to influence both early and late stages of cross-modal 

processing associated with the audio-visual extra flash illusion, starting at around 100 ms 

after the onset of the visual stimulus. This is consistent with the sensory gain control 

mechanism of visual-spatial attention (Hillyard et al., 1998), which modulates the early 

P1 component (80-120 ms) as well as later components. The present results also imply 

that the extra flash illusion may not be an automatic multisensory integration process. 

This is in contrast with the ventriloquist effect, an auditory illusion influenced by vision 

that is reportedly not modulated by spatial attention (Bertelson, 1999, Bertelson et al., 

2000, Vroomen et al., 2001a,b). For audio-visual stimulus configurations that induce the 

ventriloquist effect, however, ERPs to the auditory stimulus are enhanced when the 

associated visual stimulus is attended (Busse et al., 2005). Thus, at the neural level these 

reciprocal cross-modal illusions are both subject to modulation by attention.  

In the trial by trial analysis, the cross-modal interaction Ill_Diff waves revealed 

an enlarged negativity (ND150) on trials when the illusion was perceived vs. not 

perceived. The ND150 was localized to the anterior region of the superior temporal 

cortex for stimuli in the upper field and somewhat more posteriorly (near the auditory 

cortex) for stimuli in the lower field. The trial by trial analysis did not yield any ERP 

differences over occipital cortex. In our previous study (Mishra et al., 2007), difference 

wave components were similarly found on trials where the illusion was perceived within 

a latency range of 100-150 ms (ND110 and ND130). These components also had neural 

generators localized to the superior temporal gyrus in the vicinity of auditory cortex, and 
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again no trial-specific ERP modulation of visual cortex was found. While the present 

trial-by-trial results generally replicate the previous findings, there are minor differences 

in timing and source localization that could be due to the many differences between the 

studies such as change in task demands from general attention to selective attention, 

different stimulus positions, and different source localization procedures. It should also 

be noted that the signal to noise ratio in the present study was nearly half of that in the 

previous study, as ERPs were recorded for both attended and unattended trials within the 

same experimental time constraints. Thus the data recorded in the present study was not 

particularly well-suited for a statistically robust trial by trial analysis. The lower signal to 

noise ratios of the present study may also have contributed to the failure to find frequency 

domain modulations of gamma power over occipital sites that were qualitatively 

observed but did not attain statistical significance as in our previous study (Mishra et al., 

2007). 

In summary, we found that the multisensory integration processes underlying the 

cross-modal auditory-induced extra flash illusion are significantly enhanced by selective 

spatial attention. The earliest modulation by attention was found at 100-130 ms within 

ventral occipito-temporal extrastriate visual cortex on a component (PD120/ PD110) that 

was previously shown to predict the frequency with which individuals perceived the 

illusion (Mishra et al., 2007). The generation of this critical component was found to be 

attention dependent in that no PD120 was generated on unattended trials. Concurrent 

with the latency range of the PD120, illusory trials were associated with a modulation of 

superior temporal activity (136-160 ms). These findings suggest that the illusion is the 

result of a rapid interplay between unisensory and multisensory cortical sites, and that 
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these neural processes are crucially attention dependent and not the result of an automatic 

integration process. 
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Figure 4.1 Overview of experimental design [A] Schematic diagram of experimental set-
up [B] Listing of the six different stimulus configurations, which were presented to either 
the upper or lower visual field. Both the order of stimuli and the field of stimulation were 
randomized. Abscissa indicates times of occurrence of auditory (open bars) and visual 
(solid bars) stimuli. Auditory (A) and visual (V) stimuli are labeled 1 or 2 to designate 
their first or second occurrence in each configuration. 
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Figure 4.2 Behavioral performance comparisons in the upper (UVF) and lower visual 
fields (LVF) for all experimental stimuli that contained flashes.  
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Figure 4.3 Grand-average ERP comparisons for the attended and unattended bimodal 
A1V1A2 stimulus and its unimodal components V1 and A1A2 presented in UVF. [A] ERPs 
elicited by the illusion-inducing A1V1A2 stimulus when attended (ATT) and unattended 
(UNATT) [B] Corresponding ERPs as in [A] for the unimodal V1 stimulus [C] 
Corresponding ERPs as in [A] for the unimodal A1A2 stimulus. Recordings are from left 
and right fronto-central (FC1,2) and occipital (O1,2) sites.  
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Figure 4.4 Grand-average ERP comparisons for the attended and unattended bimodal 
A1V1A2 stimulus and its unimodal components V1 and A1A2 presented in LVF. [A] ERPs 
elicited by the illusion-inducing A1V1A2 stimulus when attended (ATT) and unattended 
(UNATT) [B] Corresponding ERPs as in [A] for the unimodal V1 stimulus [C] 
Corresponding ERPs as in [A] for the unimodal A1A2 stimulus. Recordings are from left 
and right fronto-central (FC1,2) and occipital (O1,2) sites.  
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Figure 4.5 Grand-average Ill_Diff difference waves that reflect the cross-modal 
interactions within the illusion-inducing A1V1A2 bimodal stimulus when attended (ATT) 
and unattended (UNATT). [A] Attended and unattended Ill_Diff difference waves in the 
upper visual field. [B] Corresponding difference waves as in [A] in the lower visual field. 
Recordings are from left and right fronto-central (FC1, 2) and occipital (O1,2) sites.  
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Figure 4.6 Topographical voltage maps of the three major components [A,B,C] in the 
Ill_DiffATT and Ill_DiffUNATT difference waves for UVF in the left column and LVF in the 
right column shown in top or back views as per sites of maximal component amplitudes. 
Bar graphs next to the voltage maps depict the cumulative amplitude differences between 
the attended and unattended components.  
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Figure 4.7 Grand-average Ill_Diff double difference waves that reflect the attention 
effects on the cross-modal interactions within the illusion-inducing A1V1A2 bimodal 
stimulus [A] in the upper field (UVF) and [B] in the lower field (LVF). Recordings are 
from left and right fronto-central (FC1, 2) and occipital (O1,2) sites. 
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Figure 4.8 Topographical voltage maps of attention effects on the three major 
components [A,B,C] in the Ill_DiffUVF and Ill_DiffLVF difference waves in the left and 
right column respectively, shown in top or back views as per sites of maximal component 
amplitudes. 
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Figure 4.9 Estimated dipole sources modeled using BESA for the three sets of 
statistically significant components [A,B,C] in the grand-average Ill_Diff attended, 
unattended and attentional difference waveforms for UVF in the left column and LVF in 
the right column. Results are shown on a standard fMRI rendered brain in Talairach 
space.  
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Figure 4.10 ERP differences between attended Ill_Diff trials on which the extra flash 
illusion was seen (SEE) vs. not seen (NO-SEE) [A] in the upper field (UVF) and [B] in 
the lower field (LVF). Recordings are from left and right fronto-central (FC1,2) and 
occipital (O1,2) sites.  
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Figure 4.11 Topographical voltage maps and dipole sources of the main trial-specific 
component, ND150 in the SEE-NOSEE trials double difference wave shown for UVF in 
the left column and LVF in the right column.  
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Figure 4.12 Frequency domain activity associated with perception of the sound induced 
illusory flash. [A] Time-frequency representation of the total average spectral amplitude 
on attended SEE trials and NO-SEE trials in UVF from an occipital electrode (O2). [B] 
Corresponding time-frequency representations as in [A] in LVF. 
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Figure 4.S1 Topographical voltage maps and BESA dipole fits for the P1 and N1 visual 
ERP components elicited by a single flash (V1) in the attended ERP waveform in the left 
column and the attentional difference waveform in the right column in [A] the upper 
visual field and [B] lower visual field. 
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Table 4.1 Mean reaction times (SEM) for reporting the number of flashes seen (one or 
two) for all stimulus combinations containing one or two visual stimuli presented in the 
upper (UVF) and lower visual fields (LVF). 
 

Stimulus Mean RT (SEM) ms 
UVF   

[one / two flashes  
perceived trials]  

Mean RT (SEM) ms  
LVF 

[one / two flashes  
perceived trials] 

A1V1A2 655 (13)  

[656(12) / 655(15)]  

647 (11) 

[654(9) / 639(15)] 

V1 654 (11) 656 (12) 

V1V2 610   (9) 600 (10) 

A1A2V1 612 (14) 602 (16) 
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Table 4.2 Mean amplitudes of ERP components in the difference waves associated with 
the sound induced illusory flash generating A1V1A2 stimulus when attended (ATT) or 
unattended (UNATT) in the upper (UVF) and lower (LVF) visual fields. Components 
were measured over scalp sites of maximal amplitude, as described in Methods. 
Significance levels of component amplitudes were tested with respect to the 100 ms pre-
stimulus baseline.  
 

 ERP Component Amplitude 

(µV)

SEM 

(µV)

t(14) p <

 PD120  (112-132 ms) 1.34 0.44 3.07 0.009

Ill_DiffATT-UVF PD180  (164-184 ms) 1.75 0.30 5.74 0.0001

 ND250 (240-260 ms) -1.33 0.63 2.18 0.05

              (112-132 ms) 0.49 0.31 1.57 n.s.

Ill_DiffUNATT-UVF PD180  (164-184 ms) 0.97 0.37 2.64 0.02

              (240-260 ms) -0.39 0.37 1.05 n.s.

 PD110  (104-124 ms) 0.48 0.22 2.17 0.05

Ill_DiffATT-LVF PD180  (164-184 ms) 1.18 0.35 3.38 0.005

 ND240 (228-248 ms) -1.36 0.40 3.43 0.005

              (104-124 ms) -0.33 0.23 1.44 n.s.

Ill_DiffUNATT-LVF              (164-184ms) 0.32 0.37 0.88 n.s.

 ND240 (228-248 ms) -0.47 0.21 2.29 0.04
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Table 4.3 Mean amplitudes of ERP components in the attention double difference waves 
associated with the sound induced illusory flash in the UVF and LVF. 
 

 ERP Component Amplitude 

(µV)

SEM 

(µV)

t(14) p <

PD120diff  (112-132 ms) 0.85 0.36 2.33 0.04

PD180diff  (164-184 ms) 0.77 0.34 2.24 0.05

Ill_DiffUVF 

double 

difference ND250diff (240-260 ms) -0.96 0.35 2.19 0.05

PD110diff  (104-124 ms) 0.81 0.32 2.56 0.03

PD180diff  (164-184 ms) 0.86 0.39 2.22 0.05

Ill_DiffLVF 

double 

difference ND240diff (228-248 ms) -0.94 0.39 2.39 0.04
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Table 4.4 Talairach coordinates and corresponding brain regions of the dipole fits as 
modeled by BESA for the significant components in the attended and unattended Ill_Diff 
waveforms in UVF and LVF. Abbreviations are as, MTG: Medial Temporal Gyrus, STG: 
Superior Temporal Gyrus, vicinity implied ≤ 5 mm of proximity. 
 

  ERP 
Component 

x 
(mm) 

y 
(mm) 

z 
(mm) 

Brain Region R.V. 
(%) 

 PD120   ± 43 -55 -13 Inferior occipito-
temporal cortex 

8 

Ill_DiffATT-UVF PD180   ± 47 -30 1 MTG/ STG 9 

 ND250  ± 53 -21 11 vicinity of STG 6 

Ill_DiffUNATT-UVF PD180   ± 41 -25 0 MTG/ STG 14 

 PD110   ± 42  -55 -1 Inferior occipito-
temporal cortex 

13 

Ill_DiffATT-LVF PD180   ± 40  -20 -1 MTG/ STG 11 

 ND240  ± 40 -29 4 vicinity of STG 6 

Ill_DiffUNATT-LVF ND240  ± 42 -32 4 vicinity of STG 10 
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Table 4.5 Talairach coordinates and corresponding brain regions of the dipole fits as 
modeled by BESA for the significant components in the attentional difference Ill_Diff 
waveforms and the SEE-NOSEE trials Ill_Diff waveforms in UVF and LVF. 
Abbreviations are same as in table 4.4. 
 

  ERP 
Component 

x 
(mm) 

y 
(mm) 

z 
(mm) 

Brain Region R.V. 
(%) 

PD120diff   ± 40 -54 -11 Inferior occipito-
temporal cortex 

14 

PD180diff   ± 43 -26 -3 MTG/ STG 15 

 
Ill_DiffUVF 

double 
difference 

ND250diff  ± 43 -21 3 vicinity of STG 18 

PD110diff   ± 46 -60 5 Inferior occipito-
temporal cortex 

17 

PD180diff   ± 44 -28 5 MTG/ STG 9 

 
Ill_DiffLVF 

double 
difference 

ND240diff  ± 46 -33 2 vicinity of STG 7 

Ill_DiffATT-

UVF/SEE-NOSEE 
ND150 ± 46 -5 4 STG 10 

Ill_DiffATT-

LVF/SEE-NOSEE 
ND150 ± 49 -23 11 STG 8 
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Table 4.S1 Mean amplitudes of the P1 and N1 components elicited in ERPs to a single 
flash, V1, when attended (ATT) or unattended (UNATT) in the upper (UVF) and lower 
(LVF) visual fields. Statistical differences between the attended and unattended 
component amplitudes are shown. 
 

 ERP Component ATT 
Amplitude 
(sem) µV 

UNATT 
Amplitude 
(sem) µV 

ATT vs. UNATT 
F(1,14), p< 

 P1   
(112-136 ms) 

0.83 (0.37) 0.18 (0.26) 5.26, 0.04

V1UVF N1ant.  
(152-176 ms) 

-1.85 (0.50) -1.43 (0.35) 4.62, 0.05

 N1post.  
(176-200 ms) 

-1.59 (0.40) -1.05 (0.35) 4.71, 0.05

 P1  
(112-136 ms) 

0.85 (0.38) 0.58 (0.43) 5.13, 0.05

V1LVF N1ant.  
(152-176 ms) 

-2.23 (0.45) -2.06 (0.48) 2.64, n.s.

  N1post.  
(176-200 ms) 

-2.01 (0.43) -1.34 (0.44) 14.71, 0.002
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Chapter 5: The Sound-Induced Extra Flash Illusion influences Visual Features 

 

ABSTRACT 

An audio-visual stimulus sequence consisting of two sounds and a light flash 

presented within a <100 ms time window generates the visual percept of two flashes. 

This phenomenon has been described as the sound-induced extra flash illusion (Shams et 

al., 2000, 2002). The present study investigated the sensory properties of the illusory 

extra flash when the actually presented flash had visual attributes such as color and basic 

shape. The visual properties of the illusory flash were also probed in the context of 

association of two sequential real flashes, wherein the first and second flashed stimuli 

possessed different visual attributes (such as different colors or differently oriented line 

shapes), which could fuse to form a flash with a blend of the attributes (such as a new 

color or shape). It was found that the illusory extra flash had the same feature properties 

as the actual flash, both for simple features of color and shape and for the conjunction of 

these features. The extra flash illusion was also seen with the fused percept resulting from 

the merging of sequential visual stimuli. Apart from the illusory flash phenomenon, 

however, the perceptual fusion of two sequential visual features was actually reduced in 

the presence of two pulsed sounds. These results suggest that temporal properties of 

visual stimuli can be influenced by audition in a variety of ways.   
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INTRODUCTION 

When a single flash of light is presented interposed between two brief auditory 

stimuli separated by 60-100 ms, subjects typically report perceiving two flashes, of which 

the second is illusory (Shams et al., 2000, 2002). The neural basis of the extra illusory 

flash percept has been investigated in detail in electrophysiological and neuroimaging 

studies (Shams et al., 2001, 2005, Arden et al., 2003, Watkins et al., 2006, Mishra et al., 

2007). In a detailed investigation of the phenomenon using event related potential 

recordings (ERPs), Mishra et al. (2007) found that the illusion is based on a rapid 

interplay between auditory, visual as well as polysensory areas that occurs within 150 ms 

of stimulus onset. Early visual cortex activation was observed in association with the 

sound induced illusory flash, but the neural activity pattern underlying this phenomenon 

was found to be very different from the activity elicited by a real second flash in a double 

flash stimulus. These differences raise the question as to what is the perceptual nature of 

the illusory flash and whether it can have specific attributes akin to real visual stimuli 

such as contrast, color, shape and orientation.   

A recent psychophysical study (McCormick and Mamassian, 2007) has suggested 

that the illusory flash can have a measurable contrast. The investigators used a paradigm 

wherein the first real flash within the illusion-generating stimulus was presented at two 

spatial locations, in the left as well as the right hemifield. The first flash was either high 

contrast white or black and was followed by a second flash of threshold-level contrast at 

only one of the two locations. The contrast threshold of the second flash was compared in 

the presence of either one or two tones concurrent to the visual stimulation. It was found 

that in the case of high contrast white flashes the second flash indeed had a lower contrast 
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at threshold in the presence of two tones relative to one tone. Moreover, this difference 

existed only when the second flash was the same contrast polarity as the first white flash. 

It was concluded that the facilitation of visibility of the threshold second flash in the 

presence of two tones was a result of its interaction with the spatio-temporally concurrent 

illusory flash. Hence, under certain stimulus conditions the sound-induced illusory flash 

was shown to have psychophysically assayable characteristics such as contrast similar to 

real flashes. 

In the present study, we investigated the perceptual nature of the sound-induced 

extra flash illusion by studying specific visual attributes that the illusion may affect such 

as color and simple shapes in the form of oriented lines, as well as simple objects formed 

by a spatial conjunction of these two features. In addition, we investigated whether the 

sound-induced visual illusion can affect the temporal fusion of visual features presented 

in rapid sequence. This followed a similar logic as the experiment by McCormick and 

Mamassian (2007), namely that the illusory flash induced by the first flash and two 

pulsed sounds may interact with a second real flash and alter the temporal fusion between 

the two real flashes. However, depending on the visual processing stage and latency at 

which audition alters visual perception, it is also possible that the pulsed sounds may not 

affect the process of temporal fusion of visual features per se, but instead, may influence 

the temporal properties of the final fused percept. The present experiment distinguishes 

between these possibilities by monitoring perceptual reports of the observed visual 

features in conjunction with illusory flash reports.  
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MATERIALS AND METHODS 

Task and Stimuli 

 Seventeen right-handed healthy adults (8 males and 9 females, mean age 23.4) 

participated in the study after giving informed consent. Each participant had normal or 

corrected-to-normal vision and normal hearing. Participants in the study were pre-

selected as individuals who perceived the sound-induced extra flash illusion on more than 

half the trials in a short 2 min. screen prior to experimentation.  

 The experiment was conducted in a sound-attenuated chamber having a 

background sound level of 32 dB and a background luminance of 2 cd/m2.  Visual stimuli 

were presented at 8º of visual angle (va) in the left visual field on an LCD monitor at a 60 

Hz refresh rate in a darkened room. Subjects maintained fixation on a cross positioned at 

the centre of the mid-level grey screen at a viewing distance of 83 cm. Auditory stimuli 

were presented from speakers attached one on each side of the monitor display. Auditory 

stimuli were 10 ms 76 dB noise bursts. Three types of visual stimuli were used in 

Experiment 1 representing the visual attributes of i) color ii) shape and iii) the 

conjunction of color and shape. Visual stimuli were flashed for 32 ms. Each visual 

attribute was tested in a separate block. In experiment 1 the basic illusion was tested on 

the various visual attributes. Subjects were presented with 12 trials each of five 

randomized visual or audio-visual stimuli, V1, V1V2, A1V1, A1V1A2 and A1A2V1, and 

reported perception of either one or two visual stimuli on each trial. In this terminology, 

suffixes 1 or 2 denote the first or second occurrence of the auditory, A, or visual, V, 

component of each stimulus combination. The SOA between A1A2 was 67 ms, V1V2 84 
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ms and A1V1 3 ms in every stimulus combination that included them.  In A1A2V1, V1 

followed A1 by 200 ms, and this stimulus served as a stimulus-matched behavioral 

control for the A1V1A2 test stimulus (Mishra et al., 2007). Any subjects who failed to 

perform at >90% accuracy on the control stimulus were excluded from the experiment. 

All subjects included here met this criterion.  

The visual stimuli in the color block were orange annuli having an outer diameter 

and thickness of 3.7º and 0.8º va, respectively. In the shape block the visual stimulus was 

an achromatic symmetric cross formed by the juxtaposition of a horizontal and a vertical 

line each made of a single cycle of a 2 cycles/degree gabor. The length/width and 

thickness of the cross were 3.7º and 0.8º va, respectively, similar to the dimensions of the 

annulus on the color block. In the feature conjunction block the achromatic cross was 

replaced by an orange cross. The stimuli in experiment 1 (except the A1A2V1 control 

condition) are shown in Fig. 1A. In all conditions subjects were instructed to report 

seeing either one or two flashes. Importantly, two flashes were to be reported only when 

they saw the same stimulus (orange annulus, grey cross, or orange cross) flash twice. 

 The above stimuli were specifically chosen because each could be constructed by 

the juxtaposition of simple visual features presented in rapid succession. For example, 

perception of an orange annulus is reported when presentation of a red annulus is rapidly 

followed by a spatially congruent green annulus. Similarly the (achromatic/ orange) cross 

is perceived by rapid presentation of a (achromatic/ orange) vertical line following a 

(achromatic/ orange) horizontal line (or vice versa). Annuli were chosen in the color 

block instead of simple disks as sequential color fusion was found to be more efficient 
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using annuli than disks. The goal of experiment 2 was to investigate the influence of the 

pulsed sounds on the sequential fusion of visual features. 

Experiment 2 was carried out in three separate blocks for i) color ii) shape and iii) 

the conjunction of color and shape. Sequential fusion of visual features was studied at 

four V1V2 SOAs of 50 ms, 84 ms, 100 ms and 116 ms. The second visual stimulus was 

presented as a 16 ms flash to optimize its temporal fusion with the first flash. In each 

block, 12 trials of each visual stimulus combination at each SOA were presented in 

conjunction with two pulsed sounds (67 ms SOA), one sound or no sound, designated as 

A1V1A2V2, A1V1V2, and V1V2, respectively. An equal number of control stimuli wherein 

the second flash was absent (A1V1A2 and A1V1 controls) or was the same as the first flash 

(V1V2 control) were also presented. All stimuli were equiprobable and presented in 

random order. The stimulus design for experiment 2 is shown in Fig. 1B  

Within the color block subjects reported perception of every visual stimulus by 

making one of four color choices using one of four buttons on a joystick: i) red ii) green 

iii) orange or iv) both red and green perceived separately. Choice iii) orange was 

perceived on those trials when the red and green annuli presented sequentially merged to 

a single orange annulus. Along with a color report, subjects also reported perception of 

the sound induced extra flash illusion by making a separate button press only if the 

annulus having the perceived color (red, green, or orange) was seen to flash twice. For 

the color choice iv) on which both red and green stimuli were perceived as distinctly 

apart, the separate button response for two flashes was made only if either the red or the 

green component was seen to flash twice. 
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In the shape as well as color-shape conjunction blocks subjects gave perceptual 

reports analogous to the color block. Subjects made one of four button choices to indicate 

the perceived shape of each visual stimulus (i) horizontal line (ii) vertical line (iii) cross 

formed by the temporal merge of the horizontal and vertical lines or (iv) both horizontal 

and vertical lines seen separately. Parallel to the color block, subjects used a separate 

button to indicate if the shape perceived on each trial was seen to flash twice. Again, for 

shape choice iv) on which horizontal and vertical lines were perceived apart, the separate 

button response for two flashes was made only if either the horizontal or vertical line was 

seen to flash twice. The task on the color-shape conjunction block was identical to the 

shape block except the stimuli were constructed with orange colored horizontal and 

vertical lines instead of achromatic lines.  

In Experiment 3 the influence of pulsed sounds on sequential fusion of visual 

features was analyzed by using variable auditory (A1A2) SOAs, while keeping the visual 

(V1V2) SOA constant at an intermediate SOA of 84 ms. Three auditory SOAs were used: 

33 ms, 67 ms and 99 ms. Visual feature perception was tested in a color block and an 

achromatic shape block with the same visual stimuli and response choices as in 

Experiment 2. The stimulus types used in Experiment 3 are shown in Fig. 1C. 

 

RESULTS 

Experiment 1  

 Figure 2 shows that for all three types of visual stimuli tested (orange annulus, 

achromatic cross and orange cross), subjects reported perceiving the A1V1A2 stimulus 

combination as containing two flashed stimuli on a significant proportion of trials, 
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averaging 46% overall. There was no significant difference between percentage of 

illusory reports between the three types of visual stimuli, indicating that the two pulsed 

sounds equivalently affected all three (F(2,32) = 0.28, p = n.s.). Perceptual reports of 

single or double flashes for the other stimulus combinations (A1V1, V1 and V1V2) were 

highly accurate on the color, shape and color-shape conjunction blocks (Fig. 2).  

 

Experiment 2 

 The effect of pulsed sounds on the temporal fusion of sequential visual stimuli is 

represented in Fig. 3 and 4. The perceptual fusion of visual features was maximal at the 

shortest flash SOA of 50 ms and showed a steady decrement at every subsequent SOA. 

This trend was seen in case of both visual features investigated, the fusion of red and 

green to an orange annulus in case of color, and the merging of oriented horizontal and 

vertical lines to form a cross in case of shape. The same result was also observed for 

colored cross stimuli that contained both color and shape attributes. The data in Fig. 3 is 

alternately plotted in Fig. 4 to highlight the decrement in feature fusion with increasing 

visual SOA. The effect of SOA on fusion over all stimulus combinations was highly 

significant (color: F(3,48) = 146.31, p< 0.0001; achromatic shape: F(3,48) = 157.51, p< 

0.0001; colored shape: F(3,48) = 50.02, p< 0.0001). A significant effect of stimulus 

condition (A1V1A2V2 / A1V1V2 / V1V2) on temporal fusion was found for color (F(2,32) 

= 4.25, p< 0.03) and achromatic shape (F(2,32) = 8.99, p< 0.0008) but not for the colored 

shape (F(2,32) = 0.87, p = n.s.). The ISI x stimulus condition interaction was found to be 

significant for color (F(6,96) = 3.90, p< 0.002) and achromatic shape (F(6,96) = 4.10, p< 

0.002), but it did not reach significance for the colored shape (F(2,32) = 2.08, p = n.s.). 
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Post-hoc analysis showed that for both the colored annuli and the achromatic cross 

stimuli sequential fusion between the A1V1A2V2, A1V1V2 and V1V2 combinations 

differed mainly at the 84 ms visual SOA. At this SOA, color fusion in the presence of 

two sounds as in A1V1A2V2, was significantly diminished relative to the other two 

stimulus combinations (F(2,32) = 10.85, p< 0.0003) (Fig. 4A). At the same SOA, the 

merging of achromatic lines to form a cross was also significantly reduced to the two 

sound (and no sound) conditions in relation to the one sound condition (Fig. 4B) (F(2,32) 

= 10.81, p< 0.0003). 

Perceptual two flash reports in Experiment 2 are shown in Fig. 5. In presence of 

the double sound bursts, the color (orange) or shape (achromatic/ colored cross) resulting 

from the fusion of the first and second visual stimulus was perceived to flash twice 

significantly more frequently than in the presence of one or no sounds. The extra flash 

illusion was significant when tested over all visual SOAs and over both types of 

perceived trials; i.e., both fused and unfused percept trials (flash illusion compared 

between A1V1A2V2, A1V1V2, V1V2: color: F(2,32) = 28.97, p< 0.0001; achromatic shape: 

F(2,32) = 12.77, p< 0.0001, colored shape: F(2,32) = 10.17,  p< 0.0004). Two flash 

responses at the longer visual SOAs of 100 ms and 116 ms are not plotted in Fig. 5 as 

they only occurred on a small percentage of A1V1A2V2 trials (6% and 25% of fused and 

unfused percepts, respectively, over all stimulus types). Perceptual responses to the 

control stimuli (Fig. 1B) in experiment 2 were similar to responses to identical stimuli in 

experiment 1 and hence are not shown.  

 Individual subject data for the 50 ms visual SOA are plotted in Fig. 6 showing the 

relative occurrence of two flash reports for the A1V1A2V2 stimuli compared to A1V1V2 
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stimuli. Data on both axes are normalized with respect to two flash reports on the V1V2 

stimulus which could be considered erroneous responses as V1V2 was reported as a fused 

color/shape flash at this short SOA (Fig. 3 and 4). The majority of the data points lay in 

the upper left quadrant indicating that presence of two sounds facilitated two flash 

generation compared to a single sound. This occurred for the fused percept resulting from 

the sequential merge of colors as well as achromatic and colored shapes. Data point 

clusters for the three visual attributes tested could not be separated from one another, 

indicating that the influence of sounds was the same for each attribute (color vs. shape vs. 

colored shape two flash reports: F(2,32) = 1.25, p = n.s.). 

 

Experiment 3 

 The SOA between auditory stimuli was varied within experiment 3 at a constant 

visual SOA of 84 ms, to assess if the timing of the paired sounds affects temporal 

association between sequential visual stimuli. Flashes were either red and green annuli 

fusing to orange in the color block, or achromatic horizontal and vertical lines forming a 

cross in the shape block. The auditory SOAs were varied at 33 ms, 67 ms and 99 ms. For 

both types of stimuli, the presence of two pulsed sounds did not produce increased fusion 

of the first and second visual stimulus relative to co-occurrence of a single sound or no 

sound (Fig. 7). In fact, color fusion (i.e., proportion of ‘orange’ reports) was markedly 

diminished at the 33 ms and 99 ms auditory SOAs and line merging (i.e., proportion of 

‘cross’ reports) at 66 and 99 ms SOAs within A1V1A2V2 relative to the one or no sound 

stimulus combinations (color fusion across A1V1A2V2/ A1V1V2/ V1V2: 33 ms (F(2, 32) = 

5.75, p< 0.008), 66 ms (F(2, 32) = 2.61, p = n.s.), 99 ms (F(2, 32) = 6.84, p< 0.002); line 



 174

overlap: 33 ms (F(2, 32) = 2.42, p = n.s.), 66 ms (F(2, 32) = 8.95, p< 0.0009), 99 ms (F(2, 

32) = 15.39, p< 0.0001)).  

Consistent with experiment 2, the color or shape percept was found to be 

influenced by the sound induced-extra flash illusion (Fig. 8). At both 33 ms and 66 ms 

auditory SOAs the proportion of trials on which double flashes were reported for either 

perceived color or shape was significantly greater on A1V1A2V2 versus A1V1V2/ V1V2 

trials (extra flash illusion: color: 33 ms (F(2, 32) = 9.73, p< 0.0006), 66 ms (F(2, 32) = 

8.01, p< 0.002), 99 ms (F(2, 32) = 2.77, p = n.s.); shape: 33 ms (F(2, 32) = 4.88, p< 0.02), 

66 ms (F(2, 32) = 4.49, p< 0.02), 99 ms (F(2, 32) = 2.02, p = n.s.)).  

The A1V1A2 stimulus, where V1 was an orange annulus or an achromatic cross on 

color and shape blocks, respectively, was also tested at the different auditory SOAs. The 

extra flash illusion reports were significantly greater on these A1V1A2 trials, relative to 

A1V1A2V2 trials for every auditory SOA for color as well as shape (Fig. 8) (extra flash 

illusion, A1V1A2 vs. A1V1A2V2: color: (F(1, 16) = 20.49, p< 0.0003), shape: (F(1, 16) = 

69.21, p< 0.0001)), suggesting that presence of V2 may actually be interfering with the 

illusion phenomenon.  

 

DISCUSSION 

In the present study the sound-induced extra flash illusion was explored in the 

context of specific visual attributes such as color and basic line shapes. In Experiment 1 it 

was found that both colored stimuli (orange annuli) and stimuli with basic shapes 

(achromatic and colored line crosses) were susceptible to the extra flash illusion. To 

investigate whether presence of sounds can qualitatively alter visual feature perception, 
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the sound induced flash illusion was studied in the context of fusion of sequentially 

presented visual features, for both colors and line shapes. This experiment was performed 

at different visual SOAs (experiment 2) and consecutively at variable auditory SOAs 

(experiment 3). The initial hypothesis was that in the presence of two sounds, the 

temporal fusion between the first and second flashed stimulus may be qualitatively 

enhanced due to the co-occurrence of the extra flash illusion to the first real flash at the 

time of the second flash. Temporal fusion was indeed found to be altered by two sounds, 

but contrary to the initial hypothesis, temporal fusion between sequential visual stimuli 

was actually reduced on two sound trials relative to presence of one or no sounds. It was 

also found that the fused percept resulting from the sequential presentation of two flashes 

at short SOAs was modulated by the presence of sounds. In particular, an orange stimulus 

perceived as a result of fusion of sequential red and green flashed stimuli, was seen to 

flash twice in the presence of two sounds. Similarly, a cross formed by the overlap of 

sequentially presented horizontal and vertical lines was perceived to flash twice in the 

presence of two sounds. Hence, the extra flash illusion was observed for all visual 

attributes, but as a distinct process from sensory fusion between the visual components of 

the stimulus.  

In the first experiment, it was demonstrated that the extra flash illusion generates 

a perceptual replication of the visual stimulus presented between two sounds; this was 

true for all visual objects tested that had color or basic shape features. Within 

Experiments 2 and 3, the temporal fusion of sequential colored stimuli (red and green 

merging to form orange) as well as line shapes (horizontal and vertical lines merging to 

form a cross) was primarily observed at short first-second flash SOAs and short first-
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second sound SOAs, respectively. In both experiments, the extra flash illusion was 

consistently observed on the fused percept (as well as on unfused percept trials). In 

neither case, however, was the quality of the fused feature enhanced  by the presence of 

two sounds ( i.e., more orange/ cross perception). This could have occurred if the illusory 

flash was generated to the first flashed stimulus and shared its visual properties such that 

presence of the illusion facilitated the fusion with the subsequent real flash. Rather it was 

found that two sounds tended to reduce temporal fusion, as if the two real flashes were 

kept separate in correspondence with two sounds.  

The finding that the temporal properties of the final percept are modified by the 

sounds is in line with the ‘modality appropriateness hypothesis’ (Welch and Warren, 

1980, Welch et al., 1986). Audition dominates the temporal component (number of 

flashes) of the final percept as temporal coding is most accurate within audition, while 

vision dominates the form (color/ shape) of the percept as it has better resolution within 

this domain. Some facilitation by sounds on visual properties such as contrast have been 

reported, but only when a sound provided information about the visual stimulus such as 

the timing of the display (Lippert et al., 2007). The previous investigation on the visual 

properties of the illusory flash (McCormick and Mamassian, 2007) also did not find 

consistent effects with respect to stimulus contrast using two different stimulus types with 

opposite contrast polarity. In that study, however, the illusory flash was inferred to be a 

true percept on the basis of a signal detection analysis. Overall, the illusory flash appears 

to be a significant perceptual phenomenon but because it is generated in a unique audio-

visual context it does not seem to have the exact visual properties as a real flash.  
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The reduction in temporal fusion of sequential visual stimuli in presence of two 

sounds relative to one or no sound, which was most significant at the intermediate visual 

SOA of 84 ms, is a novel finding. Although this findings was unexpected with regards to 

the initial hypothesis based on the extra flash illusion discussed above, it is consistent 

with audio-visual matching of the number of sounds with the number of flashes. Within 

the A1V1A2V2 stimulus configuration, the first and second sound may temporally bind to 

the first and second flash, respectively, and effectively separate the two flashes. 

Moreover, results from experiment 3 suggest that matching of the number of auditory and 

visual components of a stimulus may even interfere with and reduce the extra flash 

illusion phenomenon; that is, reports of the illusory extra flash were much reduced on 

A1V1A2V2 trials compared to A1V1A2 trials. Synchronization of the auditory and visual 

components of audio-visual stimuli is a robust phenomenon, and the flash rates of visual 

stimuli have been shown to be drawn in temporal alignment with auditory events, such 

that a single temporal marker exists for the total multisensory combination (Morein-

Zamir et al., 2003, Berger et al., 2003, Recanzone et al., 2003). Our findings are thus in 

line with these reports and emphasize the importance of audio-visual matching, which is 

most crucial to forming coherent percepts of natural audio-visual stimuli (Stein and 

Meredith, 1993, King and Calvert, 2001, Spence and Squire, 2003, Burr and Alais, 2006).    

 Finally, the present study sheds some light on the processing time window of the 

extra flash illusion. For the short flash SOAs of 50 ms and 84 ms at which fused percepts 

were seen on a significant number of trials for both colors and oriented lines, the extra 

flash illusion was consistently reported for the final fused percept. This suggests that the 

sound-induced visual illusion may affect visual processing at a longer latency than visual 
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sensory fusion. Association between sequential colors can occur rapidly, even within the 

retina and the lateral geniculate nucleus before visual information reaches visual cortex. 

However, the association of oriented lines to form a cross is most likely a cortical process 

that follows stimulus encoding within the orientation columns in primary visual cortex. 

That both the resulting color (orange) and shape (cross) formed by the fusion of activity 

to the first and second flash were equally affected by the sound-induced illusion suggests 

that sounds may affect visual processing at later points in the visual hierarchy than 

primary visual areas. 

In sum, the present study provides additional insight into the sound-induced extra 

flash illusion phenomenon and demonstrates that the illusion can incorporate specific 

visual attributes such as color and basic shapes. Apart from the illusory flash 

phenomenon, it was also found that presence of two sounds tends to reduce the sensory 

fusion between sequential visual stimuli relative to one or no sounds. Thus, audition can 

alter the temporal properties of visual stimuli in more ways than one.  
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Figure 5.1 Overview of the experimental design in [A] Experiment 1 [B] Experiment 2 
and [C] Experiment 3. Each experiment was performed in separate blocks for color, 
achromatic shape and colored shapes. Stimuli drawn in dashed lines indicate the presence 
or absence of that stimulus in different audio-visual configurations or at different onset 
asynchronies (SOAs). Auditory (A) and visual (V) stimuli are labeled 1 or 2 to designate 
their first or second occurrence in each stimulus configuration.  



 180

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2 Percent two flash reports for audio-visual/ visual stimuli tested in Experiment 
1 in the [A] color block [B] achromatic shape block and [C] colored shape block. 
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Figure 5.3 Fusion of sequential visual stimuli measured at increasing visual SOAs in the 
presence of (two or one) or absence of sounds for [A] colored stimuli (red and green 
merging to orange), [B] oriented lines (horizontal and vertical lines merging to a cross) 
and [C] oriented colored lines (merging to form a colored cross). 
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Figure 5.4 Fusion of sequential visual stimuli as a function of visual SOA for [A] colored 
stimuli, [B] achromatic lines and [C] colored lines. 
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Figure 5.5 Percent two flash reports on audio-visual/ visual stimuli tested in Experiment 
2 for the 50 ms and 84 ms V1-V2 SOAs in the [A] color block [B] achromatic shape block 
and [C] colored shape block. The ‘orange’, ‘cross’ and ‘colored cross’ in [A], [B] and [C] 
were not physically presented but perceived stimuli as a result of perceptual fusion of the 
first and second flash. Two flashes were reported on the separated colors in [A] or 
separate lines in [B] and [C] only when either one of the separated colors/ lines appeared 
to flash twice. ‘*’ indicates significant differences in two flash reports on trials with two 
sounds vs. one or no sound at that SOA.  
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Figure 5.6 Two flash reports in Experiment 2 for the 50 ms V1V2 SOA on A1V1A2V2 
trials in comparison to A1V1V2 trials for the merged color, shape and colored shape 
stimuli. Each point represents data from an individual subject. Data points with error bars 
are the mean two flash reports and the standard error of the means for the three types of 
stimuli. Data points on both axes are normalized relative to two flash detection on the 
V1V2 stimulus configuration.  



 185

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7 Fusion of sequential visual stimuli as a function of A1A2 auditory SOA for 
[A] colored stimuli and [B] achromatic lines. Auditory SOA were only valid for 
A1V1A1V2 stimuli and not for A1V1V2 or V1V2 stimuli. ‘*’ indicates significantly reduced 
fused percepts on trials with two sounds vs. one or no sound (statistics in text).  
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Figure 5.8 Percent two flash reports on audio-visual/ visual stimuli tested in Experiment 
3 in the [A] color block and [B] achromatic shape block. ‘*’ indicates significantly 
different two flash reports on trials with two sounds vs. one or no sound (statistics in 
text). 
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Chapter 6: Neural Processes underlying an Auditory-induced Visual Illusion  

 

DISCUSSION 

The aim of the present thesis was to identify and characterize the neural basis of a 

cross-modal illusion termed the sound-induced extra flash illusion. The illusion is 

generated when a brief flash of light is interposed between two pulsed sounds. This 

audio-visual presentation produces the visual percept of two distinct flashes of which the 

second is illusory (Shams et al., 2001, 2002). Investigating the neural basis of this 

double-flash illusion provides a powerful approach for revealing how information from 

different modalities is integrated in the brain. As the illusion consists of a discrete visual 

perceptual event that varies on a trial-by-trial basis, it offers the possibility of isolating 

the critical sequence of neural events by which an auditory input induces a visual percept. 

In this thesis, the underlying neural basis of the sound-induced illusory flash was 

investigated using 64 channel event related potential (ERP) recordings in conjunction 

with anatomical source localization. The visual properties of the illusory flash were 

further explored in a behavioral study. The main findings from these studies are 

summarized below: 

 

Experiment I 

Neural activity associated with the illusory flash was isolated in difference ERPs 

(Ill_Diff) calculated by subtracting the sum of the ERPs to the visual (V1) and auditory 

(A1A2) stimuli presented alone from the ERP to the cross-modal combination (A1V1A2). 

Ill_Diff = [(A1V1A2 + NoStim) – (A1A2 + V1)].  
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In this experiment, the neural correlates of the cross-modal illusion were 

investigated with respect to  

i) differences amongst individual subjects, those who perceived the illusion more 

frequently (SEE group) versus those who did not perceive the illusion often (NO-SEE 

group),  

ii) differences on a trial-by-trial level within subjects, that is differences between trials 

on which the illusory flash was seen (SEE trials) versus not seen (NO-SEE trials). 

The Ill_Diff waveforms revealed an early modulation of visual cortex activity at 

30–60 ms after the second sound, which was larger in amplitude in subjects who saw the 

illusory flash more frequently. This modulation was termed the PD120, a positive 

deflection within the difference waveforms peaking at 120 ms post stimulus onset. 

Across subjects the PD120 amplitude showed a significant positive correlation with the 

proportion of trials on which the illusion was seen.   

The trial-by-trial analysis of the ERPs did not find any difference in the occipital 

PD120 component. Instead the analysis revealed an enlarged negativity in the 90-150 ms 

range in the crossmodal interaction waves corresponding to the SEE versus NOSEE trial 

difference. This trial specific component localized to auditory cortex in its early phase 

(ND110) and to polymodal superior temporal cortex in its late phase (ND130). 

Concurrent gamma bursts (25-40 Hz) during the 110-145 ms (EP130) and 200-240 ms 

(EP220) latencies were found in visual cortex on SEE trials associated with perception of 

the double-flash illusion. 

These findings suggested that the perception of the illusory second flash is based 

on a rapid dynamic interplay between modality-specific auditory and visual cortical areas 
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as well as polymodal superior temporal cortex. This neural activity pattern associated 

with the auditory induced illusory flash differed markedly from that evoked by a real 

second flash. The difference wave components to a real second flash (isolated as V2 = 

(V1-V2) – V1) consisted of the standard sequence of C1-P1-N1 components that is well-

documented to be evoked by visual stimuli (Di Russo et al., 2002, 2003; Clark and 

Hillyard, 1996). Thus, contrary to earlier proposals (Shams et al., 2001), there appears to 

be little overlap between the neural events that underlie real and illusory flashes. 

 

Experiment II 

This study investigated the neural basis of the sound-induced flash fusion 

phenomenon, which is the complement of the sound induced extra flash illusion 

(Andersen et al., 2004, Shams et al., 2005, Watkins et al., 2007). This cross-modal 

phenomenon is a perceptual fusion of two sequential flashes when presented concurrent 

with one sound, so that only one flash is reportedly seen. This behavioral effect was 

demonstrated as part of Experiment I. Additional analyses of the data obtained in 

Experiment I were undertaken to identify the neural processes underlying flash fusion. 

The neural correlates of the effect emerged 80-110 ms after the second flash in the form 

of a positive difference wave component, PD180, which was markedly attenuated in 

subjects who did not perceive the second flash. This PD180 was localized to polysensory 

superior temporal cortex. The trial based analysis found that the PD180 along with a 

subsequent modulation in visual cortex at 228-248 ms were diminished on fusion trials 

relative to trials when two flashes were correctly reported. These results suggested that 
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sound induced flash fusion was based on an interaction between polysensory and visual 

cortical areas.  

The trial based temporal dynamics underlying flash fusion, however, differed 

from the neural correlates of the extra flash illusion. The PD180 component was found to 

be associated with both phenomena, but it varied as a function of perceptual reports only 

in the case of flash fusion. The PD180 within the fusion difference waveforms was also 

found to covary in amplitude across subjects with the visual evoked N1 component (148-

184 ms), whose early phase (148-168 ms) localized to the same cortical region as the 

PD180. Together, these results suggest that the activation in the superior temporal region 

giving rise to the PD180 is related more to the precise timing and segmenting of visual 

inputs than to the generation of an illusory visual percept.  

 

Experiment III 

This study investigated the effect of spatial attention on the sound-induced extra 

flash illusion. Attention was focused upon stimuli at either one of two locations in space 

in the upper (UVF) or lower visual field (LVF). The extra flash illusion was reproducible 

in response to A1V1A2 stimuli at either location. Attention was found to enhance all 

difference wave components in the Ill_Diff waveform (calculated as in Experiment I). 

Importantly, attention was crucial to the generation of the early PD120 component, as the 

component was insignificant in the unattended Ill_Diff waveforms. This suggested that 

attention maybe a pre-requisite for the generation of the illusion and that the perception 

of the illusion is not an automatic multisensory integration process.  
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Within this experiment, PD120 was observed to have a positive polarity for 

stimuli in either the UVF or LVF and was localized to the ventral occipito-temporal 

extrastriate visual cortex, similar to its localization in Experiment I. This visual area has 

been shown to be modulated by attention in numerous ERP and fMRI studies (Kastner et 

al., 1998, Corbetta et al., 2000, Hopfinger et al., 2000, Martinez et al., 2001, 2006, 2007). 

The localization of PD120 to this region and its susceptibility to attention suggest that the 

neural populations that are modulated by top-down attention in these regions may also be 

the recipients of auditory inputs that can alter visual sensation. 

Of note, along with the extrastriate source localization of PD120, the finding that 

the component does not invert in polarity for stimuli in the upper vs. lower field further 

suggests that primary visual (striate) cortex activity is not a strong contributor to its 

generation (Clark and Hillyard, 1996, Di Russo et al., 2002, 2003). 

 

Experiment IV 

 This behavioral study investigated the sensory properties of the illusory extra 

flash elicited when the real flash had simple attributes such as color and basic line shapes. 

In all cases, visual stimuli with these features were susceptible to the extra flash illusion 

suggesting that the illusion is not specific to a particular type of visual ‘object’.  

The sensory properties of the illusory flash were probed in the context of 

perceptual fusion of sequentially flashed stimuli, wherein the first and second visual 

stimuli had different feature attributes (such as different colors or different line 

orientations) that fused to generate a new percept having a blend of the attributes (such as 

a new color or shape). Our original hypothesis was that the perceptual fusion between the 
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features of the first and second flashed stimulus may be qualitatively enhanced due to the 

co-occurrence of the extra flash illusion to the first real flash at the time of the second 

flash. On the contrary, it was found that perceptual fusion between sequential visual 

stimuli was reduced on two-sound trials relative to the presence of one or no sounds, 

which is a novel finding.  

It was also found that the illusory flash was consistently generated to the fused 

percept resulting from the merging of sequential visual stimuli. As perceptual fusion of 

successively presented features decreased with increasing visual stimulus separations, the 

frequency of the extra flash illusion also decreased. That the extra flash illusion is 

generated following the fusion of sequential stimuli suggests that the auditory induced 

effect may be manifested at higher levels in the visual processing hierarchy beyond those 

at which fusion of the colored/ oriented line stimuli occurs. This reasoning would be 

consistent with the visual physiology of the illusion studied in the previous experiments, 

which suggested that the crossmodal interaction underlying the illusion occurs outside of 

primary visual (striate) cortex.    

 

A NEURAL MODEL  

From the cumulative results of the above experiments, a neural model can be 

hypothesized for the sound-induced extra flash illusion: 

i) Voluntary attention to the stimulus location primes the sensory cortical regions to 

incoming audio-visual inputs (Womelsdorf and Fries, 2006, Reynolds and Chelazzi, 

2004, Treue, 2001). 
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ii) On trials when the illusion is perceived, the second sound (A2) sets off a rapid cross-

modal interaction in the auditory cortex (ND110) occurring within 20-40 ms after A2. 

The effect of A2 is to enhance the stimulus processing of the first sound (A1) within 

auditory cortex in the auditory N1 latency range. This provides the earliest trigger 

leading to perception of the illusion.  

iii) In individuals who are disposed to see the illusion the A1V1A2 cross-modal 

interaction produces an early response in visual cortex, PD120, onsetting 30-60 ms 

after A2. PD120 is predominantly generated within extrastriate cortex in the ventral 

visual stream and represents an enhanced neural response that depends on attention. 

This neural modulation, however, is necessary but not sufficient for seeing the 

illusory flash. 

iv) On trials when the illusion is perceived, the early cross-modal interactions in 

modality specific cortices, ND110 and PD120, act synergistically, producing an 

enhanced burst of gamma band EEG power in visual cortex (EP130) immediately 

following these interactions. 

v) The above cortical interplay in unisensory areas is almost simultaneously relayed to 

polymodal cortex in the superior temporal area, where an increased negativity is 

observed on SEE trials, ND130. 

The rapid interaction between the unisensory auditory and visual cortices 

described here may be engendered by direct connections between these areas. Recent 

anatomical labeling studies in macaques (Falchier et al., 2002; Clavagnier et al., 2004; 

Rockland and Ojima, 2003) have identified projections from primary auditory (AI) and 

auditory association cortices to the visual cortex (areas V1 and V2), as well as from 
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visual to auditory cortices (Bizley et al., 2007). In all cases, projections into primary 

sensory areas, V1 and A1, were found to be sparse compared to denser innervations into 

higher areas in the sensory processing hierarchy. These findings are in agreement with 

the source localization of the PD120 component which was found to predominantly arise 

from activity within extrastriate visual areas. It has been hypothesized that the function of 

these early connections may involve modulations related to weighting of one modality 

relative to another, or alerting, but not specific relations such as semantic/ associative 

links between modalities that may require longer/ more complex processing (Driver and 

Noesselt, 2008).  

The experiments presented in this thesis suggest that the illusion is associated 

with a perturbation of activity within visual cortex. The illusory flash, however, is 

generated in a unique audio-visual context by a conjunction of activations in different 

cortical regions. The neurophysiological basis as well as the psychophysical properties of 

the illusory flash were thus found to differ markedly from those of a real flash.  

 

FUTURE DIRECTIONS 

 Further questions can be explored pertaining to the illusory flash phenomenon to 

pin down its specific neural mechanisms. For instance, the second auditory stimulus was 

found to be the critical trigger for the generation of the illusion. The effect of changing 

the properties of this stimulus, such as a different frequency or intensity from that of the 

first auditory stimulus, on the illusion and its correlates can be explored. Spatial 

congruity of the auditory and visual components of the A1V1A2 stimulus is an important 

aspect of the illusion. That is, the illusion has been reported to break down when the 
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A1A2 and V1 components are spatially separated (Shams et al., 2002). The effects of 

spatial incongruity on the early cortical dynamics underlying the processing of A1V1A2 

can be delineated. 

Broader questions related to the phenomenon include investigation of parallel 

effects in visual-somatosensory conjunctions. Violentyev et al. (2005) showed that two 

finger taps in conjunction with a flash can also generate the percept of two flashes, 

although less effectively than the visual illusion induced by two sounds. Investigation of 

the neural basis of the somatosensory-visual illusion can help delineate common 

mechanisms across somatosensory-visual and audio-visual interactions.  

 Another intriguing question is how plastic or modifiable are the audio-visual 

neural connections that mediate the illusion; that is can they be perturbed via short-term 

or long-term audio-visual associations? For instance, exposure to associations between 

temporally disparate auditory and visual stimuli can recalibrate audio-visual simultaneity 

judgments (Fujisaki et al., 2002). Similarly, if subjects are constantly exposed to either 

A1V1 or A1V1A2V2 stimulus associations in an experimental session, can that alter the 

illusory percept and its underlying neural correlates on subsequent A1V1A2 trials? With 

respect to long-term audio-visual exposure, it is an interesting question whether 

individuals who have had long-term audio-visual training, such as musicians, have 

similar neural mechanisms underlying the illusion as found here. The present studies 

found that amongst normal individuals there is a huge variability in the frequency with 

which the illusion is seen. These behavioral differences were neurally manifest in the 

PD120 component, which was found to differ between the SEE and NO-SEE subject 

groups not only for the A1V1A2 stimulus but also for audio-visual stimuli such as 
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A1V1A2V2 that do not produce an illusion. These findings suggest consistent individual 

differences in the neural connectivity that underlies cross-modal integration. Studying the 

anatomy and physiology of intersensory neural connectivity that underlies individual 

differences on cross-modal perceptual phenomena can shed light on the neural bases of 

crossmodal integration in normal individuals and even in synesthetic individuals who 

make abnormal cross-modal associations (Beeli et al., 2008, Hubbard, 2007). 
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