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ABSTRACT OF THE DISSERTATION: 
 

Expanding the clinical relevance of in-vivo Magnetic Resonance Spectroscopy 

by 

Aaron Thomas Gudmundson 

Doctor of Philosophy in Biological Sciences 

University of California, Irvine, 2022 

Professor Craig E.L Stark 

 

      Proton (1H) Magnetic Resonance Spectroscopy (MRS) is a powerful tool for studying brain 

metabolites in-vivo. As a clinical research tool, consistent and accurate quantification is a 

necessity, which has driven the MRS community to prioritize producing reliable and 

standardized analysis software packages. Though, low signal to noise, artifacts, and overlapping 

signals still provide significant challenges, especially for deep brain regions and multi-voxel 

acquisition. Data quality can be improved through collecting multiple transients or employing 

multi-scan (editing, nulling, etc.) methods, but time constraints may limit what can be done 

during a scan session. 

 This thesis aims to address some of the fundamental problems associated with performing 

MRS in the brain by developing advanced methods surrounding MRS data processing and 

analysis. Specifically, I’ll describe the results accomplishments from 2 projects. In part-1, I 

describe developing the open-source COHERENC database and meta-analysis to provide a 

metabolic profile in both the healthy and clinical brain. Then, in Part-2, I describe the 

development of a neural network training and benchmark dataset (AGNOSTIC) for MRS as well 

as our work in creating deep-learning-based data analysis techniques. 
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1. Introduction: 

1.1. Neuroimaging: 

Neuroimaging modalities are critical components for clinical research and medical 

diagnostics. While different forms of neuroimaging techniques are available, there is great value 

in continued development of safe and non-invasive methods. This is especially important in the 

context of the brain where there is great risk in surgical operations. Magnetic Resonance (MR) is 

a popular method as it is capable of providing functional, structural, and/or chemical 

information. Unlike radioactive methods such as Positron Emission Tomography (PET), MR 

uses magnetic induction to measure the internal state of a system by taking advantage of the 

physical property known as Spin (discussed further in section 2.1.1.). 

1.2. Magnetic Resonance Spectroscopy: 

Magnetic Resonance Spectroscopy (MRS) is one of many subtypes of MR-based 

techniques used commonly by chemists, biologists, and some clinicians. MRS is a quantitative 

(represents the actual number of nuclei) method used to non-invasively investigate the chemical 

composition and concentrations within a target. In the brain specifically, MRS is generally 

capable of measuring brain metabolites that have a concentration greater than or equal to 1 

millimolar/kilogram (mM). Metabolites can be isolated from one another as their unique 

chemical structure and stereochemistry creates a different interaction within a magnetic field and 

thus produces a different unique frequency profile that can be measured for different molecules.  

More than a dozen different compounds can be studied through MRS, from antioxidants, 

neurotransmitters, and those involved in neural energetics. Of these, the most commonly 

measured metabolites include N-acetyl aspartate (NAA), which primarily exists in neurons and 

serves as a proxy for neuronal density, Choline-containing (tCho) compounds which reflect 
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phospholipid homeostasis, and Creatine-containing (tCr) compounds involved in neural 

energetics (Moffett et al., 1991; Tallan, 1957; Urenjak et al., 1992). Myo-Inositol (Myo) whose 

exact function remains elusive (but is often thought to reflect neuroinflammation) and the 

combined signal (Glx) from Glutamate (Glu) and Glutamine (Gln) are also among the most 

commonly observed metabolites as they appear to be dysregulated in a variety of diseased 

populations (Öz et al., 2014). Over the last decade, editing techniques, analysis software, and 

high field (>3T) spectroscopy have made y-amino butyric acid (GABA) and Glu (independent 

from Gln), the primary inhibitory and excitatory neurotransmitters, more common targets (Edden 

et al., 2014; Mikkelsen et al., 2017, 2019). While less common, the antioxidants Glutathione 

(GSH) and Ascorbate (Asc) can also be identified (Choi et al., 2021; Oeltzschner et al., 2019; 

Saleh et al., 2016; Terpstra et al., 2006).  

 

Figure 1.1.: Basis set including some commonly observed brain metabolites. 
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While anatomical interrogations through Magnetic Resonance Imaging (MRI) and 

evaluations into structural integrity through Diffusion Weighted Imaging (DWI) have become 

commonplace, collecting static and/or dynamic chemical information through MRS has yet to be 

widely adopted. Despite the wealth of biomarkers, MRS still faces many challenges that limits its 

use to a relatively small number of dedicated research facilities. Understandably, developing 

MRS protocols and analysis software requires a much deeper understanding of spin physics and 

quantum mechanics compared to other forms of MR (Hanson, 2008). Though, there are no 

significant barriers for clinicians to simply employ such methods once developed, challenging 

the MRS field to take an introspective look into the roadblocks that stand in the way.  

As such, in 2011, the MRS community developed a consensus group consisting of 

experienced neuroscientists and spectroscopists. In 2014, the group outlined the clinical utility 

for a wide array of brain disease and outlined what research steps would need to be taken to 

make MRS more clinically relevant (Öz et al., 2014). In recent years, many of the technical 

hurdles were addressed, especially those involved in the methodological standardization for data 

acquisition (Choi et al., 2021; Cudalbu et al., 2021; Kreis et al., 2020; Lin et al., 2021; Near et 

al., 2021; Öz et al., 2021). There have been a handful of follow-ups to the original consensus 

paper documenting these successes, but also listing new issues that should be addressed (Wilson 

et al., 2019). Today, what is most needed, is the development of more advanced software for data 

analysis and quantification that can overcome many of the limitations that lead to poor data 

quality, reproducibility, and accuracy (Wilson et al., 2019). Furthermore, standardized and open-

source software packages are encouraged in order to appropriately compare data collected across 

research sites. 
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1.3. Challenges Facing MRS: 

1.3.1. Low Signal to Noise: 

Many issues in MR revolve around low signal to noise (SNR), requiring long acquisitions 

to provide appropriate measurements. Unfortunately, MRS is specifically hampered by low SNR 

to an even larger extent that its MR counterparts. While most forms of MR take advantage of the 

highly abundant water molecules within the brain, MRS targets low concentrations (~1mM) 

chemicals. To accomplish this, an MRS sessions can be 30 minutes to 1 hour. During this time, 

multiple transients (or averages) are acquired every ~2-3 seconds each and then averaged to 

remove uncorrelated noise as shown in Figure 1.1. This method can be time-consuming, 

especially for deeper brain regions where the strength of the metabolite signal falls off following 

the inverse-square law. Subject motion across the session can also greatly impede data quality 

and provide significant barriers for populations that have difficulties remaining still for the 

prolonged periods required to retrieve high SNR data. Finally, the temporal sensitivity from 

averaging across several minutes puts many functional measurements of dynamic chemical 

processes outside of reach. 
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Figure 1.2.: (A) Simple example of the average signal after a single and multiple transients 

and (B) resulting SNR after collecting multiple averages for an initially low (~6) SNR 

acquisition. SNR is defined as amplitude of NAA singlet (2.008ppm) divided by the standard 

deviation of the noise. 
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1.3.2. Overlapping Signals: 

Another issue that spectroscopy faces is disentangling a multitude of overlapping signals. 

Figure 1a shows a breakdown of many of the individual chemicals observed within the brain. 

Figure 1b shows an example of the raw trace that could be acquired during an MRS sessions. It 

can be seen that many chemicals share the same or similar frequencies, or peaks. Take for 

instance, y-amino-butyric acid (GABA), which resides at 3ppm along with Creatine, 

Phosphocreatine, and underlying Macromolecule signals as shown in Figure 1.2. To make 

matters more difficult, GABA is ostensibly completely covered by the total creatine signal where 

the concentration is ~10x less. While each chemical has a unique spectral signature, these 

overlapping signals pose difficulties for traditional quantification software. 

 

Figure 1.3.: The GABA peak of interest centered at ~3ppm is overlapped by tCr, 

macromolecules, and noise. The residual water peak (not to scale) is shown to the left of the 

metabolites with long peak tails that extend underneath and distort metabolite signals. 
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1.3.3. Residual Water: 

The water signal is a single peak (singlet) that shows up at ~4.68ppm has an amplitude 

approximately 100x of the metabolite amplitudes. During acquisition, a series of water 

suppression pulses precede the data acquisition in order to suppress the overwhelming signal. 

Following the water suppression, a residual water signal remains as seen in Figure 1.2. Even 

after water suppression, the residual water peak can be between 1x-20x greater in size relative to 

the metabolite signals. Despite this signal being downfield from the primary metabolites of 

interest (1.00ppm-4.00ppm), the residual water signal can have long tails extending off the base 

of its peak into the metabolite peaks. The residual water signal tends to contain many 

components with different phase and amplitudes from incomplete water suppression which 

makes its removal in post-processing quite challenging. Without full removal, the residual water 

signal can greatly impact the metabolite amplitudes leading to unreliable concentration estimates. 

1.3.4. Spurious Echoes: 

Spurious echoes are the result of unwanted signals appearing for a small window of time 

during the acquisition period. The result is a large fluctuating waveform overlapping and 

obstructing the targeted metabolite data. During the scan protocol, a number of steps are taken 

(crusher gradients, phase cycling, outer volume suppression, etc.) to eliminate the undesirable 

signals. However, these spectral artifacts still show up within data, primarily due to technical 

malfunctions. 

1.4. Research Objectives: 

In line with these ideals, my primary research goal has been and continues to be 

overcoming limitations to make MRS more universally available. In this dissertation, I describe 

the research we completed towards developing methods surrounding MRS data processing and 
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analysis. Specifically, I’ll describe the results accomplishments from 2 projects. In part-1, I 

describe developing the open-source COHERENC database and meta-analysis of healthy and 

clinical brain MRS data. Part-2 describes our development of a neural network training dataset 

for MRS as well as our work in developing deep-learning-based data analysis techniques.  

1.4.1. Objective 1: COHERENC: A freely available online database for Magnetic 

Resonance Spectroscopy Metabolite Concentrations and Relaxation Parameters in the 

Healthy and Diseased Brain (Paper Abstract): 

Proton (1H) Magnetic Resonance Spectroscopy (MRS) is a noninvasive tool capable of 

studying brain metabolites in-vivo. The noninvasive nature of this method provides a powerful 

tool for researchers and clinicians, but also makes determining ground truths and expectations 

challenging. As such, standardization within the field has become a priority leading to the 

development of universal pulse sequences, methodological consensus recommendations from 

leaders in the field, and a prioritization for the development of open-source preprocessing and 

quantification software packages. As ground-truths are scarcely available for the validation of 

these various methodologies, data simulations have become an important tool. Especially for the 

development of deep learning and machine learning algorithms, these simulations must be able 

to produce accurate spectra which capture all the nuances of in-vivo data. Otherwise, we run the 

risk that such algorithms will misattribute signal variance or otherwise distort our signals. 

Therefore, to support these endeavors, we sought to determine the physiological ranges and 

relaxation rates of brain metabolites which can be used both in data simulations and as reference 

estimates in the human brain. To do this, we’ve systematically reviewed the literature to build a 

freely available database that currently includes nearly 500 spectroscopy articles. In Part-1 of this 

article we describe the systematic approach to developing the database and assess the 
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heterogeneity across studies. In Part-2, we employ a meta-analytic approach to explore 

metabolite concentrations and T2 relaxation. First, we determine the physiological ranges of 

concentrations of brain metabolites in the healthy brain. Next, we model how these metabolite 

concentrations change across 25 clinical populations. Finally, we use multiple meta-regression 

model to determine how T2 relaxation changes in human and animal studies under various 

acquisition protocols. 

1.4.2. Objective 2: Deep learning for MRS Data and the AGNOSTIC Benchmark Dataset 

(Paper Abstract): 

Proton (1H) Magnetic Resonance Spectroscopy (MRS) is a powerful method capable of 

studying brain metabolites in-vivo. As a clinical research tool, accurate and reliable 

quantification is a necessity, which has driven the MRS community to prioritize the reliability 

and standardization quantification software packages. Though, low signal to noise, artifacts, and 

overlapping signals still provide significant challenges, especially for deep brain regions and 

multi-voxel acquisition. Data quality can be improved through collecting multiple transients or 

employing multi-scan (editing, nulling, etc.) methods, but time constraints may limit what can be 

done during a scan session. Machine learning and deep neural networks have the potential to aid 

in many of these fundamental challenges associated with MRS data. While recent neural network 

models have already demonstrated some proof of concept, a software package that utilizes deep 

learning has yet to be shown to either complement traditional methods or perform as well as 

standard techniques in practice. Furthermore, little is known about how changes to network 

architecture, hyperparameters, and training sets influence the overall success. Unlike fields like 

computer vision, a benchmark dataset (i.e., ImageNet) does not exist for MRS which makes 

developing these models or evaluating performance across models impossible. As such, we 
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sought to develop the first training dataset for MRS. Here, we provide the AGNOSTIC training 

dataset for MRS. Included in the dataset are 500,000 healthy and clinical examples. Using this 

dataset, we further demonstrate the performance and limitations of various neural networks 

models. 

1.5. Future Directions: 

Here, I include a short discussion on developing new acquisition protocols to evaluate 

age-related pathology and Late-Onset Alzheimer’s Disease. Unfortunately, due to the COVID-19 

pandemic, the actual experiments were not able to be carried out. With the pandemic, I directed 

my focus solely towards advancing analysis methodologies. However, the research goals and 

hypotheses described within this section will be an area I plan to revisit in the future.  

1.5.1. Characterization of Metabolic Dysregulation and Efficacy of Caloric Restriction 

using in-vivo 13C/31P MRS in aging and APOE as model of Late-Onset Alzheimer’s Disease: 

Numerous research reports are now pointing towards metabolic dysfunction as a key 

driver of Late-Onset Alzheimer’s Disease (LOAD). It is therefore crucial to characterize the 

changes that occur within metabolic pathways and develop metabolic-specific therapeutics. 

Oxidative stress, lipid peroxidation, and decreased glucose utilization have been identified as 

early features of LOAD which may specifically point towards impairments in neuronal TCA 

Cycle. Importantly, aging and the APOE ε4 allele, the top two risk factors for LOAD, are also 

known to have declines in the rate of neuronal TCA Cycle (VTCA-Neuron) and are vulnerable to 

damage from peroxidated lipids. In the present longitudinal study, we will use a Knock-In 

humanized-APOE mouse model to investigate the individual contributions and interaction 

between aging (6-months, 12-months, and 18-months) and the APOE allele (low-risk ε3 vs. high-

risk ε4) while evaluating the efficacy of 6-months of Caloric Restriction (CR) relative to ad 
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libitum (AL) feeding. Using in-vivo 13C and 31P NMR spectroscopy, we will directly measure the 

rate of neuronal TCA Cycle (VTCA-Neuron) and the concentration of NAD+ (and NADH), 

respectively. Following the final timepoint (18-months) we will collect post-mortem brain tissue 

to further determine the predictive value of VTCA-Neuron and NAD+ concentrations on astrocyte 

lipid droplets and Sirtuin activity, respectively. Here, we hypothesize that restoring neuronal 

TCA cycle through CR will prevent LOAD-related cognitive decline through ameliorating age 

and ε4 metabolic impairment. A critical advantage of this approach is that it is directly 

translatable into non-invasive studies in humans. As such, in this study, we focus on providing a 

robust profile of LOAD prognosis and potential interventions through CR while developing safe 

and non-invasive NMR-based biomarkers.  
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Chapter 2. Magnetic Resonance Physics: 

Nuclear magnetic resonance (NMR) was first observed in 1938 by the American 

physicist, Isidor Rabi. After being proposed by Cornelius Gorter, Rabi and his team 

demonstrated the ability to measure the energy absorption/emission of lithium and chlorine 

following nuclear induction by an oscillating magnetic field. Nearly 10 years after its initial 

discovery, Edwards Purcell and Felix Bloch, working in separate labs independently, both 

demonstrated the ability to measure NMR in condensed matter (water and paraffin). In the 

following decades, NMR spectroscopy would become a research tool, primarily for field of 

chemistry and physics. Later in the 1970s, work by Paul Lauterbur and Peter Mansfield enabled 

spatial localization, and thus magnetic resonance imaging, by introducing a linear field gradient. 

These early experimental results laid the foundation for the development of the magnetic 

resonance tools used today. 

 

2.1 Magnetic Resonance Physics: 

2.1.1. Quantum Spin: 

MR is the process by which an atomic nucleus absorbs/emits energy by transitioning 

between quantum spin energy levels. This quantum spin (commonly denoted as I) describes the 

intrinsic angular momentum of a particle and exists in 
1

2
 steps (0, 

1

2
, 1, 

3

2
 …). Just like a common 

bar magnet, particles that have a non-zero spin state have a magnetic moment, or magnetic 

dipole, that interacts with electromagnetic fields. In the context of MR, we are specifically 

concerned with nuclear (from the atomic nucleus) spin. There are many non-zero spin nuclei that 
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can be studied with MR, including, but not limited to: 1H, 2H, 13C, 15N, 17O, and 31P. Here, we 

will focus exclusively upon spin 
1

2
  nuclei with an emphasis on the 1H, or proton.  

 

2.1.2. Zeeman Splitting: 

As previously stated, magnetic resonance requires a transition between spin states. The 

presence of a magnetic field leads to Zeeman splitting (see figure 2.1) which produces 2 energy 

levels for a spin 
1

2
, characterized by the quantum number m, where m = ±

1

2
. The 2 spin energy 

levels are commonly referred to as spin up (α; m = + 
1

2
) and spin down (β; m = - 

1

2
) and their 

energy levels are given in equation 2.1. These two energy levels are perhaps better understood to 

be eigenvalues of the Hamiltonian (�̂�), or energy operator. This means that spin can be 

represented as a linear combination of these two eigenvalues multiplied by a constant and thus a 

superposition of both states. 

 

𝐸𝛼,𝛽 = 𝑚ħ𝛾𝐵0  (2.1.) 

 

These energy levels can be seen to be the dependent of the nuclear gyromagnetic ratio (γ) which 

is unique to each nucleus, the quantum number (m), and the field strength (B0) in Tesla. The 

energy transitions between the 2 states can therefore be shown to be:  

𝛥𝐸𝜶→
←𝜷 = ħ𝛾𝐵0  (2.2.) 
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Figure 2.1.: Zeeman Splitting of a spin 
1

2
. The energy levels are shown for the two spin states 

for an increasing field strength (B0). The energy required for a transition between states can be 

calculated from the quantum number (m; ±
1

2
), the reduced plank constant (ħ), nucleus’ 

gyromagnetic ratio (γ), and the field strength (B0) in Tesla.  

 

In addition to increasing the energy between spin states, the nuclear spins will also tend 

toward the lowest energy state with increasing field strength. The distribution among spin states 

can be modeled by the Boltzmann Distribution shown in Equation 2.3 for a spin 
1

2
 system. 

𝛼

𝛽
= 𝑒(−

ℏ𝛾𝐵0
𝜅𝛵 )

 (2.3.) 
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2.1.3. Magnetic Moment and Precession: 

 In the absence of a magnetic field the spin angular momentum results in random 

orientations of the nuclear magnetic moments. When a magnetic field (B0) is introduced, a torque 

is created that acts perpendicular to the field and spin angular momentum described above. This 

drives nuclei to precess at the Larmor frequency (ω0) shown in equation 2.4. 

ω0  = 𝛾𝐵0 (2.4.) 

Additionally, the torque encourages nuclei to orient and point with a magnetic moment along the 

axis of the magnetic field. Increasing the magnetic field will encourage more nuclei to align 

along the magnetic field axis, with a slight preference in the direction of the applied field. As 

described by the Boltzmann distribution the preference towards the lower energy spin state will 

lead to a net magnetization, or bulk magnetization vector, that points in the direction of the 

applied field.  

 

2.1.4. MR Signal: 

In order to generate a signal, radiofrequency (RF) pulses (B1) are applied orthogonal to 

the main magnetic field axis or B0. When this happens, the bulk magnetization vector is rotated 

into the transverse plane as the spins are now precessing with B1. Once the RF pulse is removed, 

a receive coil can be used to measure the electrical current that arises from the bulk 

magnetization returning to the B0 axis. While nuclear spin is a quantum effect, the observed 

signal in magnetic resonance is not. This may seem counterintuitive, but the actual measured 

signal during an experiment originates from the movement of the bulk magnetization vector that 

arises from the resulting torque of average spin state.  
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Figure 2.2.: Spectral peak location shown represented as an energy compared to frequency. 

This conversion can be made as energy is directly related to frequency by Planck’s constant as 

shown in equation 2.5. 

 

2.1.5. Frequency Units: 

As angular momentum is commonly given in units of frequency, it’s natural and 

convention for spectroscopists to also maintain calculations in frequency units. Equation 2.5. 

gives a breakdown showing the conversion from energy units in Jules (J) to frequency units in 

either Hertz (Hz) or Radians per second by removing Planck's constant. Additionally, Figure 2.2. 

shows an example peak that results from an energy transition. 

 

ΔE𝛼→𝛽  

 

= hν𝛼→𝛽  
 

ΔE𝛼→𝛽

ℎ
  = ν𝛼→𝛽  

 

 

 

(2.5.) 

ν𝛼→𝛽  = 𝛾𝐵0

2𝜋
   

 

(radians/second)  
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ν𝛼→𝛽 = 𝛾𝐵0 
 

(Hertz)  

   
 

 

2.1.6. Chemical Shift: 

Thus far, we’ve primarily described this method with a single resonant frequency, 

characterized by the Larmor frequency, that corresponds with the hydrogen nucleus. In all 

actuality, over the course of an MRS experiment we observe hydrogen nuclei from a vast number 

of hydrogen nuclei from different molecules that have slightly different resonant frequencies 

depending on their local magnetic and chemical environment. So, rather than targeting a single 

frequency, we instead use RF pulses that cover a range of frequencies, referred to as the 

bandwidth or spectral width (sw). As the Larmor frequency is dependent on the static magnetic 

field strength, the location of these peaks will be different across scanners that typically employ 

fields between 1.5 Tesla-7.0 Tesla for human subjects. As such a final convention is to normalize 

the frequency axis to units of parts per million (ppm) by dividing the frequency axis by the 

Larmor frequency. Despite this sounding like it may be a measure of concentration, it’s actually 

a simple and convenient representation of frequency units that is standardized.  

 



22 
 

3. COHERENC: A freely available online database for Magnetic 

Resonance Spectroscopy Metabolite Concentrations and Relaxation 

Parameters in the Healthy and Diseased Brain (Paper In Prep) 
 

3.1. Title: 

COHERENC: A freely available online database for Magnetic Resonance Spectroscopy 

Metabolite Concentrations and Relaxation Parameters in the Healthy and Diseased Brain.  

3.2. Abstract: 

 Proton (1H) Magnetic Resonance Spectroscopy (MRS) is a noninvasive tool capable of 

studying brain metabolites in-vivo. The noninvasive nature of this method provides a powerful 

tool for researchers and clinicians, but also makes determining ground truths and expectations 

challenging. As such, standardization within the field has become a priority leading to the 

development of universal pulse sequences, methodological consensus recommendations from 

leaders in the field, and a prioritization for the development of open-source preprocessing and 

quantification software packages. As ground-truths are scarcely available for the validation of 

these various methodologies, data simulations have become an important tool. Especially for the 

development of deep learning and machine learning algorithms, these simulations must be able 

to produce accurate spectra which capture all the nuances of in-vivo data. Otherwise, we run the 

risk that such algorithms will misattribute signal variance or otherwise distort our signals. 

Therefore, to support these endeavors, we sought to determine the physiological ranges and 

relaxation rates of brain metabolites which can be used both in data simulations and as reference 

estimates in the human brain. To do this, we’ve systematically reviewed the literature to build a 

freely available database that currently includes nearly 500 spectroscopy articles. In Part-1 of this 

article we describe the systematic approach to developing the database and assess the 
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heterogeneity across studies. In Part-2, we employ a meta-analytic approach to explore 

metabolite concentrations and T2 relaxation. First, we determine the physiological ranges of 

concentrations of brain metabolites in the healthy brain. Next, we model how these metabolite 

concentrations change across 25 clinical populations. Finally, we use multiple meta-regression 

model to determine how T2 relaxation changes in human and animal studies under various 

acquisition protocols.  

3.3. Introduction: 

3.3.1. Background: 

 Proton (1H) Magnetic Resonance Spectroscopy (MRS) is a noninvasive tool that can be 

used to study in-vivo brain metabolites in the human. At least a dozen different compounds are 

commonly studied, from antioxidants to those involved in neural energetics. Of these, the most 

commonly measured metabolites include N-acetyl aspartate (NAA) which generally serves as a 

proxy for neuronal density, Choline-containing (tCho) compounds which reflect phospholipid 

homeostasis, and Creatine-containing (tCr) compounds which, in addition to their role in neural 

energetics, have commonly served as an internal reference compound. Myo-Inositol (Myo) 

whose exact function remains elusive (but is often attributed in some form to 

neuroinflammation) and the combined signal (Glx) from Glutamate (Glu) and Glutamine (Gln) 

are also among the most commonly observed metabolites as they appear to be dysregulated in a 

variety of diseased populations. Over the last decade, editing techniques, analysis software, and 

high field (>3T) spectroscopy have made y-amino butyric acid (GABA) and Glutamate, the 

primary inhibitory and excitatory neurotransmitters, more common targets (Edden et al., 2014; 

Oeltzschner et al., 2019; Saleh et al., 2016). While less common, the antioxidants Glutathione 

(GSH) and Ascorbate (Asc) can also be identified. A full description of the metabolites included 
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in the COHERENC can be found in review works by Harris, Henning, and Ross & Bluml (A. D. 

Harris et al., 2017; Henning, 2018; Ross & Bluml, 2001). 

 1H-MRS has continued gaining popularity, but the method has largely remained a 

research tool that requires experienced teams. However, given how biologically informative 

these metabolites are to a variety of clinical populations, the field has sought to improve the 

reliability and standardize methods to make it more universally accessible. Recent developments 

of universal acquisition methods and consensus recommendations from experts have provided 

the ability to effectively acquire data (Choi et al., 2021; Cudalbu et al., 2021; Kreis et al., 2020; 

Lin et al., 2021; Near et al., 2021; Öz et al., 2021). Additionally, an admirable philosophy of 

open-source software and analysis techniques have laid down a strong base for the widespread 

use of MRS. However, validating these methods remains challenging, as the lack of ground-

truths poses a limitation. 

 A number of free software packages are available that can perform full quantum 

mechanical density matrix simulations that include all the required information for metabolite 

chemical shifts and coupling constants (Hogben et al., 2011; Simpson et al., 2017; Smith et al., 

1994; Starčuk & Starčuková, 2017). To a large extent these simulation tools are all that is needed 

to develop pulse sequences. However, validating preprocessing and quantification methods 

requires another layer of complexity by including appropriate metabolite concentrations and 

relaxation rates as well as realistic signal to noise and acquisition artifacts. These factors have 

become especially important for machine learning algorithms and deep learning approaches 

which have difficulty generalizing to features not captured within simulated training data. The 

Fit Challenge pioneered one of the first large-scale efforts to create realistic signals to test the 
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performance of the various software packages and successfully demonstrated a need for further 

advanced in simulations (Marjańska et al., 2022).    

3.3.2. Purpose: 

 In order to further these goals, we aimed to create an online open-source database of 

metabolite concentrations and relaxation parameters in healthy and diseased subject populations. 

Nearly 500 papers have been added to the database with resulting concentrations and relaxation 

rates. For each value added, the publication information, experimental parameters, and data 

acquisition methods are included. This article is organized into two parts describing the database 

and simulation parameters, respectively. Part-1 describes the systematic approach to identifying 

spectroscopy articles for inclusion and further details the experimental information available 

within the database. Part-2 is a meta-analysis providing the physiological ranges of metabolites 

concentrations and relaxation rates. Specifically, in Part-2, we performed three separate analyses: 

1) investigation into healthy brain metabolite concentrations, 2) a model of how these 

concentrations change in 25 clinical populations, 3) a model to predict and account for the highly 

variable T2 results. The breadth of information from articles spanning different subject 

populations using various acquisition protocols and analysis pipelines, make this work unique. In 

addition to researchers developing analyses new tools, we hope this work will further contribute 

towards the greater adoption of MRS within the clinical community.   

3.4 Methods: 

3.4.1. Database Methods: 

3.4.1.1. Search Methods: 

 In building the database, we utilized the PRISMA guidelines to identify publications and 

determine eligibility for inclusion (Moher et al., 2009; Page et al., 2021). Searches were 
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conducted on the PubMed, Web of Science, and Scopus databases. Separate searches were 

carried out to specifically identify publications that either quantified metabolite concentrations or 

T2 relaxation, herein referred to as concentration study and relaxation study, respectively. The 

original search for both was conducted in August of 2021. An additional follow-up search was 

then conducted at the time of writing, March 2022, to ensure all publications through 2021 were 

included. Upon searching, no limitation for publication date was set and only articles available in 

English were included. Figure 1. shows the PRISMA flowchart for both the concentration and 

relaxation studies and reflects the process of building the database. The information for the total 

number of articles that went into the meta-analyses and modeling performed is described within 

the ‘study description’ section within the Results. 

Concentration Study Search: 

PubMed: 

((Magnetic Resonance Spectroscopy [mh] OR "Magnetic Resonance Spectroscopy" OR 

MRS OR MRSI OR "1H-MRS" OR "In Vivo NMR" OR "In-Vivo NMR" OR "MR 

Spectroscopy" OR "MRSpectroscopy") AND (Brain [mh] OR Neurosciences [mh] OR 

Neurology [mh] OR Neuroscience OR Neurosciences OR Brain OR Midbrain OR Neurology 

OR Cognition OR Cortical OR Hippocampus OR "Frontal Lobe" OR "Parietal Lobe" OR 

"Occipital Lobe" OR "Temporal Lobe" OR Amygdala OR Cortex OR Cerebellum OR 

Cerebrum OR "Brain Stem") AND (Humans [mh] OR Human OR Humans) AND (Proton 

OR Protons OR 1H OR "Hydrogen Nucleus" OR "1H-MRS" OR "1H MRS") NOT 

(Review)) 

 

Web of Science: 

ALL=(("Magnetic Resonance Spectroscopy" OR MRS OR MRSI OR "1H-MRS" OR "In 

Vivo NMR" OR "In-Vivo NMR" OR "MR Spectroscopy" OR "mrspectroscopy") AND 

(Neuroscience OR Neurosciences OR Brain OR Midbrain OR Neurology OR 

Neuroradiology OR Cognition OR Cortical OR Hippocampus OR "Frontal Lobe" OR 

"Parietal Lobe" OR "Occipital Lobe" OR "Temporal Lobe" OR Amygdala OR Cortex OR 

Cerebellum OR Cerebrum OR "Brain Stem") AND (Human OR Humans) AND (Proton OR 

Protons OR 1H OR "Hydrogen Nucleus" OR "1H-MRS" OR "1H MRS") NOT (Review)) 

 

Scopus: 

((("magnetic resonance spectroscopy" OR "mrs" OR "1h-mrs" OR "mrsi" OR "NMR 

Spectroscopy") AND ("human") AND ("1h" OR "proton" OR "1h-mrs" OR "hydrogen 

nucleus") AND ("neuroscience" OR "brain") AND ("concentration") AND NOT ("rat" OR 
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"mouse" OR "mice" OR "rodent" OR "Animal" OR "Dog" OR "ex vivo" OR "ex-vivo" OR 

"vitro" OR "13C" OR "31P" OR "23Na" OR "17O" OR "Systematic Review"))) 

 

Relaxation Study Search: 

PubMed: 

("T2 Relaxation" OR "Transverse Relaxation" OR "Spin-spin Relaxation" OR "Carr-Purcell 

Meiboom-Gill") AND ("Magnetic Resonance Spectroscopy" [mh] OR "NMR Spectroscopy" 

OR "Magnetic Resonance Spectroscopy" OR "In-Vivo Spectroscopy" OR "Ex-Vivo 

Spectroscopy") AND (Brain [mh] OR Neurosciences [mh] OR Neurology [mh] OR "Brain" 

OR "Neuroscience" OR "Neurology" OR "Phantom") NOT ("Fingerprinting" OR "CEST" 

OR "Chemical Exchange Saturation Transfer" OR "31P" OR "(31)P" OR "13C" OR "(13)C" 

OR "23Na" OR "(23)Na" OR "17O" OR "15N" OR "14N" OR "19F" OR "(19)F" OR 

"Systematic Review" OR "Food Storage" [mh]) 

 

Web of Science: 

ALL=(("NMR Spectroscopy" OR "Magnetic Resonance Spectroscopy" OR "In-Vivo 

Spectroscopy" OR "Ex-Vivo Spectroscopy") AND (Neuroscience OR Neurosciences OR 

Brain OR Neurology OR Phantom) AND ("T2 Relaxation" OR "Transverse Relaxation" OR 

"Spin-spin Relaxation" OR "Carr-Purcell Meiboom-Gill") NOT ("Fingerprinting" OR 

"CEST" OR "Chemical Exchange Saturation Transfer" OR "31P" OR "(31)P" OR "13C" OR 

"(13)C" OR "23Na" OR "(23)Na" OR "17O" OR "15N" OR "14N" OR "19F" OR "(19)F" 

OR "Systematic Review" OR "Food Storage")) 

 

Scopus: 

((("magnetic resonance spectroscopy" OR "mrs" OR "1h-mrs" OR "mrsi" OR "NMR 

Spectroscopy") AND ("human") AND ("1h" OR "proton" OR "1h-mrs" OR "hydrogen 

nucleus") AND ("neuroscience" OR "brain") AND ("T2 Relaxation" OR "Transverse 

Relaxation" OR "Spin-spin Relaxation" OR "Carr-Purcell Meiboom-Gill") AND NOT 

("13C" OR "31P" OR "23Na" OR "17O" OR "Systematic Review"))) 
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Figure 3.1. PRISMA Flow Charts for the Concentration (left) and T2 Relaxation (right) 

studies 

 

3.4.1.2. Inclusion/Exclusion Criteria: 

 For both the Concentration and T2 studies, only in-vivo brain 1H-MRS data from primary 

sources were considered. Reviews, meta-analyses, and book chapters were excluded. Conference 

posters were typically excluded since they are not peer-reviewed with some exceptions when 

information was less studied. Only original research was included to avoid repeated inclusions of 

data. Finally, to be included, a mean and standard deviation needed to be available. For studies 

that reported statistical results (t-statistics, p-values, etc.) without values, we contacted authors 

by email for inclusion. Median and quartiles were converted to mean and standard deviation 

using the methods outlined in (Wan et al., 2014) or (Greco et al., 2015) to handle normal (<50% 

change between (Median - Q1)/(Q3-Median)) or skewed distributions (>50% change between 

(Median - Q1)/(Q3-Median)). Articles that presented values in the form of bar or scatter plots 
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were included by manually determining mean and standard deviations with the assistance of an 

in-house Python software package that maps pixel values to figure axes.  

Concentration-Specific: 

 For the Concentration Study, only human research was considered. Articles were 

included if they reported at least one metabolite concentration provided as referenced to creatine 

(
1

𝑡𝐶𝑟
), institutional units (IU), or moles/mass, such as millimoles/gram or moles/kilogram (mM). 

Due to the high volume of articles (10,506) returned for the Concentration study, articles were 

initially limited to 2018-2022. In some cases, articles were retrieved from those identified in 

earlier years to ensure three or more studies were included in less commonly studied instances, 

such as certain clinical populations (e.g., Alzheimer’s Disease) or difficult to measure 

metabolites (e.g., Ascorbate). This provided an abbreviated subset of 1,863 articles.  

Relaxation-Specific: 

 Articles were included in the Relaxation study that reported at least one metabolite T2 

relaxation time in either a time-based measure (seconds) or rate-based measure (1/seconds). 

While this work aims to determine MRS features in the human brain, the relaxation study 

included all species as a handful of metabolites have not yet been well studied outside of animal 

models. A total of 870 articles were discovered following the database searches.  

3.4.1.3. Selection: 

 After removing articles that met the exclusion criteria, articles’ titles and abstracts were 

reviewed for relevance. Once confirmed relevant, articles were downloaded to make a final 

decision on inclusion/exclusion.  

3.4.3.1. Concentration Study: 
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 Of the original 1,863 articles, 571 articles were removed prior to screening leaving 1,292 

articles. After screening, 790 articles remained and were retrieved and assessed for relevance. A 

total of 351 articles were determined to be eligible for inclusion in the database and analysis. 

3.4.3.2. Relaxation Study: 

 Of the original 870 articles, 234 were removed prior to screening and 636 articles were 

further screened. 342 articles were then retrieved and assessed for eligibility. Finally, 113 articles 

remained and are included in the database and analyses. 

3.4.1.4. Curation: 

 All study information was recorded on a set of two Google spreadsheets where one 

included all the publication/experiment information with an assigned index number while the 

other contained all the mean and standard deviation values and corresponding index number. The 

spreadsheets were later converted using the Python programming language to an SQL database 

using MySQL and SQLAlchemy (Brown & Wilson, 2012). The database consists of a separate 

Reference, Experiment, and Values Table for the Concentration and Relaxation studies. All the 

data is available in either a comma separated values (.csv) file or a MySQL folder. 

3.4.2. Statistical Analysis: 

 Data were analyzed using in-house python scripts that utilized numpy, pandas, scipy, 

statsmodels, matplotlib, and sci-kit learn (C. R. Harris et al., 2020; Hunter, 2007; McKinney, 

2010; Pedregosa et al., 2011; Seabold & Perktold, 2010; Virtanen et al., 2020). Rather than an 

effect size, linear changes were used to directly provide the necessary simulation parameters. 

Linear changes were calculated using the Ratio Of Means method which has been show to 

provide an accurate estimate of ratio summary statistics when summary statistics are only 

provided for groups separately (Friedrich et al., 2008, 2011). Heterogeneity was determined 
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using I2 (J. Higgins et al., 2002; J. P. T. Higgins & Thompson, 2002). Combined effects were 

determined using a Random Effects model unless otherwise noted (Borenstein et al., 2009). 

Meta-regression analyses were performed using a weighted multiple regression model. Both the 

combined effects and meta-regression used the inverse variance weighting scheme (Hedges & 

Olkin, 1985). While all data is present in the database, the meta-analyses were carried out when 

3 or more studies were available for the particular metabolite, group, or field strength.  

3.5. Results: 

3.5.1. Database: 

 The COHERENC database currently contains 461 publications with each entry 

containing the publication information, experiment details, parameters of the data acquisition, 

and the mean and standard deviation of resulting values. The database is open-source and 

available online at github.com/StarkLab/Database. While this study is not meant to be a 

systematic review, we used the PRISM guidelines to ensure an unbiased and wide-reaching 

approach was taken to identify and screen publications. A submission form and a correction form 

are also available for other researchers to submit new data or make corrections. 
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 Units  Units 

Hardware:  Acquisition:  

      Scanner Manufacturer        Localization Sequence  

      Magnetic Field Strength Tesla       Water Suppression Sequence  

        Acquisition Bandwidth Hz 

Study Populations:        Number of Datapoints  

      Index        Number of Averages  

      Population        Repetition Time (TR) ms 

      Control Group        Echo Time (TE) ms 

      Treatment or Conditions        Inversion Time ms 

      Visit or Session Number        T2 Filter  

      Total Number of Subjects    

      Number of Subjects Analyzed  Voxel:  

      Sex m/f       Anatomical Region  

      Age (Mean/Std. Dev.) years       Hemisphere Location left/right/both 

        Dimensions (x, y, z) mm 

Analysis:        Volume cm3 

      Preprocessing Software    

      Fitting/Quantification Software    

      Segmentation Software    

      Partial Volume Correction yes/no   

      Relaxation Correction yes/no   

      Tissue Fractions percent   

    
 

Table 3.1. Information available for entries in the database 

3.5.2. Healthy Metabolite Concentrations: 

 Studies that investigated healthy individuals or included control groups were included in 

the healthy population analysis. Of the 351 studies included, 286 studies investigated a healthy 

population or included a healthy control group. Subjects were broken down into early life (<2 

years of age), adolescent (5-14 years of age), young adult (18-45 years of age) and aged adult 

(>65 years of age). There were 9, 20, 206, and 45 studies within the four age categories, 

respectively. The physiological ranges were determined within the each of the four age 

categories. Values are provided visually in Figure 2 for the young and aged adults for 
1

𝑡𝐶𝑟
, IU, 

and mM. 
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 The heterogeneity (I2) within the data ranged between 14%-98%. To combat the high 

level of inconsistency between studies, we utilized a Random Effects model (Borenstein et al., 

2009). Of the 22 metabolites included within the database, 19 metabolites had sufficient data to 

determine the combined effects. Figure 2 depicts the resulting weighted mean and 95% 

confidence intervals across mM, IU, and 
1

𝑡𝐶𝑟
. 

 

Figure 3.2.: Brain Metabolite Concentrations in Young and Aged Healthy Adults from studies 

that reported results as A) relative to total Creatine (
1

𝑡𝐶𝑟
), B) Institutional Units (IU), C) 

molas/mass (mM). 
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3.5.3. Clinical Metabolite Concentrations: 

 Studies that investigated clinical groups and included a control group were included in 

the clinical population analysis. While we included clinical studies that did not include a control 

group in the database, we chose to focus on studies that had direct comparisons to avoid 

confounds involving the variation among studies. There were 195 publications consisting of 25 

unique clinical groups. Each clinical population was modeled as a linear change relative to their 

respective control group. As such, a value of 1.0 would indicate no difference between the 

clinical and control groups. Figure 3 depicts the resulting weighted mean and 95% confidence 

intervals across mM, IU, and 
1

𝑡𝐶𝑟
. 
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Figure 3.3.: Commonly investigated metabolite concentrations modeled in diseased 

populations. PC = Perinatal Complications, Aut = Autism, ADHD = Attention Deficit Hyper 

Activity, MCI = Mild Cognitive Impairment, E4 Apolipoprotein 4 Carriers, Dem = Dementia, 

ETrm = Essential Tremor, PD = Parkinson’s Disease, MS = Multiple Sclerosis, Bip = Bipolar, 

Pers = Personality Disorder, Psy = Psychosis, Schz = Schizophrenia, Adc = Addiction, Depr = 

Depression, OCD = Obsessive Compulsive Disorder, PTSD = Post-Traumatic Stress Disorder, 

Fib = Fibromyalgia, Mgrn = Migraine, Pain = Chronic Pain, Canc = Cancer, D1 = Diabetes 

Type 1, TBI = Traumatic Brain Injury, Str = Stroke, Seiz = Seizure Disorder. * Denotes the 

use of Fixed Effect Model. 
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3.5.4. T2 relaxation 

 Studies that investigated healthy subjects or included a healthy control group were 

included in the T2 relaxation analysis. Of the 113 included studies, 76 studies were included in 

the analysis. Among these studies heterogeneity was high (over 80%) for all metabolites. In 

contrast to metabolite concentrations, the high degree of variability is explained by the known 

differences in T2 when measured across different acquisition schemes. To effectively model this 

fact, we employed a multiple meta-regression to capture this variability. Within the model, we 

included 6 variables:  1) metabolite, 2) field strength, 3) localization pulse sequence, 4) T2 filter, 

5) tissue type, and 6) subject species. The model was rerun leaving one datapoint out each time 

for prediction (i.e., 628 individual leave-one-out regression models were run). The model 

achieved a median adjusted R2 of .782 (Q1 = 78.17; Q3 = .7819). Predictions for each of these 

models yielded a median error of 26.76 ms (Q1 = 12.20ms; Q3 = 54.65ms). Figure 4 contains 

histograms of the adjusted R2 and prediction error across all models. 
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Figure 3.4.: The multiple meta-regression model was run iteratively with each iteration 

leaving out 1 datapoint. A) Adjusted R2 for all resulting models. B) Error in the model 

predictions vs. the actual reported T2 value. 
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3.6. Discussion: 

3.6.1. Physiological Ranges of Brain Metabolites in the Healthy Adults: 

 One of our core goals was to approximate the true levels of MRS accessible metabolites 

via a large data mining and unification approach. Ours was certainly not the first effort to 

provide typical concentration values or ranges. Physiological ranges of brain metabolites have 

been proposed previously for the brain using experimentally determined ranges (de Graaf, 2019; 

Govindaraju et al., 2000). Values were also proposed for the Fit Challenge that were said to lie 

within normal ranges (Marjańska et al., 2022). Here, however, we took a comprehensive 

approach through the literature that unified measures across hundreds of studies and 

appropriately weighed studies to determine the physiological ranges of 22 brain metabolites. 

Additionally, the focus here was on recent publications (<5 years old) where data was quantified 

using the most current and advanced methodologies.  Reassuringly, many values here reflect 

similar ranges as previously proposed supporting prior estimations (Figure 5).  

 

Figure 3.5. Comparison of brain metabolite concentrations in published works.  
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 In terms of quantification, metabolite concentrations are most commonly provided in 3 

different units, ratio to total creatine ( 
1

𝑡𝐶𝑟
 ), institutional units (IU), and/or millimolar/kilogram 

(mM). Other units are reported within the literature, but were not considered due to how rare they 

are and to avoid inconsistency among comparisons. 
1

𝑡𝐶𝑟
 has been one of the most dominant 

methods for quantifying metabolite levels as it requires little expert intervention and can be 

performed with even the most basic software packages, including the vendor-provided software 

installed on scanner consoles. Though, due to its simplicity, 
1

𝑡𝐶𝑟
 fails to account for tissue 

compositions within acquisition voxels, changes in tCr concentrations in different populations, 

and does not account for metabolite-specific relaxation properties. Despite these limitations, the 

ease and speed at which results can be determined is powerful. Metabolite levels reported in IU 

aim to take some of these factors into account to provide a more accurate measurement. These 

units typically use tissue water as a reference, rather than the total Creatine signal. Tissue water 

is generally accepted to be more stable than total creatine concentrations and the concentration 

ranges are maintained within strict physiological ranges. These units may be preferred when 

some corrections are necessary, but conversion to absolute concentrations presents a technical 

hurdle. Caution should be used when comparing metabolite levels in IU outside of the study as 

these values still represent arbitrary units. Finally, mM is has now become the most preferred 

method for reporting metabolite levels as it reflects an absolute concentration. This is possible as 

the computation requires several correction factors that are applied to the raw data, including 

accounting for differences in tissue composition, metabolite-specific relaxation rates, and 

reference to a known concentration. Reporting values in mM has also become increasingly 

available in recent years as many commonly used software packages will make all the 

computations with little, to no, user intervention.  
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 The metabolic profile provided here represents progress towards effectively simulating 

realistic data. As previously stated, developing methodology surrounding data analysis is limited 

by the lack of ground-truths. While still objective, current methods to evaluate methodological 

performance are restricted to outcomes of lower Cramer–Rao Lower Bounds (CRLB) or 

reductions in standard deviation, rather than error when compared against the true value. 

Ultimately, having appropriate ground truths to evaluate methods is a major step forward and 

this work gets us closer to a real approximation of this truth. Additionally, having these ground-

truths will continue to motivate work utilizing deep learning and machine learning algorithms as 

these methods have shown exceptional potential in so many areas. While many recent papers 

have demonstrated proof of concept around using these approaches with MRS, there has yet to 

be a fully developed neural network software package available for the field to adopt.  

3.6.2. Physiological Ranges of Brain Metabolites in Clinical Populations: 

 Here, we also presented a linear model demonstrating the relationship between healthy 

and clinical populations. As far as we know, this is the first study to provide a basis to determine 

physiological ranges of brain metabolites in such a wide array of clinical populations. Rather 

than using effect size, we derived a linear model to demonstrate the expected ranges of 

metabolites within a given population. In combination with the results from the healthy 

population, one simply has to multiply the metabolite coefficients to produce a metabolic profile 

for each population.  

 The most commonly measures metabolites are shown in Figure 3. Many of the results are 

similar to what has been shown in systematic reviews and more traditional meta-analyses. For 

instance, investigations into cancer populations have yielded elevated choline signals (Daqqaq, 

2019; Wang et al., 2016). For populations with dementias, such as Alzheimer’s Disease, 
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increased concentrations of Myo and decreased concentrations of NAA support previous 

findings (Kantarci et al., 2000; Zhang et al., 2014). Differing neurometabolic profiles are also 

present when comparing Parkinson’s Disease and Essential Tremor, which otherwise present 

with similar symptomology (Buard et al., 2022; Handforth & Lang, 2021; Kendi et al., 2005). 

The results presented here may further provide a priori when planning research analyses. 

 Ultimately, for MRS to become more relevant in the clinical world, tools must be 

developed around clinical populations. Though, the diversity and uncertainty of concentrations 

across populations has previously posed a great challenge. Using the database and values 

provided here, we encourage using data simulations that encompass diseased populations which 

will allow for flexible models that can generalize well to healthy and diseased populations.  

3.6.3. Multiple Meta-Regression to Explain Heterogeneity of Metabolite T2 Relaxation Results: 

 In addition to metabolite concentrations, for simulations and some data analysis 

approaches depend on accurate estimates of the T2 relaxation rates for metabolites. After the 

excitation pulse in a magnetic resonance experiment, relaxation describes the process by which 

energy is released from a given spin to the surrounding lattice (T1) and dephasing of quantum 

phase coherence (T2) resulting in the observed loss of signal. Here, we focused upon T2, which 

arguably plays a greater role on the timescale of MRS experiments.  

 The loss of phase is further described as T2* which is the combination of both a spin’s 

intrinsic relaxation components (T2) and its extrinsic relaxation components (T2’). Bloembergen-

Purcell-Pound (BPP) theory predicts that the spin-spin relaxation would remain relatively 

constant across experiments as well as different field strengths. However, the measured T2* is 

known to change across acquisition schemes and decrease as field strength increases. To a first 
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order approximation these results are explained from the movement of molecules through 

different local magnetic fields. For this reason, the ideal method for acquiring T2 data involves 

the use of T2 filters, such as Carr-Purcell Meiboom Gill (CPMG), which partially reverses the 

effect of movement. These T2 filters can be added into regular T2 acquisition schemes, which 

involve modeling the decay rate of signal intensity across a series of echo times.  

 Unfortunately, collecting T2 data in human subjects remains a challenging task. T2 filters 

do not typically come standard from the manufacturer, and one must consider the time-

constraints for collecting multiple echo times during a scanning session. Measuring coupled 

spins poses further difficulty as the series of echo times must be carefully chosen with respect to 

the evolution timing and patterns. Finally, overlapping spins may have considerably different 

rates of decay which necessitates more data acquisition to properly model multiple decay rates or 

may even require the use of more advanced editing techniques. 

Ultimately, the variance that results from the wide array of acquisition schemes has 

resulted in uncertainty of how to effectively build T2 relaxation into simulations. Furthermore, a 

lack of experimental data in humans, especially for coupled spin systems, creates a major 

limitation for extrapolating many metabolites. Even when combining data across species, the 

available results are sparse with very few metabolites having data across all field strengths or 

under specific acquisition schemes. Though, as previously stated, this aspect of in-vivo data may 

prove to be a crucial component for building effective machine learning algorithms and deep 

learning models that can generalize to true in-vivo data.  

Here, we present a model that could account for a large degree of the variance in results. 

The model included 6 variables: 1) metabolite, 2) field strength, 3) localization pulse sequence, 

4) T2 filter, 5) tissue type, and 6) subject species. Following a leave-one-out validation approach, 
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nearly 80% of the variance could be attributed to the 6 factors. As such, the error in prediction 

was low with approximately 25% of the prediction errors less than 10ms, 50% of prediction 

errors less than 25ms, and nearly 75% of prediction errors under 50ms. Upon further 

investigation, the instances where prediction error was high were primarily from a small subset 

of papers and appear to represent outliers in the data. Future studies should determine whether 

the values from these studies can be replicated or more effectively modeled. It will also be 

important to measure T2 data in clinical populations. Ultimately, this model provides a robust 

solution towards including T2 relaxation within simulations and unifying the disparate data 

currently available. 

3.6.4. Further Research: 

 Future research should aim to further model the effects of different data acquisition and 

analysis methods. One potential area would be an investigation into how different preprocessing, 

fitting, segmentation, and quantification software packages impacts concentration results. While 

we included tissue type, one could determine the influence of specific brain regions using the 

information available within database. While few articles included details about acquisition 

parameters, such as bandwidth, number of averages, and vector-size, these factors may provide 

further explanation. 

3.6.5. Limitations: 

 Unfortunately, due to typos or errors, we expect that there may be discrepancies in 

reported values and/or the information surrounding the methods. We anticipate the effects of 

these errors in reporting will likely only contribute a small effect as each individual datapoint 

only makes a small contribution. Still, we encourage others to submit corrections as they are 

discovered.  
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 Another limitation is likely present in that data may be correlated within studies. Within 

the combined effect models, each individual datapoint from studies was included, rather than 

attempting to collapse across all results for a given study. We opted to take this approach to 

capture the expected differences within studies that reported results from different acquisition 

schemes, multiple brain regions, or different tissue (e.g. grey matter vs. white matter) types.  

3.7. Conclusions: 

 Here, we provide a new database organizing brain metabolite results from a little under 

500 publications. This database is freely available online where users can view and contribute 

data. Using the database, we’ve determined physiological ranges of 22 brain metabolites in the 

healthy infant, adolescent, adult, and aged brain. We’ve further provided linear model that 

describes changes in metabolite concentrations for 25 different clinical populations. Finally, 

using a multiple meta-regression we’ve developed a model to predict metabolite relaxation rates 

across varied acquisition schemes.  
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4. Deep learning for MRS Data and the AGNOSTIC Benchmark 

Dataset (Paper In Prep): 

4.1. Title: 

Deep Learning for MRS Data and the AGNOSTIC Benchmark Dataset. 

4.2. Abstract: 

      Proton (1H) Magnetic Resonance Spectroscopy (MRS) is a powerful method capable of 

studying brain metabolites in-vivo. As a clinical research tool, accurate and reliable 

quantification is a necessity, which has driven the MRS community to prioritize the reliability 

and standardization quantification software packages. Though, low signal to noise, artifacts, and 

overlapping signals still provide significant challenges, especially for deep brain regions and 

multi-voxel acquisition. Data quality can be improved through collecting multiple transients or 

employing multi-scan (editing, nulling, etc.) methods, but time constraints may limit what can be 

done during a scan session. Neural networks have the potential to aid in many of these 

fundamental challenges associated with MRS data. While recent neural network models have 

already demonstrated some proof of concept, a software package that utilizes deep learning has 

yet to be shown to either complement traditional methods or perform as well as standard 

techniques in practice. Furthermore, little is known about how changes to network architecture, 

hyperparameters, and training sets influence the overall success. Unlike fields like computer 

vision, a benchmark dataset (i.e., ImageNet) does not exist for MRS which makes developing 

these models or evaluating performance across models impossible. As such, we sought to 

develop the first training dataset for MRS. Here, we provide the AGNOSTIC training dataset for 

MRS. Included in the dataset are 500,000 (healthy and clinical) examples. Using this dataset, we 

demonstrate the performance and limitations of various neural networks models that will need to 

be addressed prior to their widespread use. 
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4.3. Introduction: 

4.3.1. Background: 

      Proton (1H) Magnetic Resonance Spectroscopy (MRS) is a noninvasive tool that can study 

brain metabolites in-vivo. Though, low signal to noise (SNR), artifacts, and overlapping signals 

can greatly impede the quality of data and reliability of results (Cudalbu et al., 2021; Near et al., 

2021; Öz et al., 2021). Furthermore, these challenges can be greatly amplified when acquiring 

data from deep brain structures or during MRS Imaging (MRSI) which are often needed for 

clinical applications (Edelstein et al., 1986; Maudsley et al., 2010, 2021). Deep neural networks 

have demonstrated success with similar issues in signal processing and computer vision and thus 

offer great potential for MRS community.  

Deep learning is considered a subcategory of machine learning that uses a series of 

computational layers to process information. These layers make up an artificial neural network, 

as they model the inner neuronal system within the brain. These neural networks can contain 

hundreds of layers where each layer learns to extract specific features of data. Some popular 

layer types include, “fully connected” where each node of a layer is connected with every node 

in the adjacent layers, “convolutional” where a kernel function sweeps across an input, and 

“recurrent” where the layer maintains an internal state that is updated based on past and future 

inputs. Generally, convolutional and recurrent layers excel in spatial and temporal-based data, 

respectively, while fully connected layers perform well in less-structured data. These networks 

are considered ‘shallow’ with only a few layers or ‘deep’ containing many layers, potentially 

with millions of trainable. As such, these networks generally require hundreds of thousands of 

training examples. During this training period, each data input is passed through a network that 

has all its units initialized with random values. The output from the final layer is then compared 



54 
 

against a ground-truth or target which provides an error metric. Finally, a gradient is computed 

which tunes each of the units in such a way that will decrease the error of the outputs. While 

training can take significant time to complete, these neural networks are capable of learning 

highly complex features allowing them to greatly outperform even the most experienced 

individuals. 

      Recently, several methods have provided a proof of concept through utilizing fully-connected 

networks (FCN), Convolutional Neural Networks (CNN), and Recurrent Neural Networks 

(RNN) (Chandler et al., 2019; Kyathanahally et al., 2018; Lee & Kim, 2019, 2020; Ma et al., 

2022; Tapper et al., 2021). Still, despite the potential, these methods have yet to be used in 

practice or shown to generalize outside of small datasets that use a single fixed acquisition 

protocol. Before the field moves towards adopting these methods to inform research and clinical 

decisions, there must be appropriate tools to evaluate performance. Perhaps the first barrier in 

this goal is the lack of a benchmark dataset akin to what MNIST and ImageNet have provided 

for the field of Computer Vision (Fei-Fei et al., 2010; Li Deng, 2012). Without having such a 

dataset, getting started with neural network development can be daunting and further comparing 

performance across models is not possible. A second barrier is the inherent black box nature of 

deep learning, which is especially problematic for in-vivo MRS data which has no ground truth.  

4.3.2. Purpose: 

Here, we focus upon two objectives: 1) development of a general unbiased and freely 

available benchmark dataset and 2) evaluating the performance and capabilities of different 

neural network architectures. For Part-1, we propose the use of the AGNOSTIC (A Generalized 

Neural-network Open-Source Training dataset Insensitive to Acquisition Confines). In Part-2, 

we use this dataset to test the performance of a variety of FCN, CNN, and RNN on residual 



55 
 

water removal, macromolecules removal, frequency and phase correction, and denoising. 

Finally, we demonstrate how these neural network methods have the ability to effectively 

separate MM from metabolite signals and decrease the variance of results across a large in-vivo 

dataset while using less than 20% of the transients.   

4.4. Methods: 

4.4.1. AGNOSTIC: 

Data in the AGNOSTIC dataset was simulated using the full quantum mechanical density 

matrix formalism (Blum, 1981; Fano, 1957; Farrar, 1990; Sørensen et al., 1984). Calculations 

were carried out using an in-house python programming script using numpy (Harris et al., 2020). 

A total of 270 basis sets were created across 18 field strengths (1.4Tesla- 3.1Tesla; stride of .1T) 

and 15 echo times (10ms-80ms; stride of 5ms). Ideal pulses were used and followed the Point 

Resolved Spectroscopy (PRESS) pulse sequence protocol. Spectral width in ppm was chosen to 

be ~62.63ppm, centered on 4.7ppm, for all field strengths which is equivalent to 8000hz (Dwell 

Time = 125microseconds) at 3.0Tesla. Data acquisition was started immediately following the 

last refocusing pulse, instead of the top of the echo, to allow inclusion of points before the echo. 

Each metabolite signal was output as a numpy array with a fixed length of 16684 complex time 

points (300 points before the top of echo and 16384 points after the top of echo) down the rows. 

Individual metabolite spins were then across the columns. Different spectral widths/dwell times 

were achieved by subsampling the 16684 data points to as many as every 8th datapoint (i.e., at 

3.0T every 8th data point results in a dwell time of 1ms, for a spectral width of 1000hz, and still 

contains a sizeable 2048 data points).  

The dataset is structured as a zipped numpy archive file (.npz) and can be opened as a 

python dictionary object. This dictionary contains complex-valued numpy arrays with the 
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metabolite, macromolecule, water, and noise time-domain data which can be combined in 

different ways depending on the target of interest. For instance, a denoising model may want to 

target the combined metabolite, MM, and water signal without the noise. Within the file, all the 

acquisition parameters (field strength, echo time, spectral width, etc.), simulation parameters 

(signal to noise, full-width half-max, concentrations, T2 relaxation, etc.), and data augmentation 

options are included.  

4.4.1.1. Metabolite Data: 

21 Brain Metabolites were included: Alanine (Ala), Ascorbate (Asc), Aspartate (Asp), 

Creatine (Cre), y-Amino-Butyric Acid (GABA), Glucose (Glc), Glutamine (Gln), Glutamate 

(Glu), Glycerophosphocholine (GPC), Glutathione (GSH), Glycine (Gly), Water (H2O), Lactate 

(Lac), Myo-Inositol (Myo), N-Acetyl-Aspartate (NAA), N-Acetyl-Aspartate-Glutamate 

(NAAG), Phosphocholine (PCho), Phosphocreatine (PCr), Phosphoethanolamine (PhE), Scyllo-

Inositol (Scy), and Taurine (Tau). GABA was modeled as either a triplet of doublets or a triplet 

(Govindaraju et al., 2000; Near et al., 2012). Glucose was modeled as either glucose alpha or 

glucose beta.  

Metabolite concentrations were taken from the COHERENC database (Gudmundson, In 

Prep). For all spectra, we began with ±2 standard deviations from the mean of healthy values. 

For clinical spectra, we applied ±2 standard deviations of the linear change relative to healthy 

control following the same meta-analytic approach from Gudmundson, In Prep.  

Metabolite intrinsic T2 relaxation was modeled with an exponential decay, or Lorentzian 

line shape in the frequency domain (Juchem & de Graaf, 2017). Values were calculated using the 

multiple meta-regression model from Gudmundson, In Prep. Specifically, values were computed 

at 1.5T, which theoretically is least influenced by extrinsic T2 contributions (Bloembergen et al., 
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1948; De Graaf et al., 2006; Michaeli et al., 2002). To create a range, we took the lowest and 

highest values after computing across various pulse sequences and tissue types. Finally, we used 

10% of the 95% confidence interval to create a conservative range of possible relaxation rates, 

assuming that a large degree of T2* decay changes can be attributed to extrinsic contributions. 

Using these ranges, metabolite intrinsic decays were randomly drawn from a uniform 

distribution. 

Metabolite extrinsic T2 relaxation was modeled with a Gaussian decay. The rate of decay 

was randomly chosen, using a uniform distribution, to achieve a full-width half-max (FWHM) of 

the NAA CH3 singlet (2.008ppm) between 5hz-18hz. A small amount of jitter was added such 

that each signal would contain a similar, but not exactly the same, amount of Gaussian decay. 

4.4.1.2 Macromolecule Data: 

14 Macromolecule (MM) signals were included at 0.92ppm, 1.21ppm, 1.39ppm, 

1.67ppm, 2.04ppm, 2.26ppm, 2.56ppm, 2.70ppm, 2.99ppm, 3.21ppm, 3.62ppm, 3.75ppm, 

3.86ppm, 4.03ppm (Cudalbu et al., 2021; Giapitzakis et al., 2018). A small amount of jitter (+/- 

0.03ppm) was added to these ppm values to account for the observed variance in reported ppm 

locations of these.  

These signals were simulated as a singlet with uniform random exponential decay 

between 20ms-60ms (Murali-Manohar et al., 2020). The concentration and FWHM parameters 

are modeled within healthy ranges (Murali-Manohar, Giapitzakis). Just as the metabolite signals, 

the FWHM was achieved by increasing the rate of gaussian decay.  
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4.4.1.3 Noise: 

 Noise was generated using a random normal distribution. The noise amplitude was such 

that the signal to noise (SNR) of the NAA singlet (2.008ppm) was between 5-80 (NAA 

Height/StdDev of the noise). In addition to the noise vector, the amplitudes are stored within the 

archive file to generate additional noise signals with a similar SNR. 

4.4.1.4 Residual Water: 

 The residual water basis signal was simulated as a singlet at 4.7ppm. This water signal 

was used to then create 5 unique water components with different ppm locations, phase, and 

amplitudes (Lin et al., 2019). The ppm location, phase, and amplitude ranges are described in 

table 1. The final water signal was scaled such that it was 1x-20x larger than the maximum value 

of the metabolite signal. A random number, from 0 to 5, was chosen to include a different 

number of components across spectra. The final time-domain water signal includes the 

summation of these components. The water components used along with their corresponding 

ppm location, phase, and amplitudes are stored within the numpy archive file. 

Component Location (ppm) Phase (degrees) Amplitude (arbitrary) 

1 4.679 4.711 -10 10  1.00 

2 4.599 4.641 15 45 .35 .55 

3 4.801 4.759 -60 -30 .35 .55 

4 4.449 4.541 45 -70 .10 .25 

5 4.859 4.901 105 135 .10 .25 

 

Table 4.1.: Residual water simulation parameters. 
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4.4.1.5 Frequency and Phase Shifts: 

 Frequency and phase shifts are also available for inclusion. Frequency shifts of 

±0.313ppm can be applied. 0th order phase shifts from ±1.57 radians are available. 1st order phase 

shifts are available from ±0.34 radians with a pivot point from 2ppm-5ppm. Users are welcome 

to use these pre-defined shifts or create their own to apply to the raw signals depending on their 

goals. 

 

Shifts Range  

0th Order Phase -1.57 radians 1.57 radians 

1st Order Phase -0.34 radians 0.34 radians 

Frequency -0.313 ppm 0.313 ppm 

 

Table 4.2.: Predefined Phase and Frequency Shifts 

 

4.4.1.6 Data Augmentation: 

 Data can be further augmented by removing signals from the final spectrum. Metabolite, 

MM, residual water, and noise can easily be left off by not adding them into the final time-

domain signal. We have also preselected the most prominent signals, NAA, Cre, and Cho or one 

MM signal to be excluded in 20% of examples if desired. Since the metabolite and MM signal 

are the summation of all their respective signals, we’ve included a separate vector, “Drop_Sig,” 

which includes one of the isolated metabolite or MM signals to subtract from the final combined 

signal. Other data augmentation methods can be used and applied to the raw data as users see fit.   
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4.4.2. In-Vivo data: 

4.4.2.1. Participants: 

 In-vivo data was provided through a collaboration between the University of California, 

Irvine, Johns Hopkins University, and the Shandong First Medical University. One hundred and 

two healthy volunteers were recruited from the Shandong Provincial Hospital with local IRB 

approval. There were approximately 20 participants (10 female and 10 male) per decade of life, 

from 20s-60s. Participants were excluded if they had a history of neurological or psychiatric 

illnesses.  

4.4.2.2. Magnetic Resonance Protocol: 

 Data was collected using a 3T Philips Ingenia CX MRI scanner. Each scan session began 

with a T1-weighted MPRAGE scan (TR/TE 6.9ms/3.2ms; FA 8°) with 1mm3 isotropic resolution 

for voxel positioning and tissue segmentation. Next, water suppressed (VAPOR) metabolite data 

was acquired using both a PRESS and Semi-Localized Adiabatic Selective Refocusing 

(sLASER) protocol. Water unsuppressed data was collected for metabolite referencing. Voxels 

(30mm x 26mm x 26mm) were collected from both the Centrum Semiovale (CSO) and Posterior 

Cingulate Cortex (PCC). The PRESS acquisition had a TR/TE/Bandwidth of 

2000ms/30ms/2000Hz, while the sLASER had a TR/TE/Bandwidth of 2000ms/30ms/2000Hz. A 

total of 96 transients were collected from each of the 4 voxels. Tissue segmentation was 

performed in OSPREY which employs SPM12 (Friston et al., 1994). 

4.4.3. Neural Network Models: 

4.4.3.1. Convolutional Autoencoder: 

 Figure 3.1. shows the convolutional autoencoder model used during training. This model 

is fully convolutional with an input and output of 4096 (timepoints) x 2 (real and imaginary 
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components) x 1 (convolutional filter). Strided-convolutions (stride=2), rather than max-pooling, 

are used to downsample the input. The central-most layer (Layer 9) is the bottleneck latent space 

with shape 4 (timepoints) x 128 (convolutional filters). Following the latent space, data funnels 

into two pathways (labeled as A and B) simultaneously in order to produce fully processed 

metabolite and macromolecule signals. The full network contains 1,237,786 parameters 

(1,237,786 trainable and 5,584 non-trainable). There are approximately 27 convolutional blocks 

where each convolutional block consists of 2 convolutional layers of stride-1 or stride 2. Batch 

Normalization, a Leaky Rectified Linear Unit (RELU) activation function are used on each 

convolutional layer. 

 

Figure 4.1.: Breakdown of the fully convolutional autoencoder used for multi-task learning. 

 

4.5. Results: 

4.5.1. AGNOSTIC Latent Space Representation: 

 To determine how well AGNOSTIC represented actual in-vivo data, we investigated the 

latent space of the convolutional auto-encoder. Here, we passed 1,000 never before seen 

examples (600 AGNOSTIC and 400 in-vivo) through the network and collected the resulting 
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values from the latent space. The latent space vector, or center-most layer, is of shape 4 

(timepoints) x 128 (convolutional filters) and was unraveled to create a vector of 512 datapoints. 

We then performed a single value decomposition (SVD) on the array of 1000 unseen examples x 

512 datapoints. Figure 3.2 shows principal components (PC) 1 and 2. The data is further 

separated into the 4 different acquisitions (2 protocols and 2 brain regions) performed on each of 

the participants. The blue datapoints show the AGNOSTIC data, while the non-blue points show 

the in-vivo data.  

 

Figure 4.2.: Latent Space Representation of Simulated data (blue) compared to in-vivo 

(colored) data. White datapoints show data with high residual water signal. Data is from 

Centrum Semiovale (CSO) and Posterior Cingulate Cortex (PCC) from both the PRESS and 

sLASER protocols. 
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4.5.2. Multi-Target Learning Results without Phase and Frequency Correction: 

 To determine how well a convolutional neural network performed on MRS data, we 

trained an initial model on data from AGNOSTIC. Figure 4.3 shows 3 examples where the grey 

represents the frequency domain input, black represents the ground-truth target, and blue 

represents the neural network’s prediction following training.  

4.5.3. Multi-Target Learning Results with Phase and Frequency Correction: 

Using the initial convolutional model, we then passed in data from AGNOSTIC that 

contained phase and frequency shifts. Performance was significantly impacted and the network 

failed to capture the necessary corrections. The left-hand column in Figure 4.4 shows the same 3 

examples from 4.5.2. where the grey represents the frequency domain input, black represents the 

ground-truth target, and blue represents the neural network’s prediction following training.  

Next, we retrained the convolutional model using data from AGNOSTIC that contained 

phase and frequency shifts. Performance was restored and the network captured the required 

phase and frequency shifts. The right-hand column in Figure 4.4 shows the same 3 examples 

from 4.5.2. where the grey represents the frequency domain input, black represents the ground-

truth target, and blue represents the neural network’s prediction following training. 
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Figure 4.3.: Multi-Task Learning Convolutional Autoencoder performance on synthetic data 

with no phase or frequency shifts. 
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Figure 4.4.: Demonstration of Multi-Task Learning Convolutional Autoencoder. The Left 

column shows the same spectra where training was performed without phase and frequency 

shifts. In the middle column, the network was retrained incorporating phase and frequency 

shifts. The phase and frequency shifts and other spectral parameters are shown on the right-

hand side. 
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4.5.4. Multi-Target Learning Results with Simulated Tumor Data: 

 Finally, using the previously retrained model, we showed that performance was once 

again impaired when using a simulated tumor dataset. The left-hand column in Figure 4.5. 

contains a red-box over the Lactate Methyl signal at 1.31ppm. Here, the network failed to 

capture the introduction of the Lactate signal as this was not typically present in the healthy data. 

On the right-hand side, network performance is then restored upon retraining with both healthy 

and clinical data.  

4.5.5. Multi-Target Learning Results with In-Vivo Data:  

 Finally, we used the in-vivo data to determine how well the model was performing. Here, 

we show the metabolite (left-hand column) and Macromolecule (right-hand column) outputs. 

The network performed with high accuracy with correlations ranging from 75%-90% 
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Figure 4.5.: Demonstration of Multi-Task Learning Convolutional Autoencoder. The Left 

column shows the same spectra where training was performed with data only sampled from 

healthy populations. In the middle column, the network was retrained incorporating data from 

clinical populations. The phase and frequency shifts and other spectral parameters are shown 

on the right-hand side. 
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Figure 4.6.: Demonstration of Multi-Task Learning Convolutional Autoencoder for in-vivo 

data. The Left column shows the predictions on then metabolite data while the right columns 

shows the macromolecule spectra compared against the metabolite-nulled macromolecule 

data. The Pearson correlation value (r) is shown in the upper left-hand corner of the MM 

data, showing strong correlations to the actual experimentally acquired data. 
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4.6. Discussion: 

Our work was motivated by many previous studies. Frequency and 0th order phase 

correction have been performed for frequency-domain data successfully by using either fully-

connected or convolutional neural networks (Ma et al., 2022; Tapper et al., 2021). Convolutional 

neural networks have also been shown to have success in removing spurious echoes, or ghosting, 

artifacts by using a short-time Fourier transform to produce 2 dimensional (frequency x time) 

MRS data (Kyathanahally et al., 2018). Fully connected auto-encoders were shown to 

disentangle metabolite from MM signals in the time-domain (Li et al., 2020). Convolutional 

auto-encoders have also been used to perform full preprocessing routines and isolate noise-free 

metabolite data in the frequency domain (Lee & Kim, 2019, 2020). Convolutional neural 

networks have also be trained to quantify relative metabolite concentrations in the frequency 

domain (Chandler et al., 2019). Recurrent neural networks have not been used as much, but in 

one case were shown to perform well for tumor vs. pseudo tumor classification using long short-

term memory (LSTM) and Bidirectional LSTM models (Dandıl & Karaca, 2021).  

As these many examples demonstrate, neural networks promise to be a great step forward 

in MRS data analysis. Similar to the early days or MRS, standardization of neural network 

methods has not yet been addressed. Studies have used a variety of basis sets and parameters to 

create synthetic data and generally show proof of concept for small single protocol healthy in-

vivo datasets.  

In this work, we sought to make progress in two areas of advanced MRS data analysis. 

First, we developed and proposed the use of the AGNOSTIC benchmark dataset for training and 

evaluating performance across various models. The dataset was intended to be A Generalized 

representation of MRS data, encompassing the features of various acquisition protocols. Through 
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its flexibility, a wide array of models that use convolutional, recurrent, or fully-connected Neural 

networks can be trained and test against. It is also made completely Open-Source in order to 

provide the field at large with standardized resource. AGNOSTIC also includes 500,000 (healthy 

and clinical) examples which can be partitioned for Training, validation, and testing. The data is 

fully randomized with uniform distributions of FWHM, noise, correction factors, and more to 

facilitate models that are Insensitive to Confines of simplistic data. To further demonstrate these 

ideals, we used the latent space of trained CNN to show that in-vivo data with the simulated data 

found within AGNOSTIC. While we designed the dataset with neural networks in mind, it can 

further be used as a means to compare traditional preprocessing and quantification software 

packages. 

Next, using AGNOSTIC we further demonstrated the strengths and weaknesses of 

different model architectures. In particular, models that are unfamiliar with specific features, 

such as phase and frequency shifts, were incapable of maintaining their accuracy. Additionally, 

models that have are only trained with healthy representations of MRS data will misattribute or 

ignore signals which can restrict their usage from clinical settings.  

Using a convolutional neural network, we demonstrated that a single network is capable 

of correcting phase and frequency shifts, removing residual water and MM signals, and isolating 

metabolites from noise. This network generalized well to the high degree of variability in the 

training examples and further reproduces the results seen in past autoencoder models. These 

Multi-Task Learning (MTL) networks appear to benefit from a greater degree of regularization 

and attention as these networks must rely on efficient generalizations of inputs to capture all 

targets simultaneously (Argyriou et al., 2008, 2006). However, it is less understood whether 

these networks are capable of capturing small details that a more targeted network would. 
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As is seen in other fields, single-target neural networks may perform better in instances 

where multiple tasks interfere with one another thereby causing negative transfer. Another 

advantage of targeted networks is that they provide users with a greater degree of confidence in 

seeing step-by-step manipulations as opposed to a complete transformation of data within a 

single output. Ultimately, finding the balance of using auxiliary tasks and negative transfer 

should be further explored.  

4.7. Limitations: 

Our study is not without limitations and marks only the next step towards the use of 

neural networks for MRS data analysis. While data within AGNOSTIC is varied across field 

strength and echo time, it was all synthesized with a PRESS basis set. A truly general effort 

would capture the spin coupling patterns found within stimulated echo acquisition methods 

(STEAM and SPECIAL) and adiabatic sequences (LASER and semi-LASER).  

In creating the synthetic data basis sets, we used ideal pulses that perform perfect 

rotations and thus fails to capture any pulse imperfections and/or spatial effects that are observed 

with 3-dimensional voxels. Here, we opted to capture the coupling, increased frequency 

dispersion, and evolution of spins by spending more time creating basis sets across many field 

strengths and echo times. Including spatial features with a variety of voxel sizes would greatly 

lengthen the time required to create the basis sets. However, just as in linear combination 

modeling, the accuracy in basis set may play a critical role in the success of neural network 

models.  

It is also important to note that spectral editing through j-difference methods such as 

basing or MEscher and GArwood (MEGA) was not performed here and may introduce a 
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significant change to metabolite representations (Mescher et al., 1996; Star-Lack et al., 1998). It 

is unknown to what extent these factors play as neural networks may be capturing very low-level 

features of time or frequency-based signals. Still, future work and updated versions of 

AGNOSTIC aim to include an even greater degree of MRS data variability. 

With respect to the neural network models designed here, we don’t expect these models 

to stand the test of time. As in other fields, advances in neural network models come at a high 

rate. Instead, the models here primarily designed to illustrate the strengths and weaknesses of 

neural networks, compare architectures, as well as provide some initial benchmarks for the field. 

Future models may aim to utilize deeper architectures, pretrained weights, or simply optimize 

hyperparameters such as learning rate or loss function. Regardless, we look forward to the 

continued progress in deep learning. 

4.8. Conclusion: 

 In this work we have developed AGNOSTIC, a dataset for neural network development, 

and demonstrated the ability of various neural network architectures to process and quantify 

MRS data. AGNOSTIC was designed to be flexible in order to generalize well with in-vivo data. 

Both healthy and clinical representations are included within the dataset and provide a starting 

point for using neural network-based diagnostic tools. Investigations into the latent space provide 

an effective way to determine whether synthetic data is being represented the same as in-vivo 

data within networks. We showed that, as in other domains, the training set must be very 

carefully chose as neural networks fail to capture features of data that were not included during 

training. Here, small imperfections, such as phase and frequency shifts, could impact accuracy 

and their effectiveness in in-vivo data. Ultimately, a range of different models can be used and 

different models may benefit from time-domain vs frequency domain data structures. 
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5. Conclusions: 

The goal of this body of work was to help move MRS towards greater clinical relevance. 

As demonstrated in Chapter 3, MRS has been used for more than 25 clinical diseases associated 

with the brain. Though, in comparison to standard MRI, MRS is scarcely used. The field has 

made numerous efforts to 

5.1 COHERENC Database and Meta-Analysis: 

In chapter 2, we describe the research effort towards building the Comprehensive Open-

Source Hosted Electronically RElaxation & Concentration Neurometabolite Values for Clinical 

Research (COHERENC) database for brain MRS results. The database hosts results from ~500 

publications and contains information on the concentration and relaxation results from both 

healthy and clinical populations. Importantly, we’ve made the database freely available online 

where users can view and contribute their own data. We’ve also used the database to determine 

the physiological ranges of 22 brain metabolites across the healthy lifespan. We’ve further 

provided linear model that describes changes in metabolite concentrations and giving an entire 

expected metabolic profile for 25 different clinical populations. Finally, we use a multiple meta-

regression model to predict metabolite relaxation rates across varied acquisition schemes, 

accounting for ~80% of the variance found between studies. 

5.2 AGNOSTIC and Neural Network-based MRS data analysis: 

In Chapter 3 we describe our work in building A Generalized Neural-network Open-

source Spectroscopy Training dataset Insensitive to acquisition Confines (AGNOSTIC) for 

flexible neural network training and benchmarking. The dataset contains 500,00 healthy and 

clinical examples of MRS data. Our goal was to produce a flexible dataset that could be used for 
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different targets and represent the high degree of variance found within MRS data. A total of 270 

basis sets were used to simulate data from 18 field strengths (1.4T-3.1T) and 15 echo times 

(10ms-80ms). Using latent space representations, we further show that our neural network 

models are, in fact, representing the synthetic data similar to the in-vivo data. We further built a 

series of networks to demonstrate the strengths and weaknesses of using neural networks for 

MRS data analysis. Ultimately, a range of different models can be used so long as the synthetic 

data is well representative of the in-vivo data, including, for instance, metabolite concentrations 

from clinical populations. 

5.3 Future Directions:  

5.3.1. Clinical Application of 13C and 31P MRS for Aging and Late-Onset Alzheimer’s 

Disease: 

Evidence suggests that metabolic dysregulation may be a primary early mechanism that 

leads to Late-Onset Alzheimer’s Disease (LOAD). Although the late-stage aberrant build-up of 

proteins (amyloid and tau) have become the hallmark of disease, the earliest features are 

oxidative stress, lipid peroxidation, and decreased glucose utilization as many as 40 years earlier 

than disease onset(Farkas et al., 1982; Friedland et al., 1983; Praticò et al., 2002; Praticò & Sung, 

2004; Reiman et al., 2004). These factors point towards impairments in the TCA Cycle 

metabolic pathway, as is seen in Alzheimer’s Disease, and provide insight as to why aging and 

the APOE ε4 allele remain the greatest risk factors for disease onset(Bailey et al., 2015; 

Demetrius et al., 2015; Dong & Brewer, 2019; L. Liu et al., 2017; Monsell et al., 2015; Williams 

et al., 2020). 

In the healthy young brain, the production of energy (ATP) is primarily facilitated by the 

synchronous metabolic activity of the TCA Cycle in neurons and Aerobic Glycolysis in 
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astrocytes (Astrocyte-Neuron Lactate Shuttle) (Pellerin & Magistretti, 1994). In both aging and 

carriers of the APOE ε4 allele, this synchrony deteriorates as neurons appear to become 

independent of astrocytes, glucose utilization declines, and the rate of neuronal TCA cycle (VTCA-

Neuron) decreases as much as 25% in the human(Boumezbeur et al., 2010; Jagust & Landau, 

2012). Studies in APOE have shown that the ε4 allele is a partial loss-of-function allele limiting 

neurons’ ability to transport excess lipids and thus vulnerable to damage from peroxidated 

lipids(Bailey et al., 2015; L. Liu et al., 2017). Extrapolating from these suggests that disease 

prognosis would be exacerbated by such an interaction in LOAD, as decreased TCA cycle leads 

to increased concentration of neuronal lipids.  

Ultimately, both aging and ε4 allele carriers have independently been shown to have a shift in 

metabolic identity which implicates NAD+ concentrations and the SIRT1-7 (Sirtuin) epigenetic 

regulators. While NAD+ is primarily known for its role as an electron acceptor in oxidative 

phosphorylation, it is highly versatile and also serves as a cofactor in metabolic enzymes that 

promote balance between glycolysis and TCA Cycle(Guarente, 2000). Sirtuins are NAD+-

dependent, thus nutrient sensing, epigenetic regulators that well-known for being master 

regulators of metabolism(Haigis & Sinclair, 2010; Houtkooper et al., 2012). Across aging, both 

NAD+ and Sirtuin activity are known to decline and APOE further reduces Sirtuin 

activity(Guarente, 2011; Massudi, Grant, Braidy, et al., 2012; Sinclair & Guarente, 2006; 

Theendakara et al., 2013). This has prompted the use of Caloric Restriction (CR), a metabolic 

intervention believed to be a conserved survival mechanism and has been shown to be beneficial 

in aging and AD models by increasing VTCA-Neuron, NAD+ concentrations, and Sirtuin 

activity(Anderson & Weindruch, 2010; Lin et al., 2014; Qin et al., 2006; Sinclair, 2005). 
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In LOAD, how VTCA-Neuron is affected, what prompts the loss of identity, and the 

effectiveness of intervention studies are unknown. All of which have been difficult to evaluate 

without a definitive in-vivo outcome measure for metabolism. Non-invasive in-vivo NMR 

spectroscopy (13C and 31P) has the potential to serve as an early biomarker, as it is long proven 

capable of measuring VTCA-Neuron as well as NAD+ in the human brain (Boumezbeur et al., 2010; 

Lu et al., 2016; G. F. Mason et al., 1995; Xin et al., 2018). Using Knock-In APOE3+/+ and 

APOE4+/+ mice, we aim to characterize the interaction between aging and APOE allele on VTCA-

Neuron, determine the impact of NAD+ and its predictive value for Sirtuin activity, and evaluate the 

efficacy of 6-months of Caloric Restriction (CR) vs Ad Libitum (AL). Notably, these methods are 

directly translatable to the human and studies of LOAD detection and have the potential to 

monitor disease trajectory over time.  

 

5.3.1.1.: Decreased VTCA-Neuron drives LOAD through an interaction between aging and 

APOE ε4 allele:  

Previous work has demonstrated that aging subjects have ~25% reductions in VTCA-Neuron 

and that ε4 carriers are particularly vulnerable due to diminished ability to transport lipids 

(Bailey et al., 2015; Boumezbeur et al., 2010; L. Liu et al., 2017). Using in-vivo 1H-13C NMR 

spectroscopy, we aim to characterize VTCA-Neuron to determine allele variant effects at 3 aging 

timepoints young (6-months), middle-aged (12-months), and old-age (18-months). Upon 

completion of the final (18-month) timepoint, we will evaluate lipid droplets in brain tissue to 

determine if VTCA-Neuron is reflective of increased lipid deposition and vulnerability to lipid 

peroxidation. Additionally, we will also evaluate glutathione concentrations to determine 

potential for decreased antioxidant protection. 
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5.3.1.2.: Aim 2: Decreases in NAD+ impact VTCA-Neuron and are predictive of Sirtuin activity 

in LOAD:  

NAD+ levels have been shown to decrease across aging, having detrimental effects on 

health(Massudi, Grant, Braidy, et al., 2012; Massudi, Grant, Guillemin, et al., 2012). Sirtuins are 

NAD+-dependent epigenetic regulators that decline across age and have decreased activity in 

APOE4 relative to APOE3 carriers (Guarente, 2011; Sinclair & Guarente, 2006; Theendakara et 

al., 2013) . Using 1H-31P NMR spectroscopy, we will measure NAD+ concentrations at 3 aging 

timepoints young (6-months), middle-aged (12-months), and old-age (18-months). Using the 

final 18-month measurement we will correlate concentrations of NAD+ with Sirtuin activity in 

post-mortem hippocampal tissue to test the validity of NMR as an in-vivo measure.  

5.3.1.3.: Aim 3. Caloric restriction will increase VTCA-Neuron, NAD+ concentration and 

Sirtuin activity:  

CR has been shown to restore VTCA-Neuron and increase Sirtuin activity in aging and 

AD(Anderson & Weindruch, 2010; Lin et al., 2014; Qin et al., 2006). While some studies have 

used short-term, rather than life-long, caloric restriction, the effect of a mid-life intervention is 

not well understood yet is more relevant to clinical application in humans(Fontana et al., 2004; 

Hori et al., 1992; Lin et al., 2014; Walford et al., 2002). Here, we aim to determine the efficacy 

of a 40% decrease in calories over a 6-month period (12-months to 18-months) following the 

same protocol used in the NIA’s Caloric Restricted Colony(Turturro et al., 1999). We predict 

that a mid-life metabolic intervention will rescue metabolic impairment and that in-vivo 

measures are sensitive to changes in VTCA-Neuron and NAD+.  
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Figure 5.1.: Experimental timeline to longitudinally measure metabolism and neural 

energetics using in-vivo MRS and tissue samples. 
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