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Septa Design for a Prostate Specific PET Camera
Jinyi Qi, Jennifer S Huber, Ronald H Huesman, William W Moses, Stephen E Derenzo, Thomas F Budinger

Abstract— The recent development of new prostate tracers has
motivated us to build a low cost PET camera optimized to image
the prostate. Coincidence imaging of positron emitters is achieved
using a pair of external curved detector banks. The bottom bank is
fixed below the patient bed, and the top bank moves upward for pa-
tient access and downward for maximum sensitivity. In this paper,
we study the design of septa for the prostate camera using Monte
Carlo simulations. The system performance is measured by the
detectability of a prostate lesion. We have studied 17 septa configu-
rations. The results show that the design of septa has a large impact
on the lesion detection at a given activity concentration. Significant
differences are also observed between the lesion detectability and
the conventional noise equivalent count (NEC) performance, indi-
cating that the NEC is not appropriate for the detection task.

I. I NTRODUCTION

Prostate cancer has a prevalence and diagnostic rate simi-
lar to breast cancer, with 360,000 new cases diagnosed each
year and two million men affected by the disease in the United
States. Prostate cancer suspicion is typically based on an ele-
vated prostate-specific antigen (PSA) level or a suspicious node
found during a digital rectal exam. Serum PSA values do not
always correlate well with clinical diagnosis or outcomes. Pal-
pation is subjective, insensitive and inexact. A new imaging
technology for sensitive detection of early stage prostate cancer
is needed to confirm initial diagnosis and help guide treatment
decisions. In addition, a new method is needed to assess re-
sponse shortly after treatment intervention.

The recent development of new prostate tracers has moti-
vated us to build a low cost PET camera optimized to image
the prostate [1]. Coincidence imaging of positron emitters is
achieved using a pair of external curved detector banks, one
placed above and one below the patient. Fig. 1 shows the
transaxial view of the camera. The bottom bank is fixed be-
low the patient bed, and the top bank moves upward for patient
access and downward for maximum sensitivity. Each bank con-
sists of two axial rows of 20 CTI ECAT HR+ block detectors
(8×8 arrays of 4.5×4.5×30mm3 BGO crystals), forming two
arcs with a minor axis of 45 cm and major axis of 70 cm. Our
prostate camera has about one-fourth the number of detectors
as in a conventional PET system because: (a) the patient is not
fully encircled in 2D, (b) an elliptical shape is used instead of a
circular one, and (c) the axial coverage is only 8 cm. However,
since the average distance to the detectors is approximately one-
half that of a conventional 2D PET system, the solid angle for
a central source is approximately double for average-sized men.
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Thus, we expect to achieve improved detection efficiency at a
lower cost.

Individual detector modules are angled to point towards the
camera center near the prostate location in order to reduce pene-
tration effects (in the detector) for annihilation photons originat-
ing in the prostate. This increases resolution selectively in the
region of the prostate and is an unique feature for a non-circular
camera geometry. Annihilation photons from other parts of the
field of view (FOV) will suffer increased penetration effects, but
these FOV regions are less important. Both detector banks can
be tilted to image the prostate while minimizing attenuation (i.e.,
above the buttocks and below the stomach), but the gantry al-
lows zero tilt for thin patients. A patient of average size is not
fully encircled in 2D, which results in irregular and incomplete
sampling due to the side gaps. Despite this incomplete sam-
pling, we are able to reconstruct nearly artifact free images in
the region of interest by using an iterative reconstruction algo-
rithm [1].

The camera design includes inter-plane septa to reduce back-
ground events from random coincidences and from Compton
scatter photons in the patient. Here we study the effect of differ-
ent septa designs on the system performance using Monte Carlo
simulations. Septa designs have been studied for conventional
PET scanners [2], [3], [4], [5], [6], [7], as well as the coin-
cidence gamma cameras [8], [9], [10]. In this work we focus
on the specific application and special geometry of the prostate
camera. The noise equivalent count (NEC), which is mostly
used in previous studies, and a direct measure of the detectabil-
ity of a prostate lesion in the data acquired by the camera are
used in this study. Using the task-specific figure of merit, we
can better assess the image quality. We also demonstrate the
limitation of NEC for the prostate camera design.

II. FIGURES OFMERIT

A very popular figure of merit used to evaluate PET scanner
design is the noise equivalent count, which is defined as

NEC =
T 2

T + S + kR
(1)

Prostate

Fig. 1. A positron tomograph for prostate imaging.
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whereT , S, andR are total number of true coincidences, scat-
tered events, and random events, respectively. Here we use
k = 1 assuming the randoms are not pre-subtracted and the
expectation of the randoms can be estimated separately. NEC
represents the overall signal-to-noise ratio (SNR) of the data set
and is not specific to any local region. To study the image qual-
ity locally, some researchers proposed a local NEC [?], which is
similar to (1) but only considers the lines of response that inter-
sect with a specific region of interest when counting events.

Since our camera is designed specifically for imaging prostate
tumors, we believe that it is more appropriate to measure sys-
tem performance for this particular detection task. We choose
a “signal-known-exactly, background-known-exactly” (SKE-
BKE) task because the location of the prostate is relatively fixed
and the background uptake is fairly uniform [11]. We use a
prewhitening (PW) numerical observer, which is the ideal ob-
server under Gaussian noise, to evaluate the lesion detectability.

Let h1 andh0 denote the expectations of the measurements
with and without a lesion, respectively. The PW observer com-
putes the following test statisticη for a given data sety

η(y) = [h1 − h0]
′ Σ−1y, (2)

whereΣ is the ensemble covariance matrix ofy. A decision
whether there is a lesion or not is then made by comparing this
statistic to a pre-selected threshold. The performance of the PW
observer can be measured by the SNR, which is defined as

SNR2 =
[η(h1) − η(h0)]

2

var[η(y)]
. (3)

PET data can be modeled as independent Poisson random
variables with the expectation̄y related to the tracer distribution
x through an affine transform

ȳ = Px + s + r,

whereP is the projection probability matrix with the(i, j)th
element denoting the probability of detecting an event from the
jth voxel by theith LOR,s andr denote the expectation of the
scattered and random events, respectively. Using this model, we
can show that

SNR2 = f ′P ′diag
[

1
ȳi

]
Pf

=
∑

i

[Pf ]2i
[Px + s + r]i

(4)

wheref is the tracer uptake of a prostate lesion. The form in (4)
is somewhat similar to that of NEC in (1). The major difference
is that the SNR focuses only on the LORs that intersect with the
lesion and the signal in each LOR is individually weighted by
its variance.

Whenη(y) is normally distributed, the SNR is related to the
area under the ROC curve by the error function [12]. Therefore,
we use (4) to measure the lesion detectability.

III. M ONTE CARLO SIMULATION

We use Monte Carlo simulation to estimate the true coinci-
dence rate, scatters and randoms under each septa configuration.

TABLE I

PARAMETERS OF THE SIMULATED SEPTA DESIGNS

No. Spacing thickness α
(crystal) (mm)

1 0.5 0.4 0.08
2 0.4 0.16
3 0.6 0.08
4 0.8 0.08
5 1 0.4 0.16
6 0.4 0.32
7 0.8 0.08
8 0.8 0.16
9 0.8 0.32
10 1.2 0.08
11 1.2 0.16
12 1.6 0.08
13 1.6 0.16
14 2.4 0.04
15 2 0.8 0.16
16 1.2 0.16
17 1.6 0.16

The Monte Carlo simulation is conducted using the SimSET
software1. The current version of SimSET is limited to circular
ring PET scanners. To study the special geometry of the prostate
camera, we model the septa as part of the simulated object as
shown in Fig. 2. Both Compton and photo-electric interactions
are modeled in the patient body and septa. The patient body
is an elliptical region with major and minor axes being 40cm
and 32cm, respectively, which correspond to the average size of
six randomly selected male persons in our department. It has
uniform activity and the attenuation coefficient of water. The
shape of the septa is modeled as the difference of two elliptical
regions with major and minor axes of the inner one being 57cm
and 32cm, respectively, and those of the outer one(1 + α)57cm
and(1 + α)32cm, respectively, whereα is a constant ranging
from 0.04 to 0.64. The top and bottom axial planes contain per-
fect absorber to prevent photons from escaping from the axial
openings so that the acceptance of a photon is completely de-
termined by the septa. Therefore, we can use a ring detector
surrounding the whole object and the resulting sensitivity is the
same as that of the prostate camera. The thickness of the septa
varies from 0.4mm to 2.4mm. The spacing between the septa
varies from half the crystal axial size (2.4mm) to two crystal ax-
ial size (9.7mm). Table I summaries the septa designs that we
simulated.

True coincidence events and scattered events are binned sep-
arately. For all the results presented in this paper we use an
energy threshold of 355keV, except where noted otherwise. Sin-
gles rate is estimated by running the simulation in SPECT mode
with the same number of photons. Random events are estimated
from the singles rate by

rk = τ · singles(i) · singles(j), (5)

wheresingles(i) andsingles(j) are the singles rates of the two

1Available at http://depts.washington.edu/s̃imset/html/simsetmain.html
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detectors forming thekth LOR, andτ = 12ns is the coincidence
timing window. All events are then corrected for deadtime as
described in Section IV.

(a)

(b)

Fig. 2. Transaxial (a) and coronal (b) views through the center of the attenuation
image used in the Monte Carlo simulation. The inner elliptical region is
the patient body. The black band is the septa. The top and bottom axial
planes contain perfect absorber to prevent photons from escaping from the
axial openings. The parameters of septa shown in this figure are 2 crystals
spacing, 1.2mm thick, andα = 0.16.

IV. D EADTIME MODEL

The deadtime of the camera is modeled similar to that de-
scribed in [13]. Two parts of the deadtime are considered, one
from the processing of single events at each detector block and
the other from the coincidence processing circuit.

For each detector, the live time can be modeled as

di = e−τblockN ·singles(i) (6)

where N is the number of detectors per detector block,
singles(i) is the average singles rate of the individual detectors
within the block, andτblock is the time constant of the detector
block. The sensitivity of thekth LOR due to the detector block
deadtime is then

nk = di ∗ dj , (7)

wherei andj are the indices of the two detectors forming the
kth LOR.

The system wide coincidence processing live time is

Coinc. Live = e−τsysCoinc.Load (8)

whereτsys is the time constant, andCoinc.Load is the ideal
count rate experienced by the coincidence processing circuit. It

is calculated as

Coinc.Load =
∑

k

(tk + sk + 2rk)nk, (9)

wheretk, sk, andrk are the ideal count rates of the trues, scat-
ters, and randoms in thekth LOR, respectively. The factor of 2
accounts for the randoms in both prompt and delayed windows.
The overall sensitivity of thekth LOR due to the deadtime loss
is nk ∗ Coinc.Live.

V. NORMALIZATION

A 20cm diameter, 19cm long uniform cylinder with activity
concentration of 0.06µCi/cc was scanned in an ECAT HR scan-
ner (CTI PET systems, Knoxville, TN) in 3D mode. The mea-
sured singles rates are compared with that obtained from the
Monte Carlo simulation of the same cylinder scan to calculate
the detector efficiency. After scaling the simulation result with
the calculated detector efficiency (=0.49), the true coincidence,
scatters, and randoms are compared. Fig. 3 shows the measured
and simulated projection profiles. The simulated scatter profile
matchs very well with the real measurement. The slight dis-
crepancy between the true coincidence around the left peak is
due to the attenuation of the patient bed, which is not modeled
in the simulation. The comparison between the randoms cal-
culated from singles rates and that measured using delayed win-
dow shows a nearly perfect match (a ratio of 1.0). The simulated
event rate of trues plus scatters also matches the measured event
rate well (a ratio of 0.97).

−300 −200 −100 0 100 200 300
0

0.5

1

1.5

2

2.5
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3.5

Radial Offset (mm)
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u.

Fig. 3. Comparison between the measured (‘+’) and the simulated (solid line)
projection profiles.

To estimate the time constantsτblock and τsys in the dead-
time model, another uniform cylinder (the same geometry) with
activity concentration of 0.6µCi/cc was scanned in the ECAT
HR scanner. The system deadtime as reported by the scanner is
about 23%. The fitted time constants areτblock = 2.2µs and
τsys = 118ns.

VI. RESULTS

A. Lesion detectability vs. NEC

We studied 17 different septa configurations (Table I).
Fig. 4(a) shows the lesion detectability at different activity lev-
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els for all the designs. The simulated lesion is a 2.5cm diame-
ter sphere located at the center of the FOV. The lesion to back-
ground activity ratio is 2:1. For comparison, NEC performance
is shown in Fig. 4(b). Both lesion detectability and NEC show
that longer septa are preferred for high activity concentration
due to the reduction of scatters and randoms.

In Fig. 5, we plot the lesion detectability and NEC at
0.1µCi/cc activity concentration (which is the expected typical
patient dose) for all the designs. Design no.17 outperforms oth-
ers in terms of both lesion detection and NEC. Hence it is the
best septa configuration among all that we have studied. How-
ever, significant differences are noticeable between the relative
performance of lesion detection and NEC among other septa
configurations, indicating that NEC is not a good measure for
lesion detection task.
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Fig. 4. Performance of 17 septa designs as a function of background activity
levels. (a) lesion detectability plots; (b) NEC plots.

B. Energy resolution

We studied the effect of energy resolution on septa design
by varying the energy threshold in the Monte Carlo simulation.
Fig. 6(a) shows the performance of a system with perfect energy
resolution where we set the energy threshold to 511keV, and
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Fig. 5. Performance of all the septa designs at 0.1µCi/cc. (a) lesion detectabil-
ity; (b) NEC.

Fig. 6(b) shows the performance of a system with bad energy
resolution where the energy threshold is 200keV. Comparing the
two plots, we found that at the same activity level, good energy
resolution increases the lesion detectability and favors less septa
due to the better rejection of events scattered inside patient body.

C. Patient size

To study the effect of patient body size on the septa design,
we simulated a big patient using an ellipse with major and minor
axes being 55cm and 36cm, respectively. We compared three
septa configurations as the trend will be similar for other de-
signs. Fig. 7 compares the detectability of the prostate lesion
inside a big patient vs. an average size patient. We found that
for a large-size patient the lesion detectability reduces due to
the increases in attenuation and background events, i.e., scatters
and randoms, and hence longer and thicker septa is preferred.

VII. C ONCLUSION

We have conducted Monte Carlo simulations to study the
effect of septa configuration on lesion detection. The results
clearly show that a properly designed septa can improve lesion
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Fig. 6. Plots of lesion detectability with different energy threshold: (a) energy
threshold = 511keV; (b) energy threshold = 200keV.

detection, although we cannot claim that we have found the opti-
mal septa configuration due to the limited samples that we have
studied. In future work we will continue the search for the opti-
mal septa design for the prostate specific camera. We will con-
struct several near optimal septa designs and compare their per-
formance using real measurements.
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