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Abstract

Towards Multi-lingual Multi-modal Dialogue Systems

Building dialogue systems that can communicate with human is a vital challenge for

artificial intelligence. Existing dialog systems, such as Amazon Alexa and Google Assis-

tant, often only interact with human users in a single language, limiting their application

to conduct situated conversations requiring visual perception or interacting with users

speaking different languages. In this dissertation, we present our exploration on building

multi-lingual grounded dialog system that can understand and interact with the world

with information from various channels (vision and language) to solve real-world tasks.

My research effort on building multi-lingual and multi-modal dialogue system is mainly

divided into two different direction:

First, we explore how to facilitate an agent to connect vision and language to actions

in an interactive environment. We proposes an alternative learning procedure between

supervised learning and reinforcement learning to train task-oriented visual dialogue sys-

tems, which achieves better balance between dialog response quality and policy effective-

ness. Then, we introduce the task of image synthesis from dialog, which combines visual

grounded language generation and conditional text-to-image generation into a unified

problem.

Second, we aim to build multi-modal intelligent agents that can communicate with people

who speak different languages via connecting vision to multilingual texts. our first at-

tempt in this direction is augmenting machine translation with images by learning visually

grounded text embedding, which tackles the challenges of translating ambiguous words

with text-only context. Next, we propose a multi-modal multi-lingual pre-training frame-

work intending to learn task-acoustic cross-modal cross-lingual representation. Besides,

we have also proposed a retrieval based unsupervised vision and language pre-training

method to address the challenges of collecting parallel image and text corpus for robust

cross-modal representation learning.

-v-



Finally we summarize the findings of the existing work and discuss the future plan to

push multi-modal multi-lingual interactive AI agent research further.
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Chapter 1
Introduction

1.1 Overview
Having an intelligent assistant that can communicate with humans to serve their needs

is a fundamental challenge in Artificial Intelligence (AI) research. Recently, owing to the

development of deep learning techniques and the large scale datasets, we have witnessed

a great advancement of dialogue systems. Nowadays, conversational agents have been

deployed in millions of smart devices such as Alexa, Google home assistant, and Smart

phones (e.g. Siri) to serve as the personal assistants or the chat companions for human

users. Although tremendous success has been achieved, there are still major limitations.

The majority of current dialogue systems can only process and communicate with language

context, which limits their application to conversational tasks that require situational

understanding such as language-guided visual navigation or fashion shopping assistant.

Additionally, while there are more than 6500 different languages used in our world, the

dialogue systems are mainly studied on English. In order to broaden the access of such AI

techniques to non-English speakers, it is essential to build conversational AI agents that

can communicate in multiple languages. To address these limitations, we aim to build

multi-lingual multi-modal dialogue systems that learns to process context from multi-

modal signals (vision and language) and communicate in various languages via interacting

with real users. In this dissertation, we introduce our effort to approach this goal in two
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different research directions:

• Ground Vision and Action: we build multi-modal dialogue systems that can

ground conversations in a visual environment and adopt optimal actions to improve

task success. we also collect a new benchmark that helps the dialogue system to

learn cross-modal grounding via simultaneously handling vision generation from

textual context and text generation from visual context in a unified conversational

task. [Chapter 2]

• Cross-lingual Cross-modal Representation Learning: To enable dialogue

systems become multi-lingual speakers, we conduct researches to align vision and

various languages in a learned semantic space. Specifically, we research multi-modal

machine translation and cross-lingual cross-modal pre-training techniques to learn

joint representations across languages and modalities. we have also introduced how

to learn robust universal cross-modal representation without parallel image-text

pairs. [Chapter 3]

Below we give an overview of our past research as the initial exploration to build multi-

lingual multi-modal dialogue systems via interactive learning.

1.2 Ground Vision and Action:
As humans, we communicate with other people in natural language while perceiving and

taking actions. However, existing dialogue systems, such as Alexa and Google Assistant,

only focus on language understanding and generation, limiting their capability to help

humans in the visual world. My research aims to facilitate the dialogue system with the

ability to “see" and “act", such that it can be applied to some more situated real-world

tasks (e.g, blind people navigation assistant and online shopping assistant). Specifically,

we situate the interactive agent in game settings such that the agent needs to hold a

meaningful conversation with human players over visual concept in order to accomplish

predefined goals.

Our first work addresses the challenge of training neural sequence-to-sequence framework

to jointly learn between dialogue policy and language generation. We explore this problem
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in a image guessing game. Unlike traditional methods that learn the dialogue policy and

language generation on language decoder, we separate the action space for dialogue policy

learning from that of language generation. Our training curriculum have lead to better

balance between the language quality and task successful rate.

In the second work, we introduce a new task called GanDraw which is a collaborative

game that combines language to vision generation and vision to language generation

into a unified test bed. With this dataset, we hope to inspire the creation of the next-

generation of interactive AI agent that can simultaneously handle various types of cross-

modal grounding with a unified framework.

1.3 Cross-lingual Cross-modal Representation Learn-
ing

The world we navigate through is a multi-modal and multi-lingual kaleidoscope. Besides

augmenting the dialogue system to “see" and “act", it is also valuable to make the dialogue

system a multi-lingual “speaker" to better serve different language users. However, the

existing study on multi-modal interactive intelligent systems are biased towards English.

To better serve people with different linguistic backgrounds from our global community,

it is critical to learn cross-lingual cross-modal alignment. Given that vision is the shared

signal perceived by everyone in the world, we are dedicated to study how to connect

different languages by grounded them onto vision.

The initial effort in this direction is spent on introducing vision to augment neural machine

translation. Our proposed visual-attention grounding mechanism helps to learn more

accurate representations of salient words that are semantically associated to images, and

thus lead to better translation quality. Next, we take a step further to learn general

task-acoustic cross-lingual cross-modal representation via pre-training from multilingual

image-text pairs. The pre-training framework demonstrate superior performance over

task-specific methods on several benchmarks on multilingual vision and language tasks.

Connecting vision and multi-lingual text requires large amount of parallel image-text pairs

which is expensive to collect. We propose unsupervised unsupervised vision and language

3



pre-training to learn robust cross-modal representation from unpaired image and text

corpus.
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Chapter 2
Ground Vision and Action

2.1 Balance Language Generation and Policy Learning
for Visual dialogueue Systems

2.1.1 Introduction

Visually-grounded conversational artificial intelligence (AI) is an important field that

explores the extent intelligent systems are able to hold meaningful conversations regarding

visual content. Visually-grounded conversational AI can be applied to a wide range of

real-world tasks, including assisting blind people to navigate their surroundings, online

recommendation systems, and analysing mass amounts of visual media through natural

language. Current approaches to these tasks involve an end-to-end framework that maps

the multi-modal context to a deep vector in order to decode a natural dialogue response.

This framework can be trained through supervised learning (SL) with the objective of

maximizing the distribution of the response given a human-human dialogue history. Given

a large amount of conversational data, the neural end-to-end system can effectively learn

to generate coherent and natural language.

In this work we focus on building neural model to tackle task-oriented visual dialogue

system, where we situate the agent in an image guessing task [1] to evaluates the model’s

ability to retrieve visual content via conversing in natural language. To obtain an optimal

dialogue policy, reinforcement learning (RL) is introduced to enable the neural end-to-end
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framework to model a more effective action distribution by exploring different dialogue

strategies. A typical way to apply RL on a dialogue system is to assign a task-related

reward to influence the utterance generation process by treating each output word as the

action step. However, A significant limitation of this approach is that it is difficult to

achieve an optimal dialogue policy that can both effectively complete the external goal

and generate natural utterances.

we propose a novel learning curriculum to address the challenge of joint learning between

the dialogue policy and language generation for task-oriented dialogue systems. In our

framework, we separate the training of the image retrieval policy from dialogue generation

by applying RL, with the goal of achieving an optimal policy for guessing the target image

at every turn. In addition, we apply a language model objective function to optimize

the utterance generator to mitigate language degeneration. We specifically study this

framework in the image guessing task, GuessWhich, where a conversational agent attempts

to guess a target image by asking a series of questions. When compared to state-of-

the-art RL visual dialogue systems, our method achieves superior performance in both

task-accomplishment and dialogue quality.

2.1.2 Related Work

Visual dialogue systems Visual dialogue systems are an emerging area of interdis-

ciplinary research that attracts both the vision and language communities due to the

potential applications. [2] proposed a visual dialogue task in which a conversational agent

attempts to answer questions regarding an assigned image based on a dialogue history. To

approach this task, they initially collected data by having two people chat about an image

with one person acting as the questioner and the other as the answerer. GuessWhich [1]

extends VisDial with the goal to build an agent that learns how to identify a target im-

age through questions and answers. [3] additionally introduced a game in which a series

of yes-or-no questions are asked by an agent in order to locate an object in an image.

Many researchers approached these tasks via reinforcement learning (RL) with the goal

of obtaining an optimal dialogue policy. [4], for example, designed three rewards with

respect to the goals of task achievement, efficiency, and question informativeness, in order
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to help the agent achieve an effective question generation policy for the GuessWhat game.

[5] applies reinforcement learning in the GuessWhich task and demonstrates a moderate

improvement in accuracy compared to the supervised learning approach. Both methods

apply RL on a neural end-to-end pipeline to jointly influence the language generation and

dialogue policy. Due the challenge of designing an appropriate reward for language gener-

ation, these methods generate responses that deviate from human natural language. [6],

proposed an approach involving hierarchical reinforcement learning and state-adaptation

techniques that enable the agent to learn an optimal and efficient multi-modal policy.

The bottleneck of [6]’s method, however, is that the system response is retrieved from

a predefined human-written or system-generated utterance. The number of predefined

responses are limited, therefore, this method does not easily generalize to other tasks in

real-world settings. We address these limitations by applying RL on a reduced, yet more

relevant action space, while optimizing the dialogue generator in a supervised fashion. We

alternatively optimize policy learning to language generation to combine the two tasks

together.

RL on Task-oriented dialogue System Various RL-based models have been pro-

posed to train task-oriented dialogue systems [7]. In order to build a traditional modular-

based dialogue system, researchers first identify the semantic representation, such as the

dialogue acts and slots in user utterances. Then they accumulate these semantic rep-

resentations over time to track the dialogue state. Finally they apply RL to learn an

optimized dialogue policy given the dialogue state [8, 9]. Such modular-based dialogue

systems are effective in narrow task domains, such as searching a bus route schedule or

reserving a restaurant through natural language, but they fail to generalize to complex

settings where the size of the action space increases. Owing to the development of deep

learning, RL on neural sequence-to-sequence models has been explored in more complex

dialogue domains such as open-domain conversation [10] and negotiation [11]. However,

due to the difficulty of assigning appropriate rewards when operating in a large action

space, these frameworks cannot generate fluent dialogue utterances. [12] proposed a novel

latent action RL framework to marry the advantage of a module based approach and
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sequence-to-sequence approach. They learned the optimal dialogue policy in a complex

task-oriented dialogue domain while achieving decent conversation quality. Here, we study

a similar issue in a multi-modal task-oriented dialogue scenario. We propose an iterative

approach using RL to optimize the dialogue policy and SL to optimize the generation of

the system response.

Figure 2.1: The proposed end-to-end framework of the conversation agent for GuessWhich
task-oriented visual dialogue task

2.1.3 Model
Problem Setting

In the GuessWhich problem, we aim to build an agent (Q-Bot) that attempts to guess

an image itgt that another agent (A-Bot) knows by asking it a series of questions. At the

beginning of the conversation, the Q-Bot is primed with a short caption c of the target

image that is only known by A-Bot. At every round t, the Q-Bot generates a question qt

to elicit as much information as possible about the target image and the A-Bot provides

an appropriate answer it with regard to qt and the target image. In the end, the agent

guesses the target image among a set of images considering the entire conversation. In

addition, our dialogue system also guesses a candidate image it out of an image database

I = {ik}mk=0 at every turn. This action models the process of sequentially updating the

visual belief state on the target image based on the latest dialogue history. Conditioned

on the current guessed image and the prior dialogue contexts, the system will generate an

8



optimal question in order to get the maximum information from A-Bot that can strengthen

the system’s belief on the target image. At the end of the conversation, our Q-Bot will

guess the target image based on the multimodal contexts sn = (q1:n, a1:n, i1:n, c) consisting

of the dialogue history and the trajectory of guessed images.

Model Architecture

Our Q-Bot is constructed on top of a hierarchical encoder-decoder framework [13], which

consists of three major components: The Response Encoder, the Question Decoder,

and the Image Guesser.

Response Encoder The goal of the response encoder is to append the question qt, the

answer at, and the guessed image it received at current round to the dialogue history and

obtain an updated vector representation of the multimodal context st. The image it is

encoded with a pre-trained convolutional neural network VGG-16 [14] followed by a linear

embedding layer and the image feature vector denoted as zt. For the question and answer

pair at the current round (qt, at), we map them to a hidden state vector ft through the

LSTM based QA Encoder. We then apply a linear projection on the concatenation of ft

and zt in order to obtain the multi-modal context vector ht for the current round. The

context vector is then passed through another LSTM encoder: History Encoder generates

an updated dialogue history representation st = HistoryEnc(ht, st−1). We denote the

trainable parameters for Response Encoder as θe.

Question Decoder The question decoder is a two-layer LSTM network initialized with

the most updated dialogue history representation vector st from the response encoder. It

will sequentially sample the words to come up with the next question qt. The learned

parameters for question decoder are denoted as θd.

Image Guesser The Image Guesser attempts to identify the candidate image that

best aligns with the dialogue history. Given an image database I = {ik}mk=0 where we

sample the candidate image, we first extract the image feature representations {zk}mk=0 for

all candidate images with the convolutional neural network and image embedding layer

defined in response encoder. Then, we can sample a candidate image ik for the current

turn based on the euclidean distance d(zk, st) between the image feature of the candidate
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image and the current dialogue history vector. The image with the smallest euclidean

distance is selected as the guess it at the current round. The associated parameters for

image guesser are defined as θg.

2.1.4 Learning

We follow a two-stage training fashion as introduced in many previous end-to-end RL

dialogue systems [5, 4, 12], where we first pre-train the dialogue framework with a super-

vised objective then apply reinforcement learning to learn an optimal policy to retrieve

the target image. The Supervised pre-training is a critical step that facilitates an effec-

tive policy exploration for RL training, as it is difficult to explore a complex action space

with limited prior knowledge. During RL training, we introduce an alternative learning

method between dialogue policy exploration and natural utterance generation that ad-

dresses the issue of language degeneration in previous RL based visual dialogue systems

[5]. We introduce each training method as follows.

Supervised Pre-training

During the supervised pre-training process, we jointly optimize the objective to generate

questions and also predict target image features from dialogue contexts. The task of

question generation is optimized by maximizing the log conditional probability of the

next question dependent on a ground truth dialogue for every round of the conversation.

For the image feature prediction, we minimize the mean square error (MSE) between the

target image feature ztgt and the dialogue context vector st at each round. The joint loss

function for supervised pre-training is:

LSL(θr, θd, θg) = α
n∑

t=0

log p(qt|st) + β
n∑

t=0

MSE(ztgt, st) (2.1)

Where α and β are weights assigned to the objective function of each task in the joint

objective function. With SL pre-training process, the dialogue system is facilitated with

the ability to estimate a visual object and emit a natural language sentence given a

dialogue context.
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Reinforcement Learning on Image Retrieval

In our framework, we treat the sequence of image guess through out the conversation as a

partially observable markov decision process and train a policy network via RL to obtain

an optimal strategy to retrieve the target image. We formally describe state, policy,

action, rewards, and the training procedures in our pipeline.

State The dialogue states in our framework consist of a combination of multimodal

contexts, including the image caption c, the dialogue history with A-Bot [q1, a2, . . . , qt, at],

and the image guessing trajectories [i1, i2, . . . , it].

Policy The dialogue policy πθr,θg(it|St) is a stochastic policy that samples the candidate

image to guess from an image set based on the previous dialogue histories. The policy is

learned from response encoder and image generator which is parameterized via θr and θg.

Action The full action space is the number of images in the database that we can

sample to guess an image. As the pre-trained process already enables the system to

approximate a target image feature ztgt with the dialogue history representation vector

st, we reduce the action space to the top-K nearest images, st, based upon the euclidean

distance. The probability to sample an image ij is gained by applying a softmax function

over the top-K candidates on their distance to st: π(j) = e−dj∑K
k=1 e

−dk
. dj represents the

mean-square-distance between the j-th image and the dialogue history state vector st.

Rewards We use the ranking percentile of the target image with respect to the dialogue

history vector st as the reward signal to credit the guess at each turn. The goal is to

maximize the expectation value of the discounted return E[
∑n

t=1 γ
trt] over the n-round

conversation. rt is the ranking percentile of target image at round t and γ is the discounted

factor between (0, 1).

Training Procedure Inspired from the RL training process on the iterative image

retrieval framework [15], we apply the policy improvement theory [16] to estimate an

improved policy π∗(st) from an existing policy π(st) obtained from the pre-trained dialogue

system. Given a dialogue state st and the action at derived from the existing policy, the

value estimated by the current policy for taking the action it is Qπ(st, it) = E[
∑n

t′=t γ
trt].

11



To improve this, we explore a different action i∗t ̸= it such that a larger policy value

Qπ(st, i
∗
t ) > Qπ(st, it) estimated with the current policy is achieved. Then we can adjust

the existing policy π(st) to a new policy π∗(st) that executes that optimal action i∗t given

the current dialogue state. The parameters of the policy can be effectively optimized via

a cross entropy loss function conditioned on the derived optimal action i∗t :

LRL(θr, θg) = E[−
n∑

t=1

log(πθr,θg(i
∗
t |st))] (2.2)

Compared to the previous RL visual-grounded conversational agent, [5], there are several

advantages of conducting policy learning on the action level of guessing the image. First,

the action space of the top-k nearest neighbors are much smaller compared to the vocab-

ulary size of the output words which reduces the difficulty to explore optimal strategies.

Second, only the parameters of response encoder and image guesser will be optimized

during the RL training stage. The question decoder stays intact so that it is less likely

for the dialogue system to suffer from language deviation.

2.1.5 Experiments
Evaluation Setting

We evaluate our visual dialogue systems in two different settings: AI-AI setting and

Human-AI setting.

AI-AI Setting We evaluate the performance of our task-oriented dialogue system by

playing the image guessing game, GuessWhich, with an automatic answer bot. Our

conversational agent’s goal is to locate the target image out of the 9,628 test images by

interacting with the other player in five conversation exchanges. We evaluate agent on

both goal achievement and utterance generation quality using two automatic evaluation

metrics Percentile Mean Rank (PMR) and perplexity respectively. PMR estimates how

good the agent can rank the target image against other candidates in the test database

based on its current dialogue state. Perplexity estimates the closeness of the generated

response to a reference utterance given a dialogue context from the VisDial dataset.

Human-AI Setting realistic conversational scenario, we also make our agent play the

image guessing game with human users. The games are set up as 20-image guessing games
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where the agent attempts to guess a target image outside of a pool of 20 candidate images

by asking a human player 5 rounds of questions. The objective of the human player is to

play the role of answer bot and answer agent’s question with respect to the target image.

In this setting, the performance of the agent on task accomplishment is evaluated by the

game win rates. The quality of the dialogues are manually rated on four criteria: fluency,

comprehension, diversity and relevance. Fluency defines the naturalness and readability

of the generated question in English. Comprehension represents the consistency of the

generated question with respect to the previous dialogue context. Diversity evaluates the

uniqueness of the questions generated within one game. Relevance presents how well the

asked question is related to the target image and the given caption.

In order to evaluate the effectiveness of the model,we designed three human evaluation

tasks. Sixcollege students were recruited to conduct the evaluation. Each student eval-

uated 100 games us-ing the ground truth captions and 30 games using human generated

captions. An additional three evaluators each completed 30 rounds of the rele-vancy

experiment.

Ground Truth Captions We generated 100 image guessing games that used the ground

truth captions to ensure a consistent amount of information is supplied across all human

evaluators. Each game consists of a randomly selected set of 20 images from the VisDial

Dataset, with one image randomly chosen as the target. For each game, we test three

different models, each twice, resulting in a total of 600 evaluated games from the 100

generated games. We keep the identity of the models anonymous to the evaluator.

During each game, the human evaluator is presented with a target image the agent is

trying to guess. Five rounds of Q&A take place in which the agent asks a question to

elicit information and the human evaluator responds with a relevant truthful answer. At

the end of each game, the evaluator is asked to rate the conversation on four criteria:

fluency, relevance, comprehension and diversity.

Human Generated Captions In order to distinguish SL-Q-IG and RL-Q-IG in a more

natural setting, we generate an additional 30 games, similar to the previous human evalu-

ation task, except when beginning the game, the evaluator is asked to provide the caption
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for the target image instead of using the ground truth.

Relevance Experiment We noticed that the human evaluators found rating dialogues on

the relevance criteria challenging and nuanced. In order to reduce the difficulty of rating

dialogues using the relevance criteria, we designed a separate experiment in which, using

the conversations obtained from the previous 600 evaluated ground truth games, a human

evaluator is presented with three complete conversations side by side at each round. The

evaluator then selects the most relevant conversation out of the three that corresponds

to the image caption. Each of the three conversations have the same caption, however,

correspond to a different model, thus allowing for an effective comparison between the

relevancy of each model.

Baseline Models

We compare the performance of our model with state-of-the-art task-oriented visual dia-

logue systems. Meanwhile we also perform an ablation study to evaluate the contribution

of different designs in our framework. We introduce each model as follows:

SL-Q: The dialogue agent from [5], which is trained with a joint supervised learning

objective function for language generation and image prediction.

RL-Q: The dialogue agent from [5] which is fine-tuned on a trained SL-Q by applying

RL to the action space of output word vocabulary.

SL-Q-IG: The dialogue agent from this framework is build on top of the SL-Q. Com-

pared to SL-Q, SL-Q-IG has an additional image guesser module that makes a guess on

target image at every round. SL-Q-IG also has an image encoder which fuses the guessed

candidate image into the dialogue history tracker. We only train this model with the

supervised learning objective introduced equation 2.1.

RL-Q-IG: We use RL method to fine-tune SL-Q-IG. The RL method used is applied on

action space of guessing candidate image. We alternate the model to optimize towards

dialogue policy learning and language generation.

RL-Q-IG-NA: We fine-tune SL-Q-IG by applying RL to the action space of guessing

candidate image and only optimized with policy learning objective function alone.

RL-Q-IG-W: The dialogue agent from our framework, which is fine-tuned on a trained
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SL-Q-IG by applying reinforcement learning on output word vocabulary. It follows the

same training procedures as RL-Q to conduct policy learning.

All the SL dialogue agents are trained on the VisDial Dataset with the default setting from

[5] for 40 epochs. The RL dialogue agents are then fine-tuned on their corresponding SL

dialogue agents for another 20 epochs. We evaluate every model on AI-AI image guessing

games with the same answer bot, trained on the Visdial Dataset with the objective of

visual question answering. We only evaluate RL-Q, SL-Q-IG and RL-Q-IG in human

evaluation.

Result

Model PMR Perplexity

SL-Q 90.07% 79.49

SL-Q-IG 96.09% 61.42

RL-Q 94.78% 544.97

RL-Q-IG 96.81% 54.66

RL-Q-IG-NA 96.88% 363.88

RL-Q-IG-W 96.65% 227.35

Table 2.1: RL-Q-IG-NA performs best in PMR and RL-Q-IG perform best in perplexity

Results on AI-AI Image Guess Game It is clear from Table 2.2 that our dialogue

system significantly outperforms the baseline models from [5] in terms of PMR on every

round of the dialogue. PMR estimates how good the agent can rank the target image

against other candidates in the test database. The biggest improvement gap is observed

between SL-Q-IG and SL-Q. In comparison to SL-Q, SL-Q-IG tracks the additional con-

text from the previously guessed images which leads to a better estimation of the target

image. RL-Q-IG has better performance compared to SL-Q-IG in terms of PMR. This

suggests that fine-tuning dialogue systems with RL can further improve the success of

guessing the correct image. The best image retrieval result is achieved by RL-Q-IG-

NA, as the objective function of RL-Q-IG-NA is based solely on policy learning without

consideration for the dialogue generation quality. Although our framework achieved an
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improved image retrieval accuracy, we observed, however, that there is little improvement

gained in PMR after additional rounds of conversation. We suspect this is partially due

to the fact that images from MSCOCO are composed of a diverse selection objects and

background scenes, thus making images easily distinguishable with a detailed caption. In

cases where candidate images are visually similar or the given caption is not informative,

additional rounds of dialogue are necessary to identify the target image.

Model Win Fluency Relevance Comprehension Diversity

RL-Q 59.6 4.19 3.22 2.60 2.50

SL-Q-IG 62.7 4.18 3.96 3.18 3.22

RL-Q-IG 67.5 4.40 4.02 3.50 3.25

Table 2.2: Evaluation results on the human-AI image guessing game initialized with
ground truth captions

Model Win Fluency Relevance Comprehension Diversity

RL-Q 29.2 4.04 2.88 2.71 2.29

SL-Q-IG 40.6 4.16 3.19 2.75 2.69

RL-Q-IG 67.6 4.23 3.74 3.32 3.06

Table 2.3: Evaluation results on the human-AI image guessing game initialized with
human generated captions

While achieving higher image retrieval accuracy, we also observe a marginal increase of

perplexity from SL-Q to RL-Q in Table 2.1, thus demonstrating that there is a bottleneck

when applying RL to improve the language generation. By decoupling the policy learn-

ing from the language generation and alternatively optimizing the dialogue policy and

language model, our RL-Q-IG avoids language deviation while still achieving an optimal

dialogue policy for the image retrieval task. To further evaluate the contribution from

the RL and alternative training curriculum, we conduct two ablation studies. RL-Q-IG-

NA is fine-tuned with a policy learning objective that excludes alternatively applying the

language model loss. While RL-Q-IG-NA only achieves an incremental improvement over

the full framework RL-Q-IG in terms of the PMR rate with less than 0.1%, it suffers from
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a dramatic increase of perplexity from 61.42 to 363.88, thus suggesting that alternatively

applying the supervised learning objective can prevent the language model from deviating

from the human language distribution. We additionally apply policy learning on the ques-

tion decoder of SL-Q-IG and follow the RL fine-tuning process in [5] to train the agent,

RL-Q-IG-W. While applying word-level RL enables RL-Q to achieve a moderate improve-

ment over SL-Q in terms of PMR, we did not observe, the same degree of advantage in

RL-Q-IG-W over SL-Q-IG. Additionally, RL-Q-IG-W is affected by a marginal increase

in perplexity in comparison to the SL pre-trained agent, which approves the drawbacks

of applying RL on a large action space in language generation.

Image RL-Q-IG SL-Q-IG RL-Q

Q: are bananas in bunch? Q: what color are planes? Q: is this outside?

A: yes it’s in bunch A: no planes there A: yes it is

Q: are they on table? Q: are they in city? Q: is there any people?

A: yes they are A: yes it is A: yes ...

Q: is this in kitchen? Q: are they in baskets? Q: is this in zoo?

A: I’m not sure A: yes they are A: no it is not

Q: any people? Q: any people? Q: are there any people?

A: Yes there are several people A: yes there are A: yes there are

Q: any other fruits? Q: animals? Q: is there any people?

A: NO, only bananas A: no animals A: yes ...

Table 2.4: A dialogue example with the ground truth caption: bunches of bananas
hang on a wall and arranged for sale. blue indicates ideal relevant questions and
orange indicates less relevant questions.

Results on Human-AI Image Guess Game The performance of a dialogue agent

evaluated with a user simulator does not necessarily reflect its performance on human

users [3]. We conduct human evaluation on different dialogue agents. From the results

summarized in Table 2.2 and Table 2.3, we observe a consistent optimal performance of

our method from conversations with AI agent to conversations with real human. Our

RL-Q-IG significantly outperforms the baseline RL agent in all criteria for both settings.

RL-Q-IG’s advantage over SL-Q-IG is not significant in the game when agents are primed
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with ground truth image caption. This observation correlates with the result in the

Human-AI game, as both RL-Q-IG and SL-Q-IG achieve superior PMR over 96% when

presented with the ground truth caption. However, if a human generated caption is given,

the performance of the SL pre-trained agent suffers a big drop in all metrics except fluency

while our RL agent maintains similar performance. Applying RL to fine-tune the dialogue

system enables the agent to generate more consistent dialogues in unseen scenarios. We

also notice a degradation of the baseline RL agent from its performance with the user

simulator, which suggests deviation from natural language is due to the sub-optimal RL

training on a large action space.

Besides a marginal improvement over the RL baseline model and SL pretrained agent

in terms of decreased repetition and grammar mistakes, there is a distinct superiority in

regards to the relevance to the image caption in the questions generated from our RL

agent. For example, in Table 2.4, we demonstrate the three dialogues generated by RL-

Q-IG, SL-Q-IG and RL-Q on one game. Given the image caption bunches of bananas

hang on a wall and arranged for sale., RL-Q and SL-Q-IG ask very general questions that

are not related to the caption such as “planes", “zoo" and “animals". In comparison, our

agent asks high-quality questions regarding the caption that covers “bananas" and “fruits".

These questions help our RL agent obtain useful information to guess the target image.

We credit the positive result to the dialogue policy, which explores multiple paths to

conduct the conversation. The optimal path will involve a set of questions that obtains the

maximum information of the target image such that it can construct the best estimation

of the target image.

2.2 Image Synthesis from Dialogue
2.2.1 Introduction

Building an interactive intelligent system that can communicate with humans to form a

shared understanding of a rich visual scene can lead to a wide range of applications, such as

understanding the surroundings of a robot in a human inaccessible region through natural

language conversations or designing fashion products based on users’ language guidance.
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Existing research on visual dialogue systems [17, 3] and iterative conditional text-to-image

generation [18, 19] attempt to resolve only half of the above problem with the focus on

the single-directional grounding from one modality to another in an interactive scenario.

We take a step further to propose a new task that integrates both research fields to a

unified testbed that simulates the full process of constructing a "shared view" through

natural language conversations between two parties.

We propose GanDraw, a collaborative drawing game to study how to construct a shared

understanding of a partially observable visual concept through dialogue. The game is

played by two players, a Teller and a Drawer. The goal of the game is for the Drawer

to recreate the target image perceived by the Teller, through an exchange of conversa-

tions. An example of this task is demonstrated in figure 2.2. To succeed in this game, the

teller must accurately ground the visual scene of the target image into multiple rounds

of description and the drawer needs to fully understand the teller’s instruction and apply

corresponding changes to the drawing. As describing a real image with rich scene accu-

rately in natural language is quite challenging, the drawer needs to carry out an effective

conversation with the teller by learning how and when to ask appropriate questions in

order to clarify unclear instructions and missing details.

Figure 2.2: Overview of the new multi-modal visual dialogue task that we propose. In
this task, two participants cooperate to recreate a realistic image by communicating in
natural language.
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2.2.2 Related Work

Visually-Grounded Language Generation The task of the teller is closely related

to visual-grounded language generation. Applications for generating language with a sin-

gle visual-context input include image captioning [20, 21], video description generation

[22, 23], and visual storytelling [24]. Visual question answering (VQA) [25] takes a step to-

ward building a collaborative agent with one round of human-machine interaction, where

the agent must interpret the answer from multiple modalities. Das et al. extended VQA

by proposing the visual dialogue task [17] which has multiple rounds of human-machine

interaction. Our GanDraw dataset is distinguished from the previous visual dialogue

dataset due to the additional challenge of generating a photo-realistic image from a dia-

logue utterance on the Drawer’s side. This additional challenge further pushes research to

build machine learning models that can handle various type of interplay between vision

and language. The game setting of GanDraw is highly inspired from Codraw [26], a task

that involves a Drawer placing predefined images and objects within a scene whilst holding

a conversation with the Teller. However, our task has a significant difference from Codraw

on how the language is grounded to vision. Codraw’s image editing is implemented by

placing a set of limited predefined objects with a few properties on a virtual space, which

means that the language to vision model prediction will be in a coordinate space for their

task. However, GanDraw involves natural free-hand drawing in a photo-realistic image

domain which involves a more challenging mapping from language to vision. We have

observed the complexity of our task has evoked richer dialogue between participants.

Conditional Image Generation Conditional text-to-image generation with GANs

can be extended to build our drawer role. Reed [27] proposed the first conditional GAN

that generates an image given a caption. StackGAN [28] improved the synthetic image

quality by breaking down the generation process into two stages. [29] extended StackGAN

with an attention mechanism that can learn to attune to different text inputs to synthe-

size various spatial locations on the generated image. Instead of using a single caption,

Chatpainter [30] uses the entire dialogue history to generate images thereby leveraging

richer information. Language based image editing (LBIE) is a more related field with
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our work where the generation of the target image will be conditioned on both a textual

description and a source image. Existing LBIE work [31, 32, 33] focuses on editing im-

ages with a single instruction without addressing the challenge of iterative image editing,

which involves a sequence of textual instructions. Recently, there are several attempts to

resolve the sequential text-to-image generation. Story GAN [19] addresses the problem of

story visualization by generating discrete animation frames from a story script mapped

to a corresponding frame. GeNeVA GAN [18] is another similar work which composes

an image step by step based upon a sequence of instructions. Both systems, however,

focus entirely on iterative image generation from text without the ability to interact with

other agents, which ultimately fails to maximize the information that they could obtain

for image synthesis. Both pipelines also work on animation or highly simplified synthetic

images leading to significantly limited textual instructions and operations on the image.

We address these issues in our GanDraw task where we study realistic image generation

from interactive conversations. This requires the model to handle complex mapping be-

tween text and real image while eliciting more information from the other party through

dialogue.

2.2.3 Dataset
GanDraw Game

GanDraw is a cooperative game between a teller and a drawer. When the game begins,

the teller is randomly assigned with a target image. The drawer is given access to a

drawing tool and a blank background. The teller initializes the conversation with a

caption to describe part of the target image to the drawer. Then the drawer can either

perform the editing to the background image according to teller’s instructions or ask a

clarification question to the teller if the given instruction is not clear. After the teller

gets the feedback from the drawer, s/he will answer any clarification question raised and

continue introducing other parts of the target image that hasn’t been covered before.

Additionally, the teller also has access to drawer’s image at each turn, and can choose

to give correction suggestions if the generated image is not well aligned with the target

image. When the teller feels the drawer’s image is close enough to the target image, s/he
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would terminate the game.

One big challenge in this task is to design the drawing tool that can enable the drawer to

easily perform editing on a realistic image. Owing to the recent advances in conditional

GAN, we propose to use GauGAN [34], which can synthesize high-quality realistic images

from semantic label maps. Each colored label in the semantic map is aligned with an

object in the synthetic image and changes applied to the color label in semantic map

are also reflected in the generated synthetic image. Therefore, as shown in figure. 2.3,

we build a drawing tool interface that allows users to paint on a semantic label space

where we then convert the semantic label image to a realistic image with a pre-trained

GauGAN model to simulate the process of directly editing the real image. This interface

helps to simplify the complex mapping from language to vision to a problem that focuses

on interpreting the geometric layout of mentioned items from language. Although the

drawer does not have fine-grained control on the other visual attributes such as colors,

brightness, or texture, we provide them with a list of style selection (e.g sunset view,

winter view, etc) that they can apply to the image to change the general outlook of the

image with respect to teller’s description.

Data Collection

Target Image Selection As the image editing tool is built from GauGAN [35], we

follow their paper to use the model that is pre-trained on natural landscape images which

demonstrates the superior quality on the generated synthetic image. Images generated

from GAUGAN using datasets with a more complex scenario, such as MSCOCO [36],

resulted in severe artifacts. Hence, we limit the target image selection to the natural

landscape domain. We downloaded 50,000 landscape images from the Flickr API to

provide a large pool for selecting high quality target images. Following GauGAN’s paper

we predefine 21 nature item labels that we want to keep in the drawing interface. We apply

a pretrained semantic segmentation network from DeepLabV2 [37] on the downloaded

landscape images to generate semantic labeling map for them and discard images that

contain the labels out side of the predefined ones. We individually curated images that

contained between 2-6 semantic labels in-order to provide a diverse selection of landscape
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Figure 2.3: Data Collection Interface for the Drawer.

Figure 2.4: Data Collection Interface for Teller.

images that contains a rich scene while not making the image too challenging for the

drawer to recreate with just the language description from the teller. After filtering,

we select 240 diverse target images of natural landscapes to be used in our task. For

each target image, we also manually edit the segmentation map that is generated from

the pretrained DeepLabV2 model as the ground truth segmentation map associated with

the target image. The ground truth segmentation map is later used to compute the

automatic evaluation score that we give to measure the performance of the drawer’s

drawing. Although the final pool of target image is relatively small, it still covers a wide

range of different combinations from the limited predefined nature items. Additionally,

after collecting multiple conversations for each target image, we populate the dataset to

contain over 7K image-to-text pairs which is suited to build machine learning model to

explore cross-modal grounding and generation in a constrained domain.

Interface We designed two primary interfaces (see Fig. 2.3 and Fig. 2.4) using the React

Task Demo from the ParlAI framework [38]. Both the Drawer and Teller’s interface feature

a chat-pane on the right side where they can communicate in a turn-wise fashion. From

the Teller’s left side, they can see a) the target image they are instructed to sequentially
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describe, b) the ground truth semantic labels for the target image, as often semantic

labels can be ambiguous in the natural image (is it a tree or a bush?), and c) an option

to peek at what the Drawer has currently drawn. In comparison, from the Drawer’s

left side, they can see a) a canvas in which they can paint, b) a palette in which they

can select different semantic labels and different textures/styles, c) a toolbox used for

switching drawing tools, such as changing brush size, and d) an option to preview their

synthesized image from their semantic labels. At every turn, each side is only allowed to

send a single message with a capped length of 140 characters. The length cap is set to

prevent the Teller from giving too detailed description at once, so the information can be

added interactively through conversations.

Post Processing At the end of each game, the performance of the participants is

evaluated with the SegScene Similarity score that we introduce in Sec.2.2.3 We instruct

the teller that the final drawing must satisfy two conditions in order to be considered as a

qualified drawing that can recover the target image: (1) The final drawing must contain

all of the scene labels in the target image. (2) The relative positioning between each pair

of scene labels must align with the relative position of the content in the target image.

To assure high quality data, we also conduct a post processing step by filtering out the

drawings that have a lower than 1.0 SegScene Similarity Score. Additionally, we also have

two annotators go through all of the collected data and filter out the conversations that

do not meet the two criteria previously set for qualified recovery. As a result, we collect

5 games for each target image which sums to 1200 dialogues.

Dataset Analysis

Se describe details of the analysis we have on dataset collected from GanDraw. The

GanDraw dataset consists of 1,240 games, with over 7K utterances and corresponding

images. The average number of turns per game is 6.0. The average utterance length of

the drawer is 5.7 words, while the average utterance length of the teller is 15.4 words. To

understand how dialogues can help with the drawing, we identify the dialogue policies that

drawers and tellers apply to form an effective communication. We identify four different

dialogue strategies tellers and drawers adopt to effectively exchange information in our
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dataset. We describe them in details below:

Describe Image : teller’s dialogue strategy to communicate his general understand-

ing of the target image to the drawer. The teller also adopts this strategy to provide

answers when the drawer raises question on the target image.

Correct Drawing : teller applies this strategy when he captures a critical difference

between the drawer’s generated image and the target image. In this case, a teller

will provide direct instruction on how to change the items in the drawing in order to

make it look closer to the target image.(e.g No. Remove land from bottom of page.)

Elicit Information : a drawer practices this strategy when he gets unclear in-

structions from a teller or when he wants to confirm an interpretation that he has

based on the description from the teller. This strategy is usually carried by asking

a clarification question.

Request Correction : a drawer applies this strategy when he is not confident

whether he has followed teller’s instruction appropriately. The drawer will then

raise a yes or no question to confirm his drawing is ok. (e.g is the mountain big

enough? )

We attempt to annotate every utterance in our dataset with one or more of the above

dialogue strategies. If none of the dialogue strategy is matched with the utterance, we will

just assign it to other type. We found that dialogues where tellers correct drawers more

often achieved better final images compared to dialogues where tellers only describe the

target images without correcting drawers. This suggests that a teller using both strategies

leads to more successful task outcome. Yet even with tellers leading the conversation, it

is also critical for drawers to effectively use strategies that make the teller provide more

accurate information about the target image. For example, we found that whenever the

drawer requests for a correction, the teller has a high chance to apply correct drawing

descriptions afterwards. Leveraging elicited information by asking for clarification (e.g

how far up the image is the mountain? ) also helps the teller to give clearer instructions.
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SegScene Similarity

We propose metrics to measure the similarity between the Drawer’s image with the target

image. As the real image from Drawer is synthesized from GauGAN, the degree of realism

is not controllable by the Drawer. Therefore, we primarily compare the semantic label

image that the Drawer reconstructs from Teller’s instructions to the ground truth semantic

label on the target image. We follow classic semantic segmentation literature [39] by

computing the MeanIoU between the two semantic segmentation maps. Additionally,

we also compute a pairwise similarity (PSim) score to evaluate the relative positioning

between each label in the target image. We compute the final SegScene Similarity score

as a weighted sum of the meanIoU and PSim in order to gain a score that is between 0

and 5.

MeanIoU Suppose the set of labels contained in Drawer semantic labeling image is Ld

and the set of labels contained in target semantic labeling image is Lt. The first thing

we want to measure is how many shared semantic labels there are and how much overlap

there is between the shared label regions of the two images. Therefore, we compute the

mean IoU between Ld and Lt:

meanIoU(Ld, Lt) =

∑
ls∈Ld∩Lt

IoU(lsd, l
s
t )

|{Ld ∪ Lt}|
, (2.3)

where lsd and lst stands for the shared label ls in Drawer’s image and Teller’s image,

respectively.

PSim As it is hard to describe all aspects within an image, achieving a high meanIoU

with only textual instruction is extremely challenging. We thus also compute a pairwise

similarity (PSim) score between every pair of shared labels li, lj ∈ {Ld ∩ Lt}. It serves

as a straight-forward evaluation metric to reward the correct relative positioning between

the major elements from the drawers’ image:

PSim =

∑
li,lj∈Ld∩Lt

h(lid, l
j
d, l

i
t, l

j
t )

|Ld ∪ Lt|(|Ld ∪ Lt| − 1)
, (2.4)

where lid, l
j
d represents the shared label li, lj in Drawer’s image. lit, l

j
t represents the shared

label in target image. h(lid, l
j
d, l

i
t, l

j
t ) stands for the relative positional similarity score
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between the shared labels li and lj in Drawer’s image and that in the target image. The

equation is defined below:

h(lid, l
j
d, l

i
t, l

j
t ) = 1(xi

d−xj
d)(x

i
t−xj

t )>0 + 1(yid−yjd)(y
i
t−yjt )>0 (2.5)

where the x coordinate and y coordinate for li and lj are gained as the center of mass of

the regions for li and lj.

Figure 2.5: Neural Drawer’s architecture. It takes previous utterance context and the
previously generated image as input. It then generates the output image It through a two
stage process and next utterance st through a separate encoder decoder pipeline.

Figure 2.6: Neural Teller’s architecture. It takes the previous turns along with drawer’s
generated image and target image as input. The model then run through a multimodal
encoder decoder pipeline to generate the next utterance.

2.2.4 Model

Given a target image Itgt, a teller initializes the conversation with a general instruction

M1 on how to recreate part of the target image. At each turn t, a drawer follows the

instruction Mt from the teller to edit the previous drawing It−1 into a new picture It.

The drawer needs to send a feedback message St back to the teller in order to carry on

the conversation. The feedback message can either be a general response like "done", or
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clarification question for more information from the teller. The teller processes the edited

image It and the feedback message St from the drawer, and compares them with the target

image Itgt to determine the next information Mt+1 back to the drawer. This message can

be a combination of answering drawer’s question, giving correction suggestion based on

the observed difference between It and Itgt. The conversation continues until the teller is

confident that the image created by the drawer is similar enough to the target image.

In the above problem definition, the teller and the drawer perform multiple complex

vision-language tasks, including visual question answering, visual question generation,

dialogue history tracking and image synthesis. To the best of our knowledge, no single

existing model can be directly applied to solve our task automatically. We thus build an

automatic teller and drawer extending other language-vision models.

Neural Teller

We convert a relative image caption [40] neural model to construct the baseline of the

teller, which is demonstrated in figure 2.6. The original model can capture the differences

between two input images and generate a natural language to describe them which simu-

lates the process of teller giving correction suggestions to the drawer by comparing their

drawing with the target image. Specifically, at each turn the drawing generated from

the drawer It and the target image Itgt are encoded through a pretrained convolutional

neural network (CNN) to generate feature representations. The generated features of the

two images are fused through a fusion module and then applied to a long short-term

memory network (LSTM) which generates a sentence to describe the difference between

the two images. To enable the model to also condition the language generation on the

dialogue context, we add a Bi-directional LSTM dialogue encoder to encode the previous

utterances.

Neural Drawer

The objective of the drawer is highly correlated with the problem of iterative text-to-image

generation, where the model needs to condition the image generation on a sequence of

text instructions and the previous generated image. We build the baseline for our drawer

from the state-of-the-art iterative text-to-image GAN model GeNeVA [18] (displayed in
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figure 2.5) with several critical changes. First, we break the problem of text to natural

image generation into a two-stage process. In the first stage, we generate a semantic

labeling map from the text through GeNeVA. Then, the generated segmentation map

will be processed with the pre-trained GauGAN model [35] to generate the real image.

The two-stage generation process converts a complex task into two easier sub-problems

that can be better handled by different GAN models. Our second critical change is

that we construct a separate encoder-decoder pipeline to enable the drawer to talk. The

utterance generated by the drawer is conditioned on both dialogue history and the previous

generated segmentation map through a LSTM based dialogue encoder and a shallow CNN

image encoder. This separate encoder-decoder pipeline is optimized with the maximum-

likelihood objective.

2.2.5 Experiment

We evaluate our neural models with a fully automatic protocol and by having the model

play with human players in the GanDraw game. The performance of the model in each

setting is evaluated with the SegScene Similarity Score.

Automatic Evaluation Setting

We first introduce the three types of our automatic evaluation setting:

Image Generation from Recorded dialogues: The neural drawer model can

be evaluated against the human-human conversation from the dataset, where the

utterances from both sides at each turn are considered as the instruction to guide the

neural drawer to generate the image corresponding to that turn. In this setting, the

neural drawer model is considered as a "silent" drawer, where it would not generate

any utterances but simply focus on generating images from the dialogue script.

Image Generation Without Context: In order to understand the importance

of the visual and dialogue context for the success of the task, we modify the neural

drawer baseline to only generate the image at each step with the text instruction at

that turn. We evaluate this modified neural drawer with the ground truth dialogues

following the same setting as the first evaluation to make a fair comparison.
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Machine-Machine Game: To evaluate the neural teller and neural drawer in an

interactive setting, we let the neural teller and neural drawer to play the GanDraw

game between themselves by iterating through all target images once.

Human Evaluation Setting

We also evaluate the performance of our teller and drawer baselines by playing the Gan-

Draw task with human players. We take all 25 images from the test split of our dataset

to form the pool of the target images. The teller model and the drawer model are then

paired with human drawers and human tellers separately to play 25 games. We have

different game settings for the teller model and the drawer model when they play with

human.

Neural Teller-Human Drawer: when the teller model plays with the human

drawer, we allow the model to access all the intermediate generated images from

the human drawer. With the full observable context, we want to verify whether the

teller can adopt different strategies to carry on the conversation, such as provide

correction suggestion or describe new concept on the target image that is not covered

in the game.

Human Teller-Neural Drawer: When the drawer model interacts with a human

teller, we only let the human teller peek the intermediate images generated by

the drawer model twice. By doing this, we want to reduce the amount of visual

information the human teller can receive in order to encourage the drawer model to

adopt effective dialogue strategies such as elicit information and request correcting

introduced in Sec.2.2.3 to gain more information from tellers to re-create the target

image.

We launched the human evaluation task on AMT and collected 25 games for each setting.

We filter out the games where Turkers did not attempt to collaborate with our neural

models to assure all the evaluation results do not have any major human-side mistakes.
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Teller Drawer MeanIoU Psim SegScene Sim

dialogue Machine 0.18 0.25 1.11

dialogue Machine w/o v+d 0.14 0.21 0.92

Machine Machine 0.13 0.22 0.92

Machine Human 0.19 0.25 1.12

Human Machine 0.18 0.26 1.13

Human Human 0.40 0.61 2.63

Table 2.5: Our baseline model’s results from both human evaluation and automatic eval-
uation protocol. Machine under the Teller or Drawer represents the neural model we
develop for that role. Machine w/o v+d is the Drawer model that generates image
without any visual or dialogue context. The line with dialogue under the teller is the
experiment for iterative image generation from the collected dialogues in the dataset.

Results and Analysis

Table 2.5 summarizes the evaluation results of the performance from our neural baselines

under the evaluation of human-machine setting and full automatic evaluation setting.

There is a considerable gap between the performance of the neural models and humans,

which indicates the need for additional work to improve the model performance on our

task. Performance of the neural drawer when they are played with human partners or

when they have access to ground truth dialogue contexts are relatively the same. However,

when the neural teller and the neural drawer played with each other, errors from both

sides caused the worst SegScene Similarity score compared to other settings. The reduced

performance from the neural drawer when it is restrained to only generate an image

with the instruction from each turn indicates the importance of utilizing dialogue and

visual context to succeed in our task. To better understand the model’s limitations,

we additionally reviewed the games played between the neural models and their human

partners.

Neural Tellers Upon reviewing the games, we found that the neural tellers failed to

track information introduced previously. This results in repetition both on the utterance

level and the object level. For example, in figure. 2.7, the neural teller mentions to add a

small patch of grass twice. This could be caused by the LSTM-based encoder lacking the
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Figure 2.7: A qualitative example of the game our neural teller played with the human
drawer. We highlight the text where the neural teller makes a mistake with red color.

ability to track extended context. Using a transformer-based pre-trained language model

may reduce this issue. The neural teller also lacks accurate understanding of the geometric

layout of the object in the target image. It often captures the right item from the target

image but provides an incorrect description of its location, size, or shape. In figure.2.7, it

fails to recognize the shape of the mountain and describe it as "two peak". This indicates

GanDraw requires the model not only describe the visual attributes associated item, but

also understand the geometric properties inside the image.

Figure 2.8: A qualitative example of the game our neural drawer played with the human
teller. We highlight the text where the neural drawer does not follow teller’s instruction
with red color.

Neural Drawer The neural drawer seems to be good at capturing individual concepts

when the description is short. However, it struggles to interpret several concepts men-

tioned in longer sentences. When the human teller tries to describe multiple objects in

one sentence, it usually generates one of them. Besides, the neural drawer lacks the ability

to ground the fine-grained change instructions to the image. Often times it only follows

the instruction that gives a general description on new objects but ignores the correction
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suggestion. An example is displayed in figure 2.8. On the third turn, when the teller

tells the neural drawer to add trees to the middle, the model ignores the teller’s request.

This suggests that the conditional GAN model cannot ground text descriptions that in-

volve various levels of details to appropriate changes in the generated image. Finally,

the language generated from the drawer are generic phrases, mostly "ok" and "done".

This might be caused by the implicit bias within the GanDraw task where the drawer

predominantly takes a passive role by following teller instruction and only replying with

generic information. It could also result from the language generator in the neural drawer

being trained with the maximum likelihood objective, which has been found to generate

generic response in many applications.[41]
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Chapter 3
Cross-lingual Cross-modal
Representation Learning

3.1 Augment Machine Translation with Vision
3.1.1 Introduction

Multimodal machine translation is the problem of translating sentences paired with im-

ages into a different target language [42]. In this setting, translation is expected to be

more accurate compared to purely text-based translation, as the visual context could

help resolve ambiguous multi-sense words. Examples of real-world applications of mul-

timodal (vision plus text) translation include translating multimedia news, web product

information, and movie subtitles.

Several previous endeavours [43, 44, 45] have demonstrated improved translation qual-

ity when utilizing images. However, how to effectively integrate the visual information

still remains a challenging problem. For instance, in the WMT 2017 multimodal ma-

chine translation challenge [46], methods that incorporated visual information did not

outperform pure text-based approaches with a big margin.

We propose a new model called Visual Attention Grounding Neural Machine Transla-

tion (VAG-NMT) to leverage visual information more effectively. We train VAG-NMT

with a multitask learning mechanism that simultaneously optimizes two objectives: (1)

learning a translation model, and (2) constructing a vision-language joint semantic em-
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bedding. In this model, we develop a visual attention mechanism to learn an attention

vector that values the words that have closer semantic relatedness with the visual con-

text. The attention vector is then projected to the shared embedding space to initialize

the translation decoder such that the source sentence words that are more related to

the visual semantics have more influence during the decoding stage. When evaluated

on the benchmark Multi30K and the Ambiguous COCO datasets, our VAG-NMT model

demonstrates competitive performance compared to existing state-of-the-art multimodal

machine translation systems.

3.1.2 Related Work

In the machine translation literature, there are two major streams for integrating visual

information: approaches that (1) employ separate attention for different (text and vision)

modalities, and (2) fuse visual information into the NMT model as part of the input. The

first line of work learns independent context vectors from a sequence of text encoder hidden

states and a set of location-preserving visual features extracted from a pre-trained convnet,

and both sets of attentions affect the decoder’s translation [44, 47]. The second line of

work instead extracts a global semantic feature and initializes either the NMT encoder or

decoder to fuse the visual context [48, 49]. While both approaches demonstrate significant

improvement over their Text-Only NMT baselines, they still perform worse than the best

monomodal machine translation system from the WMT 2017 shared task [50].

The model that performs best in the multimodal machine translation task employed

image context in a different way. [43] combine region features extracted from a region-

proposal network [51] with the word sequence feature as the input to the encoder, which

leads to significant improvement over their NMT baseline. The best multimodal machine

translation system in WMT 2017 [52] performs element-wise multiplication of the target

language embedding with an affine transformation of the convnet image feature vector

as the mixed input to the decoder. While this method outperforms all other methods in

WMT 2017 shared task workshop, the advantage over the monomodal translation system

is still minor.

The proposed visual context grounding process in our model is closely related to the
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literature on multimodal shared space learning. [53] propose a neural language model

to learn a visual-semantic embedding space by optimizing a ranking objective, where

the distributed representation helps generate image captions. [54] densely align different

objects in the image with their corresponding text captions in the shared space, which

further improves the quality of the generated caption. In later work, multimodal shared

space learning was extended to multimodal multilingual shared space learning. [55] learn

a multi-modal multilingual shared space through optimization of a modified pairwise

contrastive function, where the extra multilingual signal in the shared space leads to im-

provements in image-sentence ranking and semantic textual similarity task. [56] extend

the work from [55] by using the image as the pivot point to learn the multilingual multi-

modal shared space, which does not require large parallel corpora during training. Finally,

[45] is the first to integrate the idea of multimodal shared space learning to help multi-

modal machine translation. Their multi-task architecture called “imagination” shares an

encoder between a primary task of the classical encoder-decoder NMT and an auxiliary

task of visual feature reconstruction.

Figure 3.1: An overview of the VAG-NMT structure

36



3.1.3 Model

Given a set of parallel sentences in language X and Y , and a set of corresponding images

V paired with each sentence pair, the model aims to translate sentences {xi}Ni=1 ∈ X

in language X to sentences {yi}Ni=1 ∈ Y in language Y with the assistance of images

{vi}Ni=1 ∈ V .

We treat the problem of multi-modal machine translation as a joint optimization of

two tasks: (1) learning a robust translation model and (2) constructing a visual-language

shared embedding that grounds the visual semantics with text. Figure 3.1 shows an

overview of our VAG-NMT model. We adopt a state-of-the-art attention-based sequence-

to-sequence structure [57] for translation. For the joint embedding, we obtain the text

representation using a weighted sum of hidden states from the encoder of the sequence-

to-sequence model and we obtain the image representation from a pre-trained convnet.

We learn the weights using a visual attention mechanism, which represents the semantic

relatedness between the image and each word in the encoded text. We learn the shared

space with a ranking loss and the translation model with a cross entropy loss.

The joint objective function is defined as:

J(θT , ϕV ) = αJT (θT ) + (1− α)JV (ϕV ) (3.1)

where JT is the objective function for the sequence-to-sequence model, JV is the objective

function for joint embedding learning, θT are the parameters in the translation model,

and ϕV are the parameters for the shared vision-language embedding learning, and α

determines the contribution of the machine translation loss versus the visual grounding

loss. Both JT and JV share the parameters of the encoder from the neural machine

translation model.

Encoder

We first encode an n-length source sentence {x}, as a sequence of tokens x = {x1, x2, . . . , xn},

with a bidirectional GRU [58, 59]. Each token is represented by a one-hot vector, which

is then mapped into an embedding ei through a pre-trained embedding matrix. The bidi-

rectional GRU processes the embedding tokens in two directions: left-to-right (forward)
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and right-to-left (backward). At every time step, the encoder’s GRU cell generates two

corresponding hidden state vectors:
−→
hi =

−−−−−−−−−→
GRU(hi−1, ei) and

←−
hi =

←−−−−−−−−−
GRU(hi−1, ei). The

two hidden state vectors are then concatenated together to serve as the encoder hidden

state vector of the source token at step i: hi = [
←−
hi ,
−→
hi ].

Shared Embedding Objective

After encoding the source sentence, we project both the image and text into the shared

space to find a good distributed representation that can capture the semantic meaning

across the two modalities. Previous work has shown that learning a multimodal repre-

sentation is effective for grounding knowledge between two modalities [53, 60]. Therefore,

we expect the shared encoder between the two objectives to facilitate the integration of

the two modalities and positively influence translation during decoding.

To project the image and the source sentence to a shared space, we obtain the visual

embedding (v) from the pool5 layer of ResNet50 [61] pre-trained on ImageNet classifica-

tion [62], and the source sentence embedding using the weighted sum of encoder hidden

state vectors ({hi}) to represent the entire source sentence (t). We project each {hi} to the

shared space through an embedding layer. As different words in the source sentence will

have different importance, we employ a visual-language attention mechanism—inspired

by the attention mechanism applied in sequence-to-sequence models [57]—to emphasize

words that have the stronger semantic connection with the image. For example, the high-

lighted word “cat" in the source sentence in Fig. 3.1 has the more semantic connection

with the image.

Specifically, we produce a set of weights β = {β1, β2, . . . , βn} with our visual-attention

mechanism, where the attention weight βi for the i’th word is computed as:

βi =
exp(zi)∑N
l=1 exp(zl)

, (3.2)

and zi = tanh(Wvv) · tanh(Whhi) is computed by taking the dot product between the

transformed encoder hidden state vector hi and the transformed image feature vector v,

and Wv and Wh are the association transformation parameters.

Then, we can get a weighted sum of the encoder hidden state vectors t =
∑n

i=1 βihi to

represent the semantic meaning of the entire source sentence. The next step is to project
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the source sentence feature vector t and the image feature vector v into the same shared

space. The projected vector for text is: temb = tanh(Wtemb
t + btemb

) and the projected

vector for image is: vemb = tanh(Wvemb
v + bvemb

).

We follow previous work on visual semantic embedding [53] to minimize a pairwise

ranking loss to learn the shared space:

JV (ϕV ) =
∑
p

∑
k

max {0, γ − s(vp, tp) + s(vp, tk ̸=p)}+
∑
k

∑
p

max {0, γ − s(tk, vk) + s(tk, vp ̸=k)}

(3.3)

where γ is a margin, and s is the cosine distance between two vectors in the shared space.

tk ̸=p and vp ̸=k are the contrastive examples with respect to the selected image and the

selected source text, respectively. When the loss decreases, the distance between a paired

image and sentence will drop while the distance between an unpaired image and sentence

will increase.

In addition to grounding the visual context into the shared encoder through the mul-

timodal shared space learning, we also initialize the decoder with the learned attention

vector t such that the words that have more relatedness with the visual semantics will

have more impact during the decoding (translation) stage. However, we may not want

to solely rely on only a few most important words. Thus, to produce the initial hidden

state of the decoder, we take a weighted average of the attention vector t and the mean

of encoder hidden states:

s0 = tanh(Winit(λt+ (1− λ)
1

N

N∑
i

hi)), (3.4)

where λ determines the contribution from each vector. Through our experiments, we find

the best value for λ is 0.5.

Translation Objective

During the decoding stage, at each time step j, the decoder generates a decoder hidden

state sj from a conditional GRU cell [63] whose input is the previously generated transla-

tion token yj−1, the previous decoder hidden state sj−1, and the context vector cj at the

current time step:

sj = cGRU(sj−1, yj−1, cj) (3.5)
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The context vector cj is a weighted sum of the encoder hidden state vectors, and captures

the relevant source words that the decoder should focus on when generating the current

translated token yj. The weight associated with each encoder hidden state is determined

by a feed-forward network. From the hidden state sj we can predict the conditional

distribution of the next token yj with a fully-connected layer Wo given the previous

token’s language embedding ej−1, the current hidden state dj and the context vector for

current step cj:

p(yj|yj−1, x) = softmax(Woot) (3.6)

where ot = tanh(Weej−1 +Wddj +Wccj). The three inputs are transformed with We, Wd,

and Wc, respectively and then summed before being fed into the output layer.

We train the translation objective by optimizing a cross entropy loss function:

JT (θT ) = −
∑
j

log p(yj|yj−1, x) (3.7)

By optimizing the objective of the translation and the multimodal shared space learning

tasks jointly along with the visual-language attention mechanism, we can simultaneously

learn a general mapping between the linguistic signals in two languages and grounding of

relevant visual content in the text to improve the translation.

3.1.4 Experiment
Experiment Setting and Dataset

We evaluate our proposed model on three datasets: Multi30K [42], Ambiguous COCO

[46], and our newly-collected IKEA dataset. The Multi30K dataset is the largest existing

human-labeled dataset for multimodal machine translation. It consists of 31,014 images,

where each image is annotated with an English caption and manual translations of image

captions in German and French. There are 29,000 instances for training, 1,014 instances

for validation, and 1,000 for testing. Additionally, we also evaluate our model on the

Ambiguous COCO Dataset collected in the WMT2017 multimodal machine translation

challenge [46]. It contains 461 images from the MSCOCO dataset [64], whose captions

contain verbs with ambiguous meanings.
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We pre-process all English, French, and German sentences by normalizing the punctua-

tion, lower casing, and tokenizing with the Moses toolkit. A Byte-Pair-Encoding (BPE)

[65] operation with 10K merge operations is learned from the pre-processed data and then

applied to segment words. We restore the original words by concatenating the subwords

segmented by BPE in post-processing. During training, we apply early stopping if there

is no improvement in BLEU score on validation data for 10 validation steps. We apply

beam search decoding to generate translation with beam size equal to 12. We evaluate

the performance of all models using BLEU [66] and METEOR [67]. The setting used in

IKEA dataset is the same as Multi30K, except that we lower the default batch size from

32 to 12; since IKEA dataset has long sentences and large variance in sentence length, we

use smaller batches to make the training more stable. We run all models five times with

different random seeds and report the mean and standard deviation.

Results

English → German English → French

Method BLEU METEOR BLEU METEOR

Imagination [45] 30.2 51.2 N/A N/A

LIUMCVC [52] 31.1± 0.7 52.2± 0.4 52.7± 0.9 69.5± 0.7

Text-Only NMT 31.6± 0.5 52.2± 0.3 53.5± 0.7 70.0± 0.7

VAG-NMT 31.6± 0.3 52.2± 0.3 53.8± 0.3 70.3± 0.5

Table 3.1: Translation results on the Multi30K dataset

English → German English → French

Method BLEU METEOR BLEU METEOR

Imagination [45] 28.0 48.1 N/A N/A

LIUMCVC [52] 27.1± 0.9 47.2± 0.6 43.5± 1.2 63.2± 0.9

Text-Only NMT 27.9± 0.6 47.8± 0.6 44.6± 0.6 64.2± 0.5

VAG-NMT 28.3± 0.6 48.0± 0.5 45.0± 0.4 64.7± 0.4

Table 3.2: Translation results on the Ambiguous COCO dataset
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We compare the performance of our model against the state-of-the-art multimodal

machine translation approaches and the text-only baseline. The idea of our model is

inspired by the "Imagination" model [45], which unlike our models, simply averages the

encoder hidden states for visual grounding learning. As "Imagination" does not report its

performance on Multi30K 2017 and Ambiguous COCO in its original paper, we directly

use their result reported in the WMT 2017 shared task as a comparison. LIUMCVC

is the best multimodal machine translation model in WMT 2017 multimodal machine

translation challenge and exploits visual information with several different methods. We

always compare our VAG-NMT with the method that has been reported to have the best

performance on each dataset.

Our VAG-NMT surpasses the results of the “Imagination" model and the LIUMCVC’s

model by a noticeable margin in terms of BLEU score on both the Multi30K dataset

(Table 3.1) and the Ambiguous COCO dataset (Table 3.2). The METEOR score of

our VAG-NMT is slightly worse than that of "Imagination" for English -> German on

Ambiguous COCO Dataset. This is likely because the “Imagination" result was produced

by ensembling the result of multiple runs, which typically leads to 1-2 higher BLEU and

METEOR points compared to a single run. Thus, we expect our VAG-NMT to outperform

the “Imagination" baseline if we also use an ensemble.

We observe that our multimodal VAG-NMT model has equal or slightly better result

compared to the text-only neural machine translation model on the Multi30K dataset.

On the Ambiguous COCO dataset, our VAG-NMT demonstrates clearer improvement

over this text-only baseline. We suspect this is because Multi30K does not have many

cases where images can help improve translation quality, as most of the image captions

are short and simple. In contrast, Ambiguous COCO was purposely curated such that

the verbs in the captions can have ambiguous meaning. Thus, visual context will play a

more important role in Ambiguous COCO; namely, to help clarify the sense of the source

text and guide the translation to select the correct word in the target language.
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Source Caption: a tennis player is moving to the side and is gripping

his racquet with both hands .

Text-Only NMT: ein tennisspieler bewegt sich um die seite und greift

mit beiden händen an den boden .

VAG-NMT: ein tennisspieler bewegt sich zur seite und greift mit

beiden händen den schläger .

Source Caption: three skiers skiing on a hill with two going down the

hill and one moving up the hill .

Text-Only NMT: drei skifahrer fahren auf skiern einen hügel hinunter

und eine person fährt den hügel hinunter .

VAG-NMT: drei skifahrer auf einem hügel fahren einen hügel hin-

unter und ein bewegt sich den hügel hinauf .

Source Caption: a blue , yellow and green surfboard sticking out of a

sandy beach .

Text-Only NMT: ein blau , gelb und grünes surfbrett streckt aus einem

sandstrand .

VAG-NMT: ein blau , gelb und grüner surfbrett springt aus einem

sandstrand .

Figure 3.2: Translations generated by VAG-NMT and Text-Only NMT. VAG-NMT per-
forms better in the first two examples, while Text-Only NMT performs better in the third
example. We highlight the words that distinguish the two systems’ results in red and
blue.

Analysis and Discussion

In the first row of Figure 3.3, the attention mechanism assigns high weights to the words

“skiing", “snowboarding", and “snow". In the second row, it assigns high attention to

“rafting" or “raft" for every caption of the three images. These examples demonstrate

evidence that our attention mechanism learns to assign high weights to words that have

corresponding visual semantics in the image.
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a person is skiing or snowboarding

down a mountainside .

a mountain climber trekking through

the snow with a pick and a blue hat .

the snowboarder is jumping in the

snow .

two women are water rafting . three people in a blue raft on a river of

brown water .

people in rafts watch as two men fall

out of their own rafts .

Figure 3.3: The first and second rows show the three closest images to the caption a
person is skiing or snowboarding down a mountainside and two woman are water rafting,
respectively. The original caption is listed under each image. We highlight the three
words with highest attention in red.

We also find that our visual grounding attention captures the dependency between the

words that have strong visual semantic relatedness. For example, in Figure 3.3, words,

such as “raft",“river", and “water", with high attention appear in the image together.

This shows that the visual dependence information is encoded into the weighted sum of

attention vectors which is applied to initialize the translation decoder. When we apply

the sequence-to-sequence model to translate a long sentence, the encoded visual depen-

dence information strengthens the connection between the words with visual semantic

relatedness. Such connections mitigate the problem of standard sequence-to-sequence

models tending to forget distant history. This hypothesis is supported by the fact that

our VAG-NMT outperforms all the other methods on the IKEA dataset which has long

sentences.

Lastly, in Figure 3.2 we provide some qualitative comparisons between the translations

from VAG-NMT and Text-Only NMT. In the first example, our VAG-NMT properly

translates the word "racquet" to “den schläger", while the Text-Only NMT mistranslated

it to “den boden" which means “ground" in English. We suspect the attention mechanism

and visual shared space capture the visual dependence between the word “tennis" and
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“racquet". In the second example, our VAG-NMT model correctly translates the prepo-

sition “up" to “hinauf" but Text-Only NMT mistranslates it to “hinunter" which means

“down" in English. We consistently observe that VAG-NMT translates prepositions better

than Text-Only NMT. We think it is because the pre-trained convnet features captured

the relative object position that leads to a better preposition choice. Finally, in the third

example, we show a failure case where Text-Only NMT generates a better translation.

Our VAG-NMT mistranslates the verb phrase “sticking out" to “springt aus" which means

“jump out" in German, while Text-Only NMT translates to “streckt aus", which is cor-

rect. We find that VAG-NMT often makes mistakes when translating verbs. We think it

is because the image vectors are pre-trained on an object classification task, which does

not have any human action information.

3.2 Universal Cross-lingual Cross-modal representation
learning

3.2.1 Introduction

Vision-and-language pre-training has achieved impressive success in learning multimodal

representations between vision and language. To generalize this success to non-English

languages, we introduce UC2 (Universal Cross-lingual Cross-modal pre-training), the

first machine translation-augmented framework for cross-lingual cross-modal representa-

tion learning. To tackle the scarcity problem of multilingual captions for image datasets,

we first augment existing English-only datasets with other languages via machine trans-

lation (MT). Then we extend the standard Masked Language Modeling and Image-Text

Matching training objectives to multilingual setting, where alignment between different

languages is captured through shared visual context (i.e, using image as pivot). To facil-

itate the learning of a joint embedding space of images and all languages of interest, we

further propose two novel pre-training tasks, namely Maksed Region-to-Token Modeling

(MRTM) and Visual Translation Language Modeling (VTLM), leveraging MT-enhanced

translated data. MRTM encourages fine-grained alignment between words and image re-
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gions, by sharing the embedding space of word tokens and region labels (i.e, object class

predictions from an object detector). VTLM is designed to jointly learn cross-lingual

cross-modal mapping from parallel textual corpora and paired images. Extensive experi-

ments demonstrate that our proposed UC2 framework achieves new state of the art over

multiple mainstream benchmarks such as Multi30k [68, 69, 70] and COCO [36, 71, 72]

across multilingual image-text retrieval and visual question answering (VQA) tasks.

3.2.2 Related Work

Vision-Language Pre-training. There is a growing interest in building generic pre-

trained BERT-like [73] models for Vision and Language (V+L) tasks. Early work such as

VilBERT [74] and LXMERT [75] propose a two-stream architecture that encodes visual

and textual input through two separate Transformers, and then fuse the two modalities

by a cross-modal Transformer. Later work such as VL-BERT [76], Unicoder-VL[77] and

UNITER [78] introduce a single-stream architecture that uses one Transformer to encode

concatenated input from both modalities simultaneously. Later, Unified VLP [79] applies

to both understanding and generation tasks. Further improvements are proposed on using

different input features [80, 81] and multi-task learning [82].

Multimodal Multilingual Learning. Existing studies arching over multilingual and

multimodal aspects mainly focus on two tasks: cross-modal retrieval and multimodal

machine translation (MT). [83] introduces a multimodal multilingual approach by aligning

images and captions in different languages to English captions. Unlike previous work

using languages as a pivoting point, [84] learns a shared embedding space that forces

representations of different languages towards the pivot image representation. Later work

focuses on scaling to more languages via character-based word-embedding [85] or shared

language-acoustic embedding [86]. SMALR [87] proposes a scalable multilingual model to

learn visually aligned word embeddings, for better balance between multilingual capacity

and task performance.

Multimodal MT exploits visual information to improve language translations. Earlier

work introduces vision to an LSTM-based neural MT model via attention to visual context

[88, 89], or fusion [90], or multi-task learning [91, 92]. Lately, Transformer-based [93]
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models are proposed [94, 95]. There is also an growing interest in unsupervised multimodal

MT [96, 97], where translation between monolingual corpus is augmented via pivoting on

image.

While successful in individual tasks, these models are usually trained on small amount

of data, which limits its extension to other tasks or languages. To learn task-agnostic

universal representations across vision and multilingual text, M3P[98] introduces the first

pre-training framework that alternatively optimizes the model on multi-modal monolin-

gual corpus and mono-modal multilingual corpus. While M3P achieves better performance

compared to task-specific methods, the alignment between vision and Non-English lan-

guages is hard to capture, as the model is learned via using English as the anchor point.

To strengthen the alignment between vision and all languages, we propose to pre-train a

unified architecture where sentences in different languages are grounded on shared visual

context.

Figure 3.4: An overview of UC2 model. Figure (a) shows the construction of multilingual
multimodal pre-training corpus via machine translation. (b) depicts the overall UC2

framework, which is pre-trained with a massive corpus of multilingual caption-image pairs.
Figure (c) and (d) illustrate details of four pre-training tasks.
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3.2.3 Model

In this section, we start with introducing our machine translation augmented dataset that

enables large-scale cross-lingual pre-training. We then go over the proposed UC2 model

and our designed pre-training objectives for universal representation learning across vision

and languages.

Machine Translation Augmented Dataset

Our multilingual image-text paired data is collected via augmenting the captions from

the Conceptual Captions dataset [99] with a set of machine translated1 captions in other

languages L = {l1, l2, . . . , ln}. Specifically, we translate the original English captions

into five different languages (German, French, Czech, Japanese, and Chinese), which

covers languages required for all the downstream tasks studied in this work. Note that

with recent advances on machine translation for low-resource languages, we can further

expand the dataset to more languages, which we leave for future work. With this data

augmentation, we obtained 3.3 million images, each paired with captions in six languages,

as the process shown in Figure 3.4 (a). This one-to-many mapping greatly facilitates the

learning of alignment between visual content and semantics from each language through

image as a shared anchor. By introducing translated data into model pre-training, our

method yields significant improvement over the baseline with MT tools applied only on

downstream tasks. Next, we elaborate how to leverage these data for cross-lingual cross-

modal pre-training.

Model Overview

UC2 extends monolingual language encoder of V+L frameworks, such as UNITER [78],

to cross-lingual encoder [100], as shown in Figure 3.4 (b). The visual feature is extracted

from an image encoder and the language feature is obtained from a general cross-lingual

language encoder. The multimodal features are then combined into a sequence and fed to

a multi-layer Transformer to produce contextualized cross-modal and cross-lingual repre-

sentations.

1We use Microsoft Azure Translation API Service and will release the translated captions.
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Image Encoder. Given an input image, we first obtain a sequence of image region

features v = {v1, v2, · · · , vm} with Faster R-CNN [101]. For each region, we also extract

location features via a 7-dimensional vector: p = [x1, y1, x2, y2, w, h, w ∗ h], which denotes

the normalized top left coordinates, bottom right coordinates, width, height, and the

area of the detected region box. The region feature and location feature are fed through

separate fully-connected (FC) layers to be projected into the same dimension as the text

embedding space, followed by a layer-normalization (LN) layer. The final representation

of the region feature is then obtained via summing up the projected region feature and

location feature.

Cross-lingual Language Encoder. We follow XLM-R [100] to tokenize an input sen-

tence T li in language li to BPE tokens tli = {tli1 , t
li
2 , · · · , tlin} using Sentence Piece model

[102]. We then project each token to its embedding based on the XLM-R vocabulary and

word embeddings. The final representation of each token is obtained via summing up its

word embedding, segment embedding, and position embedding as in XLM-R, followed by

another Layer Normalization.

Pre-training Tasks

For model training, we employ four pre-training objectives to train on large multilin-

gual image-text paired data: Masked Language Modeling (MLM), Image-Text Matching

(ITM), Masked Region-to-Token Modeling (MRTM), and Visual Translation Language

Modeling (VTLM), as shown in Figure 3.4 (c) and (d). We continuously optimize our

model with the four objectives on multilingual image-text pairs to capture the cross-modal

alignment between vision and different languages. As the translated captions are associ-

ated to the same image, cross-lingual alignment is also enforced using visual context as

the anchor.

Masked Language Modeling (MLM). Given a set of image regions v = {v1, v2, · · · , vm}

and its associated caption words wli = {wlii
1 , · · · , wli

T} in language li ∈ L, and mask in-

dices as m ∈ NM , we randomly mask a word wli
m with the probability of 15% and replace

the masked word with a special token [mask]. The objective is to predict the masked

word wli
m based on the surrounding words w\m and all image regions v, by minimizing the
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negative log-likelihood:

LMLM(θ) = −E(wli ,v)∼D logPθ(w
li
m|w

li
\m, v), (3.8)

where θ is the learnable parameters. Each pair (wli ,v) is sampled from the whole training

set D. The caption for each language is sampled with even probability p = 1/|L|.

Image-Text Matching (ITM). ITM has been widely used in vision-and-language pre-

training [78, 77, 74, 76] to learn instance-level alignment between image and sentence. The

output of the special token [cls] is fed through a FC layer and a sigmoid function to predict

a score sθ(w
li , v) between 0 and 1, which predicts whether the input image v and the text

input wli are semantically matched. During training, we sample positive and negative

pairs from the dataset D with equal probability at each step. The negative image-text

pair is created by replacing the image or text in a matched pair with a randomly-selected

distractor from the same mini-batch. The objective is optimized with binary cross-entropy

loss:

LITM(θ) =− E(wli ,v)∼D[y log sθ(w
li , v)

+ (1− y)log(1− sθ(w
li , v))]

where y ∈ 0, 1 indicates whether the input image-text pair is a positive or negative sample.

The deployment of MLM and ITM serves as our base model. Next, we introduce two novel

objectives to further enhance cross-lingual cross-modal representation learning.

Masked Region-to-Token Modeling (MRLM) This new objective aims to classify

each masked region to its “pseudo” object label, which is the (sub-word) token in our word

vocabulary that associates with the original object label. Compared to the MRM objective

from previous work [74, 77, 78], MRTM leverages additional semantic association between

object labels and captions to capture semantic alignment between vision and language.

More formally, given an image region vi ∈ v, we set its probability for being masked out as

15% (as in [73]). For each masked region, the region feature vector is either replaced by a

zero-initialized vector vm (90% probability) or remains the same (10%). Then we predict

the associated “pseudo” object label clivm on the masked region based on the observation of

surrounding image regions v\m and the paired caption wli in language li, by minimizing
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the negative log-likelihood:

LMRTM(θ) = −E(wli ,v)∼D logPθ(c
li
vm |w

li , v\m) (3.9)

To facilitate learning of a joint embedding space between vision and language, we warm

up the image encoder to make sure the output visual embedding shares the same em-

bedding space as word embeddings. Specifically, each image region is projected to an

image region feature vi ∈ Rp through the image encoder, with the same dimension as the

word embedding vector. We then extract the word embedding vectors from XLM-R that

correspond to the k object categories c = {c1, c2, . . . , ck} defined by the object detector.

We compute the cosine similarity between the projected image feature vi with the k word

embedding vectors followed by a softmax function, resulting in a normalized distribution

hθI (vi) ∈ Rk that indicates the prediction on what semantics are mapped in the region.

We then maximize the similarity between this predicted distribution and the “GT” object

probability distribution from the object detector output g(vi) ∈ RK , by minimizing their

KL divergence:

LEA(θI) = DKL(g(vi)||hθI (vi)), (3.10)

where θI is the learnable parameters of the image Encoder.

Visual Translation Language Modeling (VTLM) All the objectives mentioned so

far operate on image and monolingual input, without considering cross-lingual objectives.

The correspondence between languages is vital for cross-lingual generalization (i.e, the

zero-shot setting in our experiments), clearly observed from existing work on language

understanding [100]. Our proposed methods so far unexceptionally learn cross-lingual

correspondence indirectly through the image focal point, which might not be sufficient.

We hence propose visual translation language modeling (VTLM), which directly and

jointly learns the alignment between visual context and text in different languages.

In VTLM, given an image v and a pair of captions (wli , wlj) in two different lan-

guages, the goal is to predict masked caption tokens from both languages. One of the

two languages is always English, as English captions in our pre-training data are directly

from [99], while captions in other languages are translated by MT, therefore less reliable.

Under this bilingual framework, model input size only grows linearly with more languages.
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Besides, as our model is initialized with the weights of a powerful pre-trained multilin-

gual model, it has already learned a good alignment between different linguistic words to

some extent. Applying random masking strategy in VTLM is sub-optimal, as the model

can make a correct prediction by simply translating words from one language to another,

without taking into account the visual information from image. To encourage the model

to fully consider visual context, we introduce a strategy called co-masking, where we si-

multaneously mask out tokens with similar semantic meanings from paired captions to

prevent easy translations.

There are a few steps in co-masking. First, we apply Fast Align [103] to learn the

word alignment between two different languages (li, lj) from the noisy parallel corpus that

was created using machine translation. Then, during the pre-training stage, we follow the

same strategy as in MLM to randomly mask a token wli
m from the caption of one language.

For the paired caption in the other language lj, we mask the aligned word tokens wlj
k that

are predicted from Fast Align. [103] The final objective is again to predict masked tokens

from both languages by minimizing the negative log-likelihood:

LV TLM(θ) = −E(wli ,wlj ,v)∼D logPθ(w
li
m, w

lj
k |w

li
\m, w

lj
\k, v) (3.11)

3.2.4 Result

We first compare UC2 to various SOTA with or without pre-training on the two down-

stream tasks. Then, We conduct ablation experiments to study the effectiveness of MRTM

and VTLM, as well as the impact of the number of languages used for pre-training. Fi-

nally, we visualize the alignments between visual context and cross-lingual text context

learned by our pre-trained UC2 model.

Evaluation on Multilingual Retrieval

We compare UC2 with state-of-the-art methods on image retrieval and text retrieval in

two different settings:

• Cross-lingual Zero-Shot Transfer: Assume we only have training data in English

for downstream task, we evaluate the ability of pre-trained UC2 in transferring

learned knowledge from English to other languages.
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Flickr30K MSCOCO

Method EN DE FR CS EN ZH JA Meta-Ave

SOTA without pre-training

EmbN[104] 72.0 60.3 54.8 46.3 76.8 73.2 73.5 65.3

PAR.EmbN [105] 69.0 62.6 60.6 54.1 78.3 76.0 74.8 67.9

S-LIWE [85] 76.3 72.1 63.4 59.4 80.9 73.6 70.0 70.8

MULE [86] 70.3 64.1 62.3 57.7 79.0 75.9 75.6 69.3

SMALR [87] 74.5 69.8 65.9 64.8 81.5 77.5 76.7 73.0

Cross-Lingual Zero-Shot Transfer

M3P[106] 86 48.8 39.4 38.8 87.4 55.8 54.4 58.7

UC2 87.2 74.9 74 67.9 88.1 82 71.7 78.0

Translate-Test

UNITERCC[78] 87.7 81.2 81.9 80.2 88.4 87.3 82.2 84.1

All-Language

M3P[106] 86.7 82.0 73.5 70.2 88.0 81.8 86.8 81.3

UC2 88.2 84.5 83.9 81.2 88.1 89.8 87.5 86.2

Table 3.3: Evaluation results on image-text retrieval over Flickr30K and MSCOCO
datasets across different languages. We highlight the MSCOCO results for MULE and
SMALR in blue as they are using different dev/test splits of MSCOCO compared to other
models.

• All-Language: We finetune the pre-trained model on merged training data of all

languages.

Besides reporting AR on each language, we also compute the Meta-Ave (average of AR

across all languages over two datasets) to reflect the overall performance in this task.

Given that we have access to pre-trained machine translation models, we also introduce a

strong translate-test baseline UNITERCC based on [78], which is pre-trained on Concep-

tual Conception English data and finetuned on English training data in the downstream

tasks. By translating the test data from other languages to English, UNITERCC can be

directly applied for text/image retrieval. Results are summarized in Table 3.3.

Our model on the all-language setting achieves a significant improvement over all task-
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specific methods without pre-training, showing the effectiveness of cross-lingual cross-

modal pre-training in learning universal representation across vision and different lan-

guages. Our model also demonstrates a superior transferability. When finetuned on

English dataset only, we observe an absolute gain of 19.3% on Meta-Ave across differ-

ent languages over M3P via better transition of the learned knowledge from English to

other languages. Compared to the best non-pretrained models trained on data in each

language, our cross-lingual model under the zero-shot setting is still 5% better. We sus-

pect the improvement comes from the in-domain pre-training objective: we use image

as the grounding media in ITM to learn cross-modal mapping from one language to an-

other. With strong transfer capability, our model could potentially generalize the learned

knowledge from a high-resource language to downstream tasks in low-resource languages.

When we finetune UC2 model on all-language data, our model still demonstrates a con-

sistent advantage over M3P on all languages, with 5% improvement on Meta-Ave. Our

model has a noticeable advantage over M3P in French, Cezch, and Chinese with much

less finetuning data than the other three languages. This again proves that tasks in lower-

resource languages can be significantly improved with our pre-trained model. Our best

model is also better than the strong translate-test baseline UNITERCC on all languages

except English in MSCOCO. The slightly worse performance on COCO English is po-

tentially due to lack of pre-training in English data, given that our pre-training time is

evenly splitted to multiple languages. However, this does not overshadow the fact that we

achieve overall better performance across all languages. Thanks to the cross-lingual pre-

training and finetuning, our model can leverage the complementary information captured

in different languages to improve the performance on each language.

Evaluation on Multilingual VQA

For multilingual VQA, our pre-trained model is finetuned and evaluated on the target lan-

guage for each dataset. Unlike image-text retrieval where the same output layer is shared

across different languages, multilingual VQA has different classes of answers for each lan-

guage, which makes joint training across different languages impossible. We compare our

model with state-of-the-art methods without pre-training as well as V+L pre-training
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VQA v2.0 VG VQA JA

method Test-Dev Acc Acc BLEU

MCAN [107] 70.63 - -

PCATT [108] - 19.2 -

Vil-BERT [74] 70.55 - -

VL-BERT [76] 71.16 - -

UNITERCC [78] 71.22 22.7 11.8

UC2 71.48 34.2 26.8

Table 3.4: Evaluation results on multilingual VQA task over VQA v2.0 and VG VQA
Japanese datasets. We highlight the results for PCATT in blue as they are using different
dev/test splits.

methods that use the same pre-training corpus. When evaluating the translate-test base-

line UNITERCC on VG VQA Japanese dataset, we first finetune it on VQA v2.0 [109]

with english answer candidates translated from VQA VG Japanese to ensure the same

reference is used during evaluation as in UC2. We then use machine translation model to

translate the test dataset of VG VQA Japanese to English, and evaluate the finetuned

translate-test model using classification accuracy and BLEU. Results are summarized in

Table 3.4.

On VQA v2.0, our model achieves significant improvement over SOTA task-specific

method, and also outperforms existing monolingual models pre-trained on Conceptual

Conception [74, 76, 78] by an obvious margin. On VG VQA Japanese, we finetune our

model with a different data split from the original baseline method PCATT proposed in

VG VQA Japanese, where we have much less training data than their split (ours: 61K

images vs. PCATT: 91K images). Even under this disadvantage in an unfair compari-

son, our pre-trained model still achieves more than 10% improvement on both accuracy

and BLEU over baselines. Although achieving better performance compared to the task-

specific method, the translate test baseline (UNITERCC) performs much worse than UC2

on the translated VQA VG Japanese dataset. Despite strong performance on the VQA

English dataset, the noisiness from the machine translated language would lead to un-

55



Flickr30K MSCOCO VQA v2.0 VG VQA JA

Objectives EN DE FR CS EN ZH JA Meta Acc Acc BLEU

UC2 (full model) 88.2 84.5 83.9 81.2 88.1 89.8 87.5 86.2 71.48 34.2 26.8

-VTLM 87.5 83.6 82.4 79.6 87.7 89.2 87.2 85.3 71.45 34.1 26.7

-VTLM-MRTM 86.8 82.9 81.3 79.3 87.5 88.9 86.7 84.8 69.94 33.4 26.4

Table 3.5: Ablation study on pre-training objectives.

Flickr30K MSCOCO

Topology EN DE FR CS EN ZH JA Meta-Ave

UC2 (Image pivoting) 87.5 83.6 82.4 79.6 87.7 89.2 87.2 85.3

UC2 (English pivoting) 86.2 81.9 80.7 77.4 88.1 88.5 87.3 84.2

Table 3.6: Comparison between the pre-training topology of pivoting on image against
pivoting on English.

avoidable degradation especially for tasks like VQA that requires fine-grained level under-

standing and interpretation on multi-modal context. Hence, building unified cross-lingual

cross-modal pre-training model like UC2 is a better solution to directly work on tasks in

target languages than a translate-test method.

Ablation Study

Effect of Training Objectives To validate the effectiveness of the proposed pre-

training objective MRTM and VTLM, we conduct ablation study to verify their con-

tributions to the model performance. We gradually remove the two proposed training

objectives and evaluate these ablated models on our two downstream tasks. When fine-

tuning the pre-trained model on the image-text retrieval task, we follow the best exper-

imental setting to train the model on all language data. On VQA task, the model is

directly finetuned on the target language data.

From Table 3.5, we observe that MRTM has led to significant performance boost on

multilingual VQA tasks over the two languages while gaining some incremental improve-

ment on image-text retrieval tasks. VQA requires more fine-grained understanding about

connections between language and visual context, therefore benefits more from the cross-

modal local alignment captured by MRTM. After adding VTLM, we can further improve
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image-to-text retrieval tasks by 1% via leveraging cross-modal cross-lingual parallel corpus

to learn more substantial joint alignment.

Effect of Pivoting on Image To validate the effectiveness of image pivoting, we

conduct a controlled experiment where the model variant only pivots on English. In

this setting, we train UC2 with all the pre-training objectives on English Conceptual

Caption data, except for VTLM which involves image as one of the pivoting points. To

capture the alignment between English and other languages, we train UC2 on pairs of

captions in two different languages with one language fixed as English. The training

objective is translated language modeling adopted from XLM [110]. From Table 3.6, we

can see that UC2 pre-trained by pivoting on image achieves overall better performance

in multilingual image-text retrieval task. The advantage is particularly sound when the

target language has limited training data. This indicates that the cross-lingual cross-

modal representation learned by pivoting on images imbues stronger cross-modal mapping

transfer across different languages.

Figure 3.5: Visualization of Text-to-Image Attention on aligned words across English,
German and Czech (Flickr30K).

Visualization To visualize the cross-lingual cross-modal alignment learned by UC2, we

provide examples of text-to-image attention from salient words in multilingual captions

to the shared image context. As shown in figure 3.5, words from different languages

that share the same semantic meaning can attend to similar corresponding regions in the
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image. This shows that while our model can effectively capture cross-modal alignments

between regions and words, it also connects different languages by grounding them to

similar image regions.

Pre-training tasks ITR Meta-Ave VQA EN VQA JA

ITM+MLM+MRC 85.1 70.60 33.4

ITM+MLM+MRTM 85.3 71.45 34.1

Table 3.7: Direct ablation on comparison between the proposed MRTM and the MRC.
The presentation of the result is simplified to only include the Meta-Average for the
mutilingual image-text retrieval over both Multi30K and MSCOCO, the accuracy on
VQA v2.0 test-dev split (referred as VQA EN), and the accuracy on VQA VG Japanese
(referred as VQA JA).

Figure 3.6: Comparison of image-text retrieval performance when pre-trained with differ-
ent groups of languages (average R@K on Flickr30K English and German).

MRTM vs MRC For this ablation, we pre-train UC2 with ITM, MLM and MRC

and compare the results to the pre-trained UC2 optimized with ITM, MLM and MRTM.

The results is summarized in Table. 3.7. As shown in table 3.7, compare the pretrained

UC2 that employs the traditional task MRC and the one that employs our proposed

MRTM, we can see that the performance on the image-text retrieval task are similar, but

MRTM leads to marginal improvement on the multilingual VQA tasks. This observation

is consistent with our hypothesis that the proposed MRTM augments the local alignment

between image regions and the words in different languages which benefits downstream

tasks that rely on region-level recognition and reasoning.
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Effect of Pre-training languages As we use machine translation models to expand

the pre-training corpus, theoretically, we can have as many languages as needed. We

conduct further experiments to verify the impact of number of languages included in

pre-training data. We create three variants of pre-training corpus, where the number of

languages are 2, 3, and 6, respectively.2 Every corpus contains English and German. We

add Chinese to construct the corpus with 3 languages, and the corpus with 6 languages

contains all the languages used to pre-train our full model. The pre-trained models are

evaluated on image-text retrieval task in English and German, by finetuning on target

language.

Figure 3.6 shows that when the number of pre-training languages increases, the per-

formance on image-text retrieval on different languages (English and German) slightly

improves. This result demonstrates that cross-lingual cross-modal pre-training can effec-

tively leverage different languages to learn stronger vision-to-monolingual-sentence align-

ment. Meanwhile, as we maintain the same pre-training epochs for all three experiments,

we also observe that the benefit of multilingual V+L pre-training is compensating for the

reduced training time allocated to each language. Although more comprehensive analysis

in future study can help us better understand the trade-off between language capacity

and performance on downstream tasks, our observation to some extent still suggests that

our model is scalable to pre-training on a large corpus with many languages within a

reasonable time frame.

Effect of Pivoting Language in VTLM We also conducted a controlled experiment

to learn the effect of different pivoting languages in VTLM for the multi-lingual multi-

modal pre-training. In this controlled experiment, we pre-train UC2 with all the objectives

but change the pivoting language in VTLM from English to Chinese. When we evaluate

the pre-trained model on the multilingual image-text retrieval task, the meta-ave score

for the pre-trained model with VTLM pivoted on Chinese is dropped from 86.2 to 85.5.

This to some extent suggest that English is a more optimal pivoting language to learn the

cross-lingual cross-modal shared representation space. Another potential reason for the
2For fair comparison, we constraint the training time to be the same with different pre-training corpus.
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limited performance is due to the noiseness in the pre-trained Chinese captions gained via

automatic machine translation. To gain more solid conclusion to determine the optimal

pivoting language, more comprehensive experiments need to be conducted in the future

work.

3.3 Unsupervised Cross-modal Representation Learn-
ing

3.3.1 Introduction

Vision-and-Language pre-trained (VLP) models [111, 112, 113, 75, 114, 115, 116, 117,

118, 119, 120, 121, 122] that learn the joint cross-modal representation have revolution-

ized the research on various vision-and-language tasks in recent years. However, the

success of VLP models relies on the availability of a large-scale aligned image-text cor-

pora. The widely used crowd-sourced pre-training datasets such as MS COCO [123, 124]

and Visual Genome [125] require expensive human annotations which are hard to scale

up. Recently, the web crawled image-text datasets like Conceptual Captions 3M [126] and

CC12M [127], and SBU Captions [128], have dramatically reduced the need for massive

human annotation but still require heavy post-cleaning procedures to get aligned image-

text pairs. In comparison, the language corpora and image collection are readily available

from the web. The convenience of getting a large-scale single-modality data has benefited

the self-supervised learning of vision [129, 130, 131] and language [132, 133] domains re-

spectively. This raises a question: Can we take advantage of easily-accessible large-scale

single-modality data to perform unsupervised V+L pre-training without parallel text and

images (UVLP)?

We define UVLP as follows: given the crawled image collection I = {i1, . . . , inI} and

text corpus T = {t1, t2, . . . , tnT }, we aim to pre-train a multi-modal model from such data.

U-VisualBERT[134] is the first UVLP work, where the authors have trained their model on

un-aligned text and image data in a round-robin fashion and simply use object tags as an

anchor point to bridge the gap between the two modalities. Their research demonstrates

that a shared multi-modal embedding can be learned by just presenting a single modality
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Figure 3.7: Meta average scores of VQA, NLVR2, VE, and RefCOCO+ fine-tuned from
different pre-trained models. All pre-training are conducted on Conceptual Captions (CC)
with different ratio of parallel data, i.e., a fixed amount of data is originally aligned while
the rest is randomly shuffled. 0% refers to the case of unsupervised V+L pre-training.
We also plot the performance of our proposed approach against U-VisualBERT[134].
Breakdown of the accuracy of each task is listed in the supplementary file.

at a time. This however introduces an input discrepancy between pre-training and fine-

tuning stages as each downstream V+L task requires both modalities (image, text) as

the input. In this work, we investigate (i) whether presenting a joint image-text data

from non-parallel data would improve the learned joint embedding space. Furthermore,

(ii) if joint image-text data is fed into the model, how does its latent alignment affect the

cross-modal representation learning?

To explore these two questions, we simply use the images and captions from Conceptual

Captions (CC) dataset [126] as independently collected uni-modal corpus and perform the

following analysis. First, we compare the pre-trained model’s performance between the

two data input strategies: one is presenting one image or text at a time (round-robin)

and the other is presenting a concatenation of a pair of randomly sampled image and text
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(0% alignment ratio). Second, we prepare five sets of image-text pairs from Conceptual

Captions with different levels of pairwise alignment by controlling the ratio of original

aligned image-text data from 20% to 100% (while the remaining is randomly sampled from

each modality). A single-stream transformer is used for all experiments with the standard

pre-training objectives: masked language modeling (MLM) on language input and masked

region modeling (MRM) on vision input. After pre-training, we adapt the model to a series

of four downstream V+L tasks, including VQA [135], NLVR2 [136], Visual Entailment

(VE) [137], and RefCOCO+ [138]. The performance is measured as the meta average

of all tasks after fine-tuning. The results are summarized in Fig. 3.7. From Fig. 3.7,

it is clear that joint MLM+MRM learning outperforms round-robin MLM/MRM. Such

gains show that joint image-and-text input is necessary for UVLP even when the

input is un-aligned. We also observe a strong positive correlation between the alignment of

image-text pairs and the meta average of the fine-tuned downstream tasks of the resulting

model. This conveys a seemingly intuitive but quite important message that the more

aligned the image-text data is the better the pre-trained model performs.

Inspired by these analyses, we propose Unsupervised Vision-and-Language Pre-training

via Retrieval-based Multi-Granular Alignment (µ-VLA), which uses our novel unsuper-

vised V+L pre-training curriculum for non-parallel data. We first construct a weakly-

aligned image-text dataset via retrieval. Given an image, we take its detected object

tags as the reference sentence and retrieve the closest sentences from the text corpus via

sentence BERT embedding [139] similarity. Though the constructed pairs are noisy, the

mere weak alignment of concepts is key to learning the latent alignment. We propose

to let the model gradually learn a multi-granular alignment, i.e., region-to-object tag

level, region-to-noun phrase level, and image-to-sentence level to more effectively bridge

the gap between the two modalities. We show how each granularity learned from the

weakly-aligned pairs contributes to the final pre-trained model’s performance. Experi-

ments show our approach achieves the state-of-art performance (in Fig. 3.7), with a clear

gain over [134] on the 4 downstream tasks.

Towards practical applications, we also validate the effectiveness of our approach un-
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der a more realistic setting, where the images are from CC and the captions are from

BookCorpus (BC) [140]. Similar performance gains are achieved in this harder setting,

showing the robustness of our approach.

To summarize, our contributions are three-fold: (i) We analyze what leads to a good

unsupervised V+L pre-training and found two key factors: joint image-and-text input, and

overall alignment between image-text pairs. (ii) Accordingly, we propose a novel retrieval-

based pre-training curriculum, which applies multi-granular alignment pre-training tasks

between weakly aligned image-text pairs to bridge the gap between the two modalities.

(iii) We provide comprehensive experiments and analyses showing the robustness of our

approach when compared to SOTA supervised and unsupervised V+L pre-training meth-

ods.

3.3.2 Related Work

Vision-and-Language Pre-training Inspired by the success of natural language pro-

cessing [132, 141], there is a recent surge of interest in pre-training for vision and language.

For example, there are different architectures (e.gtwo-stream models [113, 75, 111, 114,

121, 142] vs. single-stream models [143, 115, 116, 112, 120]), features (e.gregions [144]

grids [118]), backbones (e.gConvNets [118] Transformers [117]). All these works aim to

exploit the large-scale aligned image-text corpora [123, 125, 126, 128, 142] to pre-train a

powerful multi-modal model, which is then adapted to various downstream V+L tasks,

such as VQA [135], NLVR2 [136], Visual Entailment (VE) [137], Referring Expression

Comprehension [138], and Image-Text Retrieval.

Various pre-training tasks have been introduced to achieve this, including the most no-

table Masked Language Modeling (MLM), Masked Region Modeling (MRM), and Image-

Text Matching (ITM). Several other variants have also been explored, such as predicting

the object tags [145, 146], sequence generation [147, 119], word-region alignment [112].

In this paper, we propose learning a multi-granular alignment between word and region,

phrase and region, and image and sentence to better bridge the gap between vision and

language.
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Unsupervised Vision-and-Language Pre-training without Parallel Data In-

spired by the works on multi-lingual contextual language modeling [148, 149, 150, 151],

U-VisualBERT [134] first propose the unsupervised vision-and-language pre-training with-

out parallel data (UVLP). U-VisualBERT [134] conducts the masked prediction on the

text-only and image-only corpora and introduce the object tags as anchor points to bridge

the two modalities. The authors treat the tags as a sentence when performing MLM, where

tags provide alignment with the regions in a picture and implicitly learn a tag-region-level

alignment. However, the anchor tags are still quite different from the text input, missing

the sentence completeness and naturalness. Besides, the latent cross-modal alignment is

shown to be important in our analysis (from Fig. 3.7). As comparison, our pre-training

involves a retrieval-based weakly aligned V+L data construction and learns a more com-

prehensive multi-granular cross-modal alignment. With same data as U-VisualBERT,

our approach achieves a clear and consistent gain across all the downstream tasks in our

experiments.

3.3.3 Model

In this section, we introduce the two core components of our µ-VLA’s architecture for un-

supervised V+L pre-training without parallel data: (1) construct a weakly aligned image-

text corpus from independent vision and language data sources; (2) our novel pre-training

curriculum to enable the model to capture the cross-modal alignment on three granularity

including region-to-tag level alignment (RT), region-to-noun phrase level alignment (RN),

and image-to-sentence level alignment (IS).

Model Overview

We use the well-known single-stream model architecture for our experiments as [143, 115,

116, 112, 120]. As shown in Fig. 3.8, our main backbone is a single transformer, where we

feed the concatenation of visual embeddings of an image and the tokens of a caption as its

input. Given an image i, we first use an off-the-shelf Faster R-CNN (VinVL [152]) to detect

the objects v = {v1, ..., vkv}. The visual embedding of each region is then encoded as the
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Figure 3.8: Overview of our method. On the left we form three types of image-text pairs
as input data to learn cross-modal alignment on three different granularities: region-tag
alignment, region-phrase alignment, and image-text alignment. The models is iteratively
pre-trained on each granularity and the model parameters are shared. On the right-hand
side, we demonstrate the details of the pre-training objectives for each granularity.

sum of its regional feature, its location embedding3, and the modality embedding. For a

given caption t, we denote its tokenized sequence as t = {t1, ..., tkt}. After multiple layers

of self-attention, the two modalities are fused together and the output hidden vectors can

be used for various pre-training tasks.

Weakly-aligned Image-Text Corpus

As in the analysis of Sec 3.3.1, we observe a strong correlation between the degree of

image-text alignment in the training data and the performance of the pre-trained model.

Inspired by this finding, we believe it important to initialize some weak semantic alignment

between the two modalities as the input source. Specifically, we retrieve k sentences that

are semantically closed to a given Ii. Previous work [153] shows the visually grounded

caption covers a good ratio of words that are naturally related to specific visual contents,

3The 5-dimensional vector [x1

W ,y1

H ,x2

W ,y2

H , (y2−y1)(x2−x1)
W.H ] is projected to the visual embedding space.

(x1, y1), (x2, y2) are the coordinates of the top left and bottom right point of the detected region, and
W,H are the image width and height.
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e.gconcrete nouns. Thus, we utilize the semantic association between the objects that

appear in the image and a candidate sentence as the indicator to measure the alignment

degree.

Specifically, we take the object tags o = {o1, ..., oko} from the above detected v and

feed the sequence into an off-the-shelf sentence BERT embedding model [139] to obtain

the query embedding eo. Similarly, we feed each candidate sentence into the same model

getting the candidate embedding et. We retrieve the top K candidates with the highest

cosine similarity score to form an initial weakly-aligned image-text pairs for a given image

i. We denote the retrieved captions as {tr(i)}Kr=1 and the overall weakly aligned corpus

as R.

Pre-training Tasks

In this subsection, we introduce a set of pre-training objectives that we designed to facil-

itate the model to capture the different levels of vision and language alignment. Fig. 3.8

shows the overview of our model and its pre-training tasks.

Region-Tag Alignment Learning We first propose to align the object tags onto the

image regions. As shown in Fig. 3.8(a), We concatenate the object tags detected from each

image with its source image to form an input pair [o,v] fed into the model. We denote

the mask indices as m ∈ NM 4. We randomly mask out the object tags and regions, and

apply masked language modeling (MLM) and masked region modeling (MRM) for the

pre-training.

Specifically, MLM on the object tags is formulated as

LR-T
MLM = −E(o,v)∼I logP (om|o\m,v),

where the goal is to predict the masked object tags based on the observation of their

surrounding tags o\m and image regions v. On the vision side, MRM includes both masked

region classification loss (MRC) and masked region feature regression loss (MRFR):

LR-T
MRM = E(o,v)∼I[fMRC(vm|v\m,o) + fMRFR(vm|v\m,o)].

4N is the natural numbers, M is the vocabulary size, and m is the set of masked indices.
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Between the two, MRC learns to predict the object semantic class for each masked region

c(vm). We feed the last hidden output of the masked region vm into a FC layer and

softmax function to predict the classification probabilities gθ(vm). The objective is to

minimize the cross-entropy of fMRC(vm|v\m,o) = CE(c(vm), gθ(vm)). MRFR learns to

regress the transformer output of each masked region vm to its visual features. We apply

a FC layer to convert its hidden output to a vector hθ(vm) of the same dimension as the

input regional feature r(vm). We apply L2 regression: fMRFR(vm|v\m,o) = ||hθ(vm) −

r(vm)||22.

For region-tag alignment learning, we have our pretraining objective function as

LR-T = LR-T
MLM + LR-T

MRM

Region-Noun Phrase Alignment Learning Due to the small vocabulary size of ob-

ject tags, the region-tag alignment learning can only capture a limited amount of localized

concepts. To increase the diversity of concepts, we propose to align the noun phrases from

the retrieved sentences to the corresponding regions as well. As in Fig. 3.8(b), given an

image i and its retrieved weakly aligned caption tr(i), we first detect the noun phrases

from the caption using spacy [154]. Note the detected noun phrases sometimes contain the

attribute words, which further benefits this pre-training task. We link the noun phrase

to its closest visual region by computing the word2vec similarity between the phrase and

object tag (associated to each region). The pre-training still consists of MLM and MRM

but are performed with different masking strategy and supervision signal.

Specifically, for both MRM and MLM, we only mask the linked noun phrases from the

caption or the linked object regions. We make the masking probability proportional to

the linked similarity score. Each time we only mask out one modality (phrase or region)

to encourage it to be recovered by its linked content. The region-to-phrase MLM is then

formulated as LR-P
MLM = −E(v,tr)∼R logP (trm|tr\m,v).

On the vision side, we propose using the phrase-guided masked region-to-token clas-

sification (p-MRTC) on the masked regions:

LR-P
MRM = E(v,tr)∼Rfp-MRTC(vm|v\m, tr),
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where we directly classify the masked region to its linked noun phrase (sub-word tokens)

in BERT vocabulary. Enlarging the vocabulary has shown to be beneficial to MRM [155].

Our proposed p-MRTC leverages the additional noun-phrase to encourage more diverse

local region to language alignment.

For region-noun phrase alignment learning, we have our pretraining objective function

as

LR-P = LR-P
MLM + LR-P

MRM

Image-Sentence Alignment Learning We apply image-text matching (ITM) objec-

tive as the previous supervised V+L pre-training research [112, 115] to learn the cross-

modal sentence-level alignment. As in Fig. 3.8(c), given an input pair [v, tr], the final

hidden vector of the special token [CLS] is fed through a FC layer to output a single score

sθ(v, t
r), which predicts if the given image-text input is a semantically matched pair or not.

We use the label y ∈ {0, 1} to indicate if a retrieved pair is a match. The training objective

for the ITM task is to minimize the binary cross-entropy loss: LITM = CE(y, sθ(v, tr)).

On the language side, we also apply standard MLM to help the model learn to align other

language tokens besides noun phrases and object tags to the visual context. The objective

function is then formulated as LI-S
MLM = −E(v,tr)∼R logP (trm|tr\m,v). The image-sentence

level alignment pretraining objective function is

LI-S = LI-S
MLM + LITM

Multi-Granular Pre-training Curriculum We propose a multi-granular curriculum

to iteratively pre-train the model on the region-to-tag, region-to-noun phrase, and image-

to-sentence level. According to our findings in Sec. 3.3.1, learning from image-text pairs

with higher degree of cross-modal alignment is beneficial to the performance of unsu-

pervised V+L pre-trained model. Therefore, we propose using an estimated image-text

alignment score to guide our multi-granular pre-training. Specifically, we have an ITM

header defined in Sec. 3.3.3 to learn the image-text alignment. We also use it to predict

matching score as a weight to modulate the input data for each of our retrieval-based

pre-training tasks. This allows us to provide more importance to relatively more aligned
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image-text pairs over time to help our model to learn better cross-modal alignment on

multiple granularities.

To train the alignment model’s ITM classifier, we use our retrieved corpus R as positive

samples and randomly shuffled pairs as negative samples in the first m epochs. This

warms up the models to make reasonable estimations on the alignment of image-text

input pairs. After m epochs, we start to incorporate the alignment prediction score wITM

in our training objective. To summarize, our multi-granular pre-training loss is

L =

L
R-T + LR-P + LI-S if epoch < m

LR-T + wITM(LR-P + LI-S) if epoch ≥ m,

where LR-T, LR-P, and LI-S are the loss functions for region-tag alignment pre-training,

region-noun phrase alignment pre-training, and image-sentense alignment pre-training.

We set m as 1 in our final implementation.

Model
VQA2 NLVR2 VE RefCOCO+

Meta-Ave
Test-Dev Test-P Test Dev TestA TestB

ViLBERT[113] 70.6 - - 72.3 78.5 62.6 -

VL-BERT[116] 71.2 - - 71.6 77.7 61.0 -

UNITERCC[112] 71.2 - - 72.5 79.4 63.7 -

VisualBERT [143, 134] 70.9 73.9 - 73.7 79.5 64.5 -

Aligned VLP 72.5 75.9 78.7 82.1 86.6 75.0 77.3

Base 70.1 51.2 73.2 69.4 74.8 60.3 65.9

U-VisualBERT[134] 71.8 53.2 76.8 78.2 83.6 69.9 70.0

µ-VLACC 72.1 73.4 77.3 80.3 85.5 73.7 75.8

µ-VLABC 71.2 67.1 77.1 79.7 85.0 72.7 73.8

Table 3.8: Evaluation results on four V+L downstream tasks. Our model trained with un-
aligned data (µ-VLACC, µ-VLABC) achieves comparable performance with the supervised
model trained with aligned data (Aligned VLP). µ-VLACC and µ-VLABC also outperform
U-VisualBERT on nearly all tasks.
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V+L Alignment
VQA NLVR2 VE RefCOCO+

Meta-Ave
Test-Dev Test-P Test Dev TestA TestB

µ-VLACC (R-T) 71.7 52.0 75.6 78.7 83.3 70.0 69.5

µ-VLACC (R-N) 71.4 69.4 76.5 77.4 81.5 68.7 73.7

µ-VLACC (I-S) 71.6 71.5 76.8 75.7 80.3 67.9 73.9

µ-VLACC (R-T + R-N) 71.9 72.4 76.4 79.3 84.5 71.7 75.0

µ-VLACC (R-T + R-N + I-S) 72.1 73.4 77.3 80.3 85.0 73.7 75.8

Table 3.9: Effect of cross-modal alignment on the three types of granularities: region-tag
alignment(R-T), region-noun phrase alignment(R-N), and image-sentence alignment(I-S)

3.3.4 Experiment

In this section, we provide the detailed experimental set up to evaluate our proposed

µ-VLA against previous supervised and unsupervised VLP models. More specifically, we

introduce our pre-training dataset, baselines, and our pre-training setting.

Pre-training Datasets

We prepare the un-aligned data under two different settings: (1) We use images and text

separately from Conceptual Captions (CC) [126] ignoring the alignment information; (2)

We use images from Conceptual Captions (CC) [126] and text from BookCorpus (BC)

[140]. Setting (1) sets up a fair comparison with previous supervised methods by keeping

the domain and the quality of training data consistent. Our proposed model trained in

this setting is called µ-VLACC . Setting (2) mimics a more realistic challenge where we

have large-scale images and text data from different domains, in particular the text sources

are not similar to captions of the images. µ-VLABC has been trained in this setting.

As introduced in section 3.3.3, for each image we retrieve 5 text data points (captions

from CC or sentences from BC) from the text corpus that are semantically similar to

the detected objects in the image. This creates weakly-aligned image-text pairs for our

pre-training models.

Baselines

We compare the performance of our proposed µ-VLA to the following baselines:
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Base Model VisualBERT that is initialized from BERT. It does not undergo any pre-

training but is directly fine-tuned on the downstream tasks.

Supervised Pre-trained Models Supervised pre-trained VLP models that are trained

only on CC, including VILBERT[113], VL-BERT[116], and UNITER[112]. We also report

the numbers on the Supervised VisualBERT implemented in U-VisualBERT[134] that is

trained on CC and an additional 2.5 Million text segments from BC. For fair comparison

with our proposed method, we also introduce the aligned vision-language pre-training

model (Aligned VLP) that is pre-trained on the 3M (image, caption) pairs from CC and

3M (image, object tag) pairs.

Unsupervised Pre-trained Models U-VisualBERT is pre-trained on individual image

or text corpus in a round-robin fashion and captures the cross-modal alignment by using

detected object tags as the anchor point. For fair comparison, we re-implemented this

method to pre-train with the VinVL object features[156] and BC.

Training Setup

Our transformer architecture consists of 12 layers of transformer blocks, where each block

has 768 hidden units and 12 self-attention heads. We initialize the model from BERTbase

and pre-train for 20 epochs on their respective pre-training datasets with a batch size

of 480. The region features for images are obtained from the pre-trained VinVL object

detectors [156]. We use Adam optimizer [157] with a linear warm-up for the first 10% of

training steps, and set the peak learning rate as 6e-5. After warm up, a linear-decayed

learning-rate scheduler gradually drops the learning rate for the rest of training steps. All

models were trained on 4 NVIDIA A100 GPUs, with 40GB of memory per GPU using

MMF[158]. The pre-training takes 3 days. We evaluate our pre-trained models on four

downstream tasks: Visual Question Answering (VQA 2.0)[144], Natural Language for Vi-

sual reasoning[136] (NLVR2), Visual Entailment[137] (VE), and Referring Expression[138]

(RefCOCO+). Detailed training settings for each task can be found in our supplementary

material.

71



Experimental Results

We first compare µ-VLA to various supervised models that are pre-trained on CC and to

the state-of-the-art unsupervised V+L pre-training method, U-VisualBERT on the four

downstream tasks. Besides reporting scores for each individual task, we also compute

the meta-average score to reflect the overall performance across all tasks. The results are

summarized in Table 3.8.

It is clear from Table 3.8 that both µ-VLACC and µ-VLABC outperform the Base

model by a large margin on all benchmarks. It also achieves better performance than

existing supervised models like VilBERT[113], which is potentially due to the usage of

better visual regional features of VinVL [152]. When compared to Aligned VLP, which is

trained with the same architecture and visual features, our model is only slightly worse.

This shows the effectiveness of our proposed pre-training curriculum which can learn

comparable universal representation across vision and language as the supervised models

without any parallel image-text corpus. Our µ-VLA also achieves consistently better

performance than the previous UVLP method: U-VisualBERT. This improvement shows

how our proposed cross-modal alignment pre-training curriculum effectively bridges the

gap across the two modalities. In particular, our model outperforms U-VisualBERT in

the task of NLVR2 by more than 20%. As NLVR2 is known to benefit more from image-

sentence cross-modal alignment from previous supervised V+L pre-training research [112],

this observation indicates that our model is able to capture the instance-level cross-modal

alignment without parallel data. When µ-VLA is trained on BC text and CC images

µ-VLABC , it still achieves comparable or better performance than U-VisualBERT except

for VQA. The slight advantage U-VisualBERT has over µ-VLABC in VQA is potentially

due the similar style between the VQA text and the pre-trained CC captions. However,

this does not overshadow the overall better performance of µ-VLA. It shows that our

proposed method is more robust than U-VisualBERT training on the uni-modal datasets

collected from separate domains, which makes it more useful in practical settings.

Ablation Study on Multi-Granular Alignment We conduct ablation study to ver-

ify the effectiveness of the three types of visual-language alignment for unsupervised V+L
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Figure 3.9: Meta average scores of non-parallel V+L pre-training with different number
of retrieved candidate sentences.

Caption: short haired woman is coughing .

Objects: wall couch sofa woman girl pant shirt arm leg hair sleeve face

Retrieved from Conceptual Caption:
1. portrait of beautiful young woman looking at the camera while sitting on the sofa in the living room
2. young woman sitting on a couch looking over her shoulder
3. close - up shot of a girl in headscarf sitting on the sofa and looking to the camera .

Caption: this living room has a lot of energy and excitement with the combination of bright orange and blue .

Objects: room wall pillow blanket table couch coffee table cushion vase toy picture

Retrieved from Book Corpus:
1. in front of the sofa was a rug that was a cyan blue and matched the throw pillows on the sofa and vases on the 

dinning table and entrance table.
2. there was a lovely patterned rug under the coffee table and little pillows on the couch.
3. there is also a small table at the end of the sofa.

Figure 3.10: Examples of retrieved text from both CC and BC. The covered grounded
noun phrases in retrieved sentences are highlighted in green bar for positive examples.

pre-training, namely region-tag alignment (R-T), region-noun Phrase alignment (R-N),

and image-sentence alignment (I-S). We first evaluate each individual type of alignment

to measure its usefulness for different downstream tasks. Then, we gradually add each

type of alignment into the UVLP. For this ablation study we pre-train µ-VLA on CC
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images and text, and the results are summarized in Table 3.9.

From Table 3.9, we can see that aligning local regions to object tags (R-T) and noun

phrases (R-N) are especially helpful for the task of RefCOCO+, which requires the model

to understand specific objects that natural expressions describe. Meanwhile, aligning the

image and sentence at instance-level (I-S) benefits NLVR2 and VE. Especially on NLVR2,

the model that captures the global vision and language alignment µ-VLACC (I-S) obtains

19.5% gain over the model that only learns the local alignments between regions and object

tags µ-VLACC (R-T). This observation is consistent with previous research [112], where

the performance of model on NLVR2 is boosted after introducing pre-training objectives

that capture the cross-modal alignment in the image-text pairs. Our results demonstrate

that even with just weakly-aligned sentences, we can still effectively learn the instance-

level cross-modal alignment. Combining the region-tag and region-noun phrase alignment

(R-T+R-N) for UVLP, we observe that these two types of grounding and matching com-

pensate each other. µ-VLACC (R-T+R-N) shows a marginal but consistent improvement

over models that only learn a single type of local region-to-language alignment (R-T, R-

N). After adding object-phrase level alignment we can further improve the performance

on NLVR2 and VE, which gives us our best performing model µ-VLACC (R-T + R-N +

I-S).

Ablation Study on Number of Retrieved Candidates We conduct experiments to

verify the impact the number of retrieved candidate text for each image has on the per-

formance. We create three variants of pre-training corpus, where the number of retrieved

candidate are 1, 5, and 10 based on the rank of the similarity of each candidate text to the

query image’s detected object tags. The candidate text is sampled from CC. We pre-train

our µ-VLA model with only the pre-training objectives to capture the sentence-image

alignment (I-S). For each variant of pre-training corpus, we train the model for the same

number of steps. We compute the meta average score for the three resulting pre-trained

models and visualize them in Fig. 3.9.

Fig. 3.9 shows that retrieving more than one candidate text for an image greatly

benefits the pre-trained model to learn a better joint representation between vision and
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language, demonstrated by stronger performance in the downstream tasks. We suspect

this is because the closeness between the candidate caption and the detected object tags in

language embedding space does not always mean a better alignment between the candidate

caption and the image. A better and more semantically similar caption candidate for the

image could be found in the other caption candidates. However, when we increase the

number of candidate captions to 10, we observe a slight drop on the overall performance

compared to the model that is pre-trained on corpus with 5 candidate captions. This

indicates that having too many candidate captions to form the weakly-aligned pairs with

the query image for V+L pre-training may also introduce unnecessary noise. Hence, we

set the number of retrieved captions in our experiments to 5.

(a) U-VisualBERT

(b) 𝞵-VLA

“woman” “seated” “beach”

Figure 3.11: Text-to-image attention given the aligned pair whose caption is “young
woman seated on the beach".
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Visualization To get a sense of the quality of the retrieved sentences, we show some

examples of retrieved text from both CC and BC in Fig. 3.10. The first row demonstrates

a positive case of retrieved captions from CC, where we observe a good coverage of the

objects in the image such as “young woman", “sofa", and “couch" in the top retrieved

sentences. Similarly, our retrieval method can also retrieve good candidates from BC

that describe many visual objects from the image as depicted in row 2. This observation

demonstrate the effectiveness of picking candidates based on their closeness to the object

list in the language embedding space.

We also compare the text-to-image attention between the pre-trained U-VisualBERT and

µ-VLA without task-specific fine-tuning as [112, 155]. As shown in Fig. 3.11, we feed into

the models an aligned pair whose caption is “young woman seated on the beach", we

visualize the local cross-modality alignment between regions and tokens. we found our

full model µ-VLA can better attend on the described regions, showing higher-quality

alignment is learned through the proposed pre-training.
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Chapter 4
Conclusion and Future Work

4.1 Summary
This dissertation has demonstrated our exploration on building multi-lingual grounded di-

alogue systems that can integrate vision, language and actions to collaborate with human

for real-world applications. Our work has mainly focused on improving the current dia-

logue systems from two aspects. First, we aim to situate dialogue systems in goal-oriented

tasks that involves vision and language, where they learn how to carru out meaningful

conversations and plan for actions to interact with vision context. It is a vital research

area that would lead to agents to collaborate with humans in complex real-world sce-

narios. Second, we care about building dialogue agents to serve people regardless of the

languages they speak. Our work focus on augmenting the knowledge transition across

languages via leveraging vision as the common ground. Another exploration is on how to

learn the alignment across modalities without parallel image-text corpus, which helps the

learning between vision and low-resource languages. We expect our research work in these

two directions would inspire further advanced work in multi-lingual multi-modal dialogue

systems. Thus, I share the findings on the strengths, limitations and implications of our

work below.
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4.1.1 Ground Vision and Action

Learning to interact with vision via dialogue consists two important steps: carrying out

a meaningful conversation and then acquiring knowledge from the conversation to take

actions to interact with vision context. A task-oriented visual dialogue system often re-

quires a joint learning of both steps. One contribution of our past research is that we

propose a novel training curriculum where we alternatively train a reinforcement learning

Policy for taking actions and apply supervised learning to improve dialogue generation.

It disentangled the learning on the interaction with vision and that on the language gen-

eration, which leads to both high task success and high-quality dialogue utterance. While

we specifically study this problem in an image guessing game, we believe our proposed

training curriculum is generic and can be applied to other RL-based sequence to sequence

visual dialogue system in task-oriented setting. However, the impact of RL on dialogue

generation is not fully explored as we only apply RL on the interaction with vision. In

reality the dialogue generated by the agent also matters on the success of the task, as it

will determine how much knowledge we can gain from the environment. However, the tra-

ditional way that directly apply RL to language generation utilizes goal-related reward to

guide the language generation on the word-level, which leads to degradation in language

quality as discussed in our work. We believe it is crucially important to propose a new

reward function that can both evaluate the task accomplishment as well as the language

quality. Meanwhile, a better alternative action space to apply RL is also essential.

Another contribution from our research work is that we introduces a novel task for vision

and language grounding research where we intend to build agent that can manipulate

images via having conversation with human users. We highlight the importance of this

new task as it could lead to many useful real-world application, such as understanding

the surroundings of a robot in a human inaccessible region through natural language

conversations or designing fashion products based on user’s language instructions. In

addition to image synthesis from iterative conversation, there is other potential of this

task. Our task also facilitates a good problem for multi-task learning on vision-to-language

generation, where one agent is required to simultaneously handle image caption generation
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and visual question answering. The interplay between the two agents with a common goal

also encourages the study of applying multi-agent reinforcement learning to optimize the

performance of each side.

4.1.2 Cross-Lingual Cross-modal Representation Learning

To build multi-lingual dialogue systems, we aim to jointly learn universal representation

across languages and modalities by grounding various languages to vision. Our first con-

tribution is augmenting the classic neural machine translation translation via connecting

the visual-semantic words in the source language to its visual context. By grounding the

visual-semantic words to vision, the correct sense of ambiguous words is identified, while

the alignment between concepts that often appear in the same visual context is identified.

(e.g baseball and bat). Taking it one step further, we leverage the powerful pre-training

techniques to learn task-acoustic cross-modal cross-lingual joint representation. By per-

forming weakly supervised learning on large-scale multilingual vision-text pairs, our model

demonstrates superior advantage over task-specific model on different downstream tasks.

Our model also demonstrates superior transition capability to transfer knowledge from

high-resource language to low-resource language, via the mutual grounded visual context.

While our model is still limited on the scale of languages that it can handle, we are

confident that performing weakly supervised or self supervised on easy-to-get large scale

corpus is the promising direction for multi-lingual multi-modal applications. However, our

current method does not fully explore the dynamics of visual concept. The visual repre-

sentation is often learned from pre-trained convolutional neural network, which limits the

understanding of the visual information. The lack of understanding of visual context will

inevitably introduce discrepancy to connect vision and language. Thus, reinforcing the

visual representation by employing different pre-trained models or online learning is our

critical future research direction. We also keep in mind that our models are still limited

in the language scales. To deal with all the thousand of languages in our world, we will

also focus on performing unsupervised multilingual language to vision grounding. Last

but not least, while self-supervised learning lead to great success of cross-modal represen-

tation learning, the vision and language pre-training requires a large amount of parallel
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image-text corpus which limits the scope of training dataset. We propose two core designs

to learn robust vision and language representation from unpaired image and text corpus:

(1) construct a retrieval-based weakly-aligned image-text corpus. (2) introduce multi-

granular pre-training objectives to enable the model to capture the cross-modal alignment

at different granularity levels. Our experiments show that our model can achieve similar

performance as the fully-aligned pre-trained models.

4.2 Future Directions
My long-term research goal is to build multi-lingual grounded dialogue system that per-

ceive and understand the world via input signals from all kinds of modalities(i.e. video,

text, audio) and communicate with people with different backgrounds. With this goal in

my mind, i have identified the following three direction that I want to pursue next.

4.2.1 Learning with Less Supervision

The amount of available annotated data limits the success of the majority of the current AI

techniques. As annotated data is hard to scale up to address various real-world challenges,

building an AI system that can learn efficiently with minimum supervision is crucial. I am

excited to explore this direction with two paradigms: (1) learning useful representation

from the signals contained in the raw data via self-supervised learning. (2) Learning

efficiently from a much small set of annotated data via meta-learning and prompt tuning.

4.2.2 Unifying Modalities for Multi-modal Agent

My previous work proposes a conversational agent that can interact with human users

in a multi-modal environment. However, a robust conversational agent should adapt

to both single-modal (only text) and multi-modal (vision + language) conversational

tasks. Visual and textual knowledge can often enhance and complement each other, so I

am excited to improve the agent’s performance on language-only conversations with its

unified knowledge from multi-modal data.
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4.2.3 Lifelong Interactive Learning

Humans explore and learn about the world via interacting through different channels such

as languages and vision. A conversational agent should also learn via interacting with real

users instead of just static corpus so that it can keep update its knowledge base to adapt

various users. Our chatbot that wins the 2018 Amazon Alexa Prize [159] is deployed on

all Alexa devices and millions of users interact with it daily in real-world settings to social

chat about any open topics. We construct the profile of the user in real-time based on

the conversation, which we utilize to select their potentially interested topics. We also

track their intent and feelings through the conversation via a set of built natural language

understanding tools, including sentiment analysis and dialogue act detection, which as-

sures users’ engagement during the whole chat. Another good part about interacting with

real users is that it can help the agent to improve over time. Our agent collects much

information from users, which helps to answer unknown factual questions and extend the

knowledge graph to cover more diverse topics. However, this dialogue system still requires

heavy manual effort to keep track of updated information from various users. I am excited

to continue explore this new paradigm with automatic information extraction approach

to build robust grounded conversational AI via interacting with real users.
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