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Numerical Model of Cilia-Driven Transport of Inhaled Particles in the Periciliary Layer of

the Human Tracheobronchial Tree

Abstract

The human respiratory system has evolved to maintain critical functions for survival despite

being vulnerable to threats in the environment that are inhaled as part of the necessary

gas exchange process. In the respiratory tract, ciliated cells line the tracheal-bronchial tree

where mucus producing cells create a barrier that captures inhaled particles. The ciliated

cells have hair like protrusions that beat in complex beat patterns in order to move the

mucus towards the throat where it is expectorated or swallowed. The system complexity

has made it difficult to properly measure particle clearance in-vivo. The subject of this

dissertation is to numerically study the interaction of inhaled particles with the ciliated

cell population. More specifically, the numerical modeling effort builds on work analyzing

mucosal layer clearance by addition of arbitrary shaped finite-sized particles in the mucosal

layer. In our work, we show that finite-sized particles compared to massless tracers have

non-trivial clearance paths, challenging and enriching previous modeling assumptions that

massless tracer particles are sufficient for measuring clearance.

We consider one specific simplified model, a single cilium infinitely repeating, and a

more representative model, a cilium patch, to understand the effect that biophysical airway

parameters have on particle-cilia interaction. We consider the effects that the configuration

parameters have on clearance and, in addition, how the dynamics of a finite-sized particle

differ from massless tracers. Second, we broaden our model to consider a patch of cilia that

represent a two-dimensional cross section of the upper airway. The effect of multiple cilia

structures are studied by varying arrangement and synchrony. Next, we quantify in detail the

effect that these parameters have on the transport of any arbitrary shaped particles. This

dissertation is concluded with a thorough analysis of the flow dynamics in the periciliary

layer by incorporating three distinct measures of mixing.
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Chapter 1

Introduction

1.1 Respiratory Inhalation and Dysfunction

The average human takes 12-20 breaths per minutes while at rest, inhaling the surrounding

air that contains the atmospheric oxygen needed for normal human function [1]. At these

basal conditions, we exchange about 0.5 liters of air per breath. The respiratory system,

central to our daily gas-exchange process, has an important role in assuring that the inhaled

air is warmed to body temperature, humidified to prevent alveolar desiccation, and cleared of

foreign airborne particulates. The physiological function of particle clearance is the primary

focus of this dissertation, and specifically we are interested in studying changes that can

come about from diseases or acute exposure to harmful airborne substances in the air.

Deposition of foreign airborne particulate matter in the human lung begins with some

particle or aerosol suspended in the surrounding air, followed by a dangerous journey (for

the particle). If the human breathes through the nose, the particle must make its way

through our first line of defense, the nasal cavity, and avoid both the curvature of the nasal

passages and hairs that begin the filtering. As it passes through the upper respiratory tract,

it must make a steep turn towards the trachea at the nasopharynx. The upper respiratory

tract has accomplished partial filtering of mostly large particles, leaving particles of sizes

approximately less that 10 µm in diameter. The successful particles now travel through

the tracheobronchial tree, beginning at the trachea and continuing through ∼16 bifurcating

generations. Most particles end up depositing at the conducting airway bifurcations through
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inertial impaction, and as the airflow comes to almost a halt, much smaller particles now

remain suspended in the inspired, and now acclimated, air. This long path ends when the

inspired air reaches such small velocities that the suspended particles now diffuse towards

the alveoli and the immune system begins the process to rid our bodies of the intruders.

Not all particles diffuse towards the alveoli, or deposit in our airways, but are respired out

(∼ 80% [2]), in the following breath, starting the process over once again.

These intruders, and our inherent inhalation of them, are of exceptional interest to re-

searchers in human health. The classification of these intruders is quite complex, but broadly

speaking, one definition from the U.S. Environmental Protection Agency [3] categorizes par-

ticles based on their aerodynamic diameter ranges: coarse particulate matter (PM10) sizes

between 2.5-10 µm and fine particulate matter (PM2.5) sizes less than 2.5 µm. Addition-

ally, there is new evidence to suggest another classification, ultra-fine particulate matter

(PM0.1), for particles with sizes less than 0.1 µm, which have been shown to also be inhaled

at elevated rates [4]. Sources of these particulates range from natural processes in the at-

mosphere to more human-linked sources. The largest estimated human source is from urban

activities that pollute the air from traffic, accounting for around 25% of particulate matter

[5]. Conversely, natural processes only account for 18% of particulate matter, implying that

between traffic and natural process, the rest of particulate matter is human-made. Conse-

quently, the inhalation of these harmful particulates leads to detrimental health conditions

[6]. Health conditions directly linked to particulate matter include increased exacerbation

of pulmonary diseases (including asthma, chronic obstructive pulmonary disease (COPD),

acute respiratory distress syndrome (ARDS), and others), cancer, and cardiovascular disease.

Additionally, children living in areas that have higher concentration of particulate matter in

the ambient air are reported to have a higher risk of respiratory disease.

Under normal conditions, the tracheal, bronchial and lung epithelia layers act as mechan-

ical barriers against inhaled toxic compounds and pathogens entering the lung. The World

Health Organization (WHO), the American Lung Association (ALA), and the European
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Union Statistical Office (Eurostat) all report incidence of respiratory disease. During the

Forum of International Respiratory Societies in 2013, chronic obstructive pulmonary disease

(COPD) was reported as the 4th leading cause of death worldwide [7]. The ALA reports

an estimated prevalence of 2.3 million adults with asthma and 1.2 million cases of COPD in

California alone [8]. These reports of high rates of disease, coupled with the ever increasing

pollutants from human made sources, necessitates the need for understanding the human

respiratory system. In this work, we aim to achieve a better understanding of the human

tracheo-bronchial tree at the mucosal layer scale.

1.2 The Mucociliary Escalator

Different flow regimes and their effect on the fate of inhaled particles have been thoroughly

studied. Such studies include experimental and simulated inhalation of dispersed particles

in the upper respiratory tract [9–11] and surrounding nasal cavity [12] as well as particle

transport in the lower respiratory regions [13]. It is generally agreed in the literature that

particle retention in the lung, and ultimately toxicity, depends on different time scales:

faster cilia clearance for particles that are deposited (∼40+ µm/s mucosal layer velocity),

and slower particle clearance by macrophages (mass and van de Waals force-driven particle

retention over ∼24 hrs.). This research is concerned with the study of the lower respiratory

tract at the mucosal layer and the effect its properties as well as key particle parameters have

on the mucociliary clearance rate. The sticky mucus layer above the epithelium traps inhaled

particles, pathogens, and toxins, transporting them quickly through the upper airways by

means of ciliary beating. Each ciliated epithelial cell carries approximately 200 cilia (7–10

µm in length), which move the extracellular mucus by constant synchronous beating. A

review of a considerable amount of literature on the structure and functional physiology of

the mucociliary escalator is summarized in Table 1.1.

The mucociliary layer complexity makes creating accurate models difficult, which are
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cilia parameter reported range References
length hc 7− 13 µm [14, 15]
diameter dc 0.1− 0.3 µm [14, 15]
spacing lc 0.25− 2.0 µm [16, 17]
per cell nc 150− 300 [16]
beat frequency f 10− 20 hz [14, 18–21]
mucosal layer
height hml 10− 250 µm [15, 17, 22]
periciliary viscosity µp 1.0× 10−3 Pa/s [18, 23]
periciliary height hp 7− 40 µm [18, 23]
periciliary density ρp 1 g/cm3 [18, 23]
clearance velocity Vml 40− 250 µm/s [21, 24]

Table 1.1: Reported values that are useful to consider for the problem definition. Literature
cited is not comprehensive, but illustrative of ranges in human upper airways [14–24].

increasingly challenging when considering the range of physiological changes due to diseases.

In the case of COPD, mucus production is elevated when compared to healthy individuals,

which has been shown to also have increased viscosity [25]. This hypersecretory phenotype

has been associated with inhalation of airborne particles, which damages cilia and decreases

transport. When considering the autosomal recessive disease cystic fibrosis, genetic disrup-

tion of the regulation of cell membrane ion flow, leads to dysfunction across several organs,

however, the lung suffers from abnormal mucus production leading to increased bacterial

infections and airway dilation [26]. The effects from breakdown of mucus clearance, coupled

with the disease prevalence reported by the ALA, WHO, and Eurostat, may lead to increased

mortality from the reduced performance of the mucociliary escalator. We cite only a few

examples here of diseases that effect the mucosal layer and subsequent clearance of foreign

particles to illustrate additionally motivation for modeling mucosal layer clearance.

1.3 Modeling Mucosal Clearance

Specific to the mucociliary escalator, experimental measurements of mucus production as a

function of diseased state, oscillating stretch conditions, and flow-mediated stress have been
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conducted [2, 27]. These studies have used human respiratory tract epithelial cells from

the nasal, bronchial, and alveolar regions. Computational fluid dynamics (CFD) models

that have robust capability to capture more physical flow phenomena have also paralleled

these studies. Using a combination of whole lung particle deposition models, mucosal layer

2-dimensional models, and mass transfer models the fate of inhaled toxins has begun to be

clarified. These models have been particularly complicated individually, and only recently

have the full-scale lung model and mass transfer model been incorporated. Previous studies

focusing on experimentally modeling particle clearance have used excised rat trachea sections

[28]. The trachea is then exposed to various types of particles that have different size,

morphology, and chemical compositions. The experimental results are then compared to

the computational results of a Newtonian fluid in 2-dimensional. The computational results

point to little to no particle sedimentation and therefore imply that different sized, density,

and shape particles are all cleared by the mucociliary escalator. However, experimental

studies have shown that diseased pulmonary epithelial cells change the structure of the

mucosal layer and clearance and highly depend on exposure duration. This contradicting

evidence showing that particle deposition and subsequent clearance is sensitive to modeling

parameters requires further research in order to extrapolate to human subjects in normal

and diseased lung conditions.

Mathematical and computational models have been used for predicting deposition char-

acteristics in several areas of the human respiratory tract. Different flow regimes have been

studied such as inhalation of dispersed particles in the surrounding 3-dimensional nasal cav-

ity [12] to 2-dimensional studies of fluid transport in mucus [29]. This effort toward a full

lung computational model is necessary but is prohibitively expensive with the current com-

putational technology. Therefore, modeling in this field has required researchers to develop

multiple levels of complexity for different areas in the respiratory tract along with relevant

experimental validation studies. In the following sections, we will discuss the early modeling

techniques used by researchers to study the mucosal layer and its function. For a recent and

5



complete review of many of the modeling techniques see [30].

1.3.1 Analytic and Semi-Numerical Methods

Before the advent of modest computational technology, modeling techniques relied on sim-

plifying the governing equations into analytic models. In the literature, models are split into

two distinct categories: envelope models or discrete sub-layer models. Envelope models gen-

erally treat a time-dependent boundary condition as the primary source of fluid movement

in the mucosal layer. This results in usually creating a wave-like boundary condition that

travels across the fluid interface. Some of the seminal works in envelope models include work

in [31–33]. Discrete sublayer models on the other hand treat individual cilia as the drivers

of fluid flow. Many of these models used realistic measurements of excised animal tracheae

in order to represent the physiology. The focus of this research builds upon some of the

cilia characteristics used in these seminal works by Sleigh et al. [14], Sanderson and Sleigh

[21], Fulford and Blake [34].

In the literature, two models are typically used for studying mucus, and the effect rheology

has on mucosal clearance rate. The first type uses different viscosities for the periciliary and

mucus layers, and the second uses a non-Newtonian mucus layer that is treated as Maxwell or

visco-elastic fluid with a Newtonian periciliary layer [35]. The ciliary effect on fluid dynamics

of the mucosal layer is studied by either a volume force approach or discrete cilia that impact

a force on the fluid. The limitation of these studies on understanding true particle clearance

is that two-way coupling between particles and mucus is not often studied. For particle

sizes that are comparable to the cilium length (∼ 10 µm), these models cannot capture the

dynamics that evolves between particles and cilia. As a simplification, 1-dimensional models

are then used to track mass conservation of mucus along the tracheobronchial paths with bulk

particle concentration equations [36], which show reasonable agreement with experimental

measurements.
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1.3.2 Numerical Modeling

Numerical models of mucosal clearance have advanced tremendously since the constraints

posed by early computational capability. With this increase, however, more physics has been

added to the modeling effort. The particle deposition patterns in the lung treat the structure

as symmetric, non-compliant, and incorporate multiple airway generations. Nonetheless,

the transitional nature of the flow regime makes it extremely difficult to accurately model

deposition patterns without properly calibrating models to incorporate realistic inhalation

particle distributions from experiments [37–39]. Further, systemic toxicity and particle mass

transport into the blood stream have been incorporated into a multicompartmental model

[40]. A multicompartmental model requires developing mass transport paths to different

compartments (tissues, organ systems, etc.) and developing the mass concentration rates

between these compartments. Empirical studies are then used to calibrate and determine the

viability of these models. It is understood that some of these models are incorrectly applied

to systemic toxicity in humans, which is partly due to the limited availability of human

experimental data for calibration and simplicity of the model. Nonetheless, these approaches

to predicting particle deposition and clearance in the lung macro to micro environment are

necessary first steps. Thus, it is clearly necessary to investigate the interface between a

complete lung model and a multicompartmental model: the mucosal layer between air and

cell.

Mucosal layer modeling now includes non-Newtonian fluid effects including single and

multiple cilia structures [41–43], mucus maturation effects from mixing caused by cilia beat-

ing [44–52], cilia power expenditures in healthy and diseased states [53], and cilia kinematics

in response to hydrodynamic coupling [54–56]. Most of the experimental validation used by

researchers that model the mucosal clearance process require several of the imaging tech-

niques with particle tracing being used as a prominent feature. Further, whole body exposure

of particulates as a validation for inhaled particle deposition models would require careful
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imaging of in-vivo subjects. This impressive multidisciplinary effort by countless researchers

continues to expand. However, there are still gaps in the knowledge that require continued

collaboration.

1.4 Low Reynolds Number Flows

The class of problems of interest in biological fluid dynamics are at very small length scales,

as is our case of mucociliary transport. The Reynolds number is helpful in determining the

relative importance of inertia in such flows, and it is defined as

Re =
V L

ν
(1.1)

where V and L is are a characteristic velocity and length, respectively, of the system consid-

ered with fluid density and viscosity, ρ and µ respectively. For this dissertation, the problem

of interest has a length scale in the order of tens of micrometers (10 µm), and a velocity scale

in the order of tens to hundreds of micrometers (10−100 µm/s). For simple biological fluids,

the fluid kinematic viscosity could be approximated to that of water, µ/ρ ∼ 10−6 m/s lead-

ing to Reynolds number on the order of 10−4 − 10−3, which indicates that inertial forces are

small and negligible. Additionally, in the context of broader biological flows, micro-organism

swimming [57–61] and more recently, microfluidic devices [62, 62–64], also operate at this

zero-inertial limit. This fundamental constraint of no inertia poses challenges for processes

that occur at these low Reynolds numbers, requiring organisms to evolve asymmetric move-

ment (e.g. cilia beating shapes) in order to move through or propel the fluid where they

habituate.

Both the analytic and some full-numerical modeling efforts described above in Section

1.3.1 use this fact to simplify the governing equations by taking the limit Re → 0 in order
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to make use of the quasi-steady Stokes Equation,

∇⃗p = ∇⃗2v⃗ (1.2)

where p and v⃗ are pressure and velocity respectively (note, Equation 1.2 is the non-dimensional

Stokes Equation, where the reference length, velocity, and pressure are L, V , and µV/L re-

spectively). For certain micro-flows, this assumption is a valid one, although there exists

experimental evidence that inertial effects in confined-channel microfluidic devices play a

role in transport [65]. For particle transport in mucociliary clearance, 2-dimensional solu-

tions for Stokes Equation of finite-sized particles at low Reynolds number do not have unique

solutions in the Stokes limit due to Stokes Paradox, for which inertia is required to resolve

the paradox [66]. Nonetheless, the inclusion of inertia is applicable to a cylinder with length

much greater than the cross-sectional diameter. The importance of inertia in the far field

for 2-dimensional flows is of particular importance in the work presented in this dissertation,

and results presented must be evaluated in this context.

1.5 Research Goals and Dissertation Structure

Specific to this research, computational lung simulations could help understand, diagnose and

treat pulmonary diseases such as asthma, COPD, and ARDS. While computation-supported

medicine has seen some success in other areas, e.g. the planning of infant cardiovascular

surgery with help from computational fluid flow modelers has been successfully shown [67],

this capability has not been fully extended to the respiratory system. Of course, building

a full lung numerical simulator is a very ambitious goal and achieving it will require the

consideration of more focused, smaller subunit problems: from cellular chemical reactions,

to the mucociliary system, to turbulent upper airway flow. Additional impetus for address-

ing such local problems exists. For example, the development of a numerical model of the
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mucociliary system would provide much needed insight regarding the mechanisms that con-

trol the mucociliary escalator and its role in inhaled particle clearance, a critical problem in

respiratory medicine.

This dissertation is concerned with understanding how finite-sized particulates interact

with the mucociliary system in the respiratory system. The mucociliary escalator is an ex-

tremely challenging problem to study, and making experimental measurements in-vivo is

not possible with current technology. In the context of more fundamental fluid flow phe-

nomena, numerical simulation is the tool that allows such quantification to occur. However,

the numerical challenges are also formidable indeed leading to modeling assumptions. In

particular, we challenge the Stokesian particle assumptions made when studying the quan-

tification of clearance and fluid pumping. Our modeling effort falls into the discrete sub-layer

modeling of individual cilium using fully numerical modeling techniques.

The organization of this work takes a natural and a systematic approach at elucidating

the phenomena associated with particle-cilia interaction in the respiratory system.

• Chapter 2 introduces our problem of interest by presenting a simplified model and

expanding on assumptions presented in the introduction as it relates to our problem

of interest. We then describe the governing equations and numerical methods used

the solution process. We present a short verification section of our methodology by

comparing to two classical problems with analytical solutions: Stokes’ First and Second

problem. We close off this section by comparing our numerical simulation results with

those available in the literature that closely resemble our simplified model.

• Chapters 3 and 4 detail the full characterization of our two model simplifications: an

infinitely repeating single cilium unit and an infinitely repeating cilium patch. These

chapter aims to explore the full parameter space involved in the configuration of our

model, many of which are physiologically relevant choices. In these two chapters, we

detail differences in fluid pumping and particle transport. In particular, we show for the

first time differences in trajectories for infinitely small tracer particle when compared
10



to a finite-sized particle.

• Chapter 5 explores the more realistic scenario that occurs during particle inhalation

and deposition. We compare particles of different shapes and sizes, focusing on defin-

ing accurately differences in particle shape. We utilize the Aerodynamic Resistance

Diameter as the sizing parameter for all particle shapes, and compare the results to

those with an equivalent cross-sectional diameter. We quantify the arc length trajecto-

ries, displacements, and rotation rates to elucidate complex behavior not experienced

by simple tracers or circular particles.

• Chapter 6 is concerned with the whole field transport arising from the ciliary beating.

Specifically, we review chaotic advection and its connection to mixing in the periciliary

layer. Additionally, we present 3 difference methodologies to evaluate the mixed state

of our numerical simulations. Specifically, we find by use of the Finite-time Lyapunov

Exponents that barriers to transport exist locally near cilia beat paths. We quantify

the rate of mixing by the use of two separate metrics, the mixing number and the

multiscale mixing norm. With these two metrics, we can show an exponential decrease

in the mix-norm and therefore showing that mixing is chaotic indeed.

• Chapter 7 closes this dissertation by highlighting the key contributions of the work,

and pays particular attention to the novel findings. We provide additional work that

could be considered, and in particular focus on further analyses that would be of

physiological relevance.
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Chapter 2

Governing Equations and Numerical

Methodology

2.1 Problem Formulation

Development of a representative ciliated cell numerical model requires investigating a prop-

erly simplified physical configuration, with the appropriate assumptions. Ciliated cell pop-

ulations are known to be non-uniform in spacial distribution and density. Further, because

the mucosal layer is composed of the mucus and periciliary fluids layers, fluid properties are

not uniform which complicates the modeling. The compiled measured ranges of the mucosal

layer parameters reported in Table 1.1 can show great variability, and this can occur between

two distinct individuals and even within a single individual. This complicates our definition

for a suitable baseline configuration. However, in defining our problem formulation, we begin

by describing the simplified configuration, and then in Chapter 3 and Chapter 4, we expand

our model to include the parameters of interest that we will vary.

The structure of this chapter includes first a description of the model problem. This

description includes details of the geometry, and governing equations necessary to model

the problem, along with appropriate assumptions. We then describe the relevant numerical

methodology used to solve the governing equations, as well as a brief overview of the so-

lution methodology. We then turn our attention to verification of the solution process by

investigating two mathematical problems: Stokes’ First and Second Problems. This allows
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us to verify that our numerical methodology is sound and that we can be confident in our

numerical results. Finally, we close this chapter with a discussion of the validation of our

model with comparisons to published numerical and experimental results from the literature.

2.1.1 Model Description and Assumptions

The simplified configuration that we will first describe is an infinite array of equally spaced

cilia separated by a distance ld. The model domain includes only a centrally located single

cilium. All cilia are of equal length, lc, share the same beat frequency f , and have the same

beat pattern and phase, implying all cilia are beating in synchrony. A sketch of the physical

domain is shown in Fig. 2.1. We remark that the individual cilia can have both a temporal

phase shift and a spatial phase shift, however, for the purposes of developing our model,

both remain here as equal. Later in Chapter 4, we describe more in detail how we consider a

spatial shift in cilia phase. However, for all our work, temporal phase between cilia remains

constant. That is to say, no neighboring cilia beat at a larger frequency than their neighbor.

While our numerical description here allows for a temporal shift, and we certainly can allow

for exploring this parameter, our surveying of the literature indicates that temporal phase

shifts are difficult to measure accurately.

While the mucosal layer includes a non-Newtonian mucus layer on-top of a Newtonian

fluid layer, our model is interested in the interaction between finite-sized particles and the

cilium configuration. Therefore, we consider a Newtonian fluid layer that is meant to rep-

resent the periciliary fluid only, with a defined fluid layer height hp. We acknowledge that

this assumption does not mimic the in-vivo scenario, but also note that some experimental

methods to measure cilia transport may include locally removing mucus from the luminal

trachea section. Other authors have removed mucus intentionally to track polystyrene beads

across cilia to measure disease severity [68, 69]. Additionally, in certain diseased conditions,

such as ARDS, increased mucus production could lead to an additional increase in periciliary

fluid as well. In some cases, this can lead to cilia not penetrating the mucus layer in their
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Figure 2.1: Sketch of the single cilium model domain. Not drawn to scale.

beat cycles. This is inline with our investigation of cilia beating in the Newtonian periciliary

layer, and is indeed a first step towards developing a more comprehensive cilia model.

The cilia-particle-fluid model occupies a region of space in the Cartesian coordinate frame

denoted by S ⊂ Rd, for d = 2 or 3. For simplicity, our model is 2 dimensional, d = 2, and

therefore x⃗ = (x, y) ∈ S|xl ≤ x ≤ xr, yt < y < yb, where xl, xr are the left and right

boundaries, and yt, yb are the top and bottom boundaries. The fluid domain occupies a

subregion of space denoted by F = F(t) ⊆ S for all time t, with velocity v⃗(x⃗, t) = ⟨u, v⟩.

Then, the governing equations of motion for the periciliary fluid are the incompressible

Navier-Stokes equations given by Equations 2.1-2.2.

∇⃗ · v⃗(x⃗, t) = 0 (2.1)

ρp

(
∂v⃗

∂t
(x⃗, t) + ∇⃗ · (v⃗(x⃗, t)⊗ v⃗(x⃗, t))

)
= −∇⃗p(x⃗, t) + µp∇⃗2v⃗(x⃗, t) + f⃗b(x⃗, t) (2.2)

Equation 2.1 is the incompressible mass continuity equation, and Equation 2.2 is the mo-

mentum equation, where the parameters ρp, µp correspond to the density and viscosity of

the periciliary layer. The variables v⃗(x⃗, t), p(x⃗, t), and f⃗b(x⃗, t) all correspond to the spatial

time-varying functions for Eulerian velocity, pressure, and body forces respectively. The
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Figure 2.2: Fluid domain for solving the governing equations. The centrally located single
cilium is shown with base at (x, y) = (0, 0). The beat cycle is shown at 13 snapshots,
where the forward stroke is shown in blue, and the backward stroke is shown in red. The
beat shape kinematics is reproduced from Fulford and Blake [34]. The fluid domain, F has
periodic boundary conditions at xr = 1 and xl = −1. The grey repeating units are shown
only as a visualization of the periodic nature of the problem formulation.

forcing term in Equation 2.2, f⃗b(x⃗, t), corresponds to any body force on the fluid. We im-

pose periodic boundary conditions along x = xr and x = xl, and require a no-slip velocity

boundary condition along y = yt and y = yb. We initialize the velocity field, v⃗(x⃗, t)|t=0 = 0

in the entire domain. In Section 2.2.2, we describe the body force, f⃗b(x⃗, t) details as it per-

tains to the immersed boundary method coupling between the Eulerian fluid domain and

the Lagrangian rigid or deforming structure domain.

We have not specified the use of dimensions thus far, and our equations are valid for any

choice of units, but now we non-dimesionalization of our problem formulation, by the use of

appropriate scale units. Our choice of dimensionless quantities are: length l∗ = l
lc
; lc = 10µm

where lc is cilium length; time, t∗ = t
T
; T = 1

f
where f is cilia beat frequency; velocity,

u∗ = u
flc

; and pressure p∗ = p l2

µf
. With these choices of non-dimensionalization, we introduce

Reynolds number, the non-dimensional parameter, as:

Re =
ρl2f

µ
(2.3)
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Our choice of Reynolds numbers follows from choosing the frequency of oscillation times the

length scale as our characteristic “velocity”, and the length of the cilium as our characteristic

length. For all our simulations we solve the non-dimensional equations, and report dimen-

sional results in post-processing. Additionally, we keep the Reynolds number constant in

our simulations.

The motion of the cilium used is reproduced from the canonical beat pattern of rabbit

trachea [34], which was generalized to model the human beat pattern. Recent experimen-

tal studies have measured cilia beat characteristics between several species systematically

and have found that the beat frequency is highly conserved between species [70]. The arc

length of the beat pattern was reconstructed by as parametrized vector equation, ξ⃗, which

is decomposed using a Fourier sum in Equation 2.4,

ξ⃗(s, t) =
1

2
a⃗0(s) +

N0∑
n=1

(
a⃗n(s) cos(σt) + b⃗n(s) sin(σt)

)
(2.4)

with the following Fourier coefficients:

a⃗n(s) =

M0∑
m=1

A⃗mns
m (2.5)

b⃗n(s) =

M0∑
m=1

B⃗mns
m (2.6)

The frequency of the beat, f , is defined by the relation σ = f/2π. The parametrized vector

equations, ξ⃗, describe the motion along the cilium curve length 0 < s < lc, with the base at

s = 0, and beat cycle beginning at t = 0 and ending at t = T . The fluid domain and its

boundaries, along with the specified beat kinematics shape is shown in Figure 2.2. We will

note here that the beat shape is described in terms of a non-dimensional length.

We now summarize our modeling assumptions as they pertain to the cilium geometry,

fluid layer properties, and cilia beat kinematics:

• The single cilium repeating unit, is a [20 × 20µm] square, with a centrally located
16



cilium with base at (x, y) = (0, 0), with a cilium length of 10 µm. Figure 2.1 depicts

the model domain.

• This model problem is an infinite array of cilia that are all equally spaced, 20µm apart,

beating in phase, both temporally and spatially.

• The beat kinematics are prescribed as the motion of a rigid structure with shape given

by Equation 2.4.

• The fluid layer is a Newtonian fluid with viscosity µp and density ρp, whose evolution

is described with the incompressible Navier-Stokes equations (Eq. 2.1 and 2.2)

• The total elapsed time is 12 beat periods, Tmax = 12T , unless otherwise noted.

• The Reynolds number is defined by Equation 5.1, and is kept at a constant value of

Re = 1.0, and is modified where noted for specific problem comparisons.

2.2 Numerical Modeling

Realistic physical phenomena that involve interactions between fluids and solids are cate-

gorized as fluid-structure interaction (FSI) problems, which are encountered in many areas

of engineering and physics. Several methodologies exist to solve FSI problems, and their

broad categories can be generalized as weakly-coupling and strongly coupling [71]. The spe-

cific governing equations of each category directly influences the numerical implementation,

where weakly-coupled methods involve iterative schemes that solve the fluid and structural

equations until a solution is found, while the strongly coupled methods solve the equations

simultaneously. We note that strongly-coupled methods sometimes require additional com-

plexity in the description of the discrete fluid-structure equations, which usually results in

solving the equations on a body-fitted mesh requiring frequent remeshing.
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The immersed boundary method is a popular method used for solving FSI problems,

where the description of the fluid equations are on a regular grid, and the structural equations

are defined in an embedded Lagrangian grid [72]. This makes implementation very attractive

for the class of problems where large deformations exist, thereby completely eliminating

the regrid operations that body-fitted mesh methods require. However, as described in

Section 1.3.2, the low Reynolds number flows we are interested in studying, lend to other

methodologies that do not require solving the full incompressible Navier-Stokes equations,

as we have presented in Equations 2.1 and 2.2. The method of Regularized Stokeslets [73]

and more recently coupled with boundary integral methods [74] have been used to explore

phenomena associated with cilium-mediated transport, and additionally several others exist

(e.g. [44, 75, 76]). However, we chose the immersed boundary method due to its ability to

model arbitrary shapes with rigid body motion, as is done for finite-sized particle transport.

In this section, we describe the immersed boundary method, and the governing equations

followed by a brief description of the solution methodology.

2.2.1 The Immersed Boundary Method

The numerical algorithm used is the immersed boundary method, which was developed

originally for coupling of a viscous incompressible fluid domain to that of an elastic structure

domain [77, 78]. Peskin originally developed the method in the 1970’s for applications to the

cardiovascular system (recent work includes heart valves, deformation of arteries, and full

heart structure), and it has been used for a wide range of biomechanical modeling efforts in

aquatic locomotion [79], microswimmer motion [80, 81], insect flight [82, 83], and respiratory

flows.

At the center of the immersed boundary method is the coupling between the body force,

f⃗b(x⃗, t), and the fluid through Equations 2.7-2.9. As described earlier, the Eulerian descrip-

tion of the fluid is defined in Cartesian coordinates on the physical space, F ⊂ S. Each

immersed body occupies a subregion of S, and is denoted as B = B(t) ∈ S, where the union
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of all immersed bodies and fluid domain F ∪ B1 ∪ B2 ∪ ... ∪ Bi form a non-overlapping set.

Here we define the mapping between the material points s and the Cartesian coordinates,

X⃗(s, t). The spreading of the body force is accomplished by the integral relation shown in

Equation 2.7,

f⃗b(x⃗, t) =

∫
B
F⃗ (X⃗, t)δ(x⃗− X⃗(s, t))ds (2.7)

∂X⃗(s, t)

∂t
= U⃗(s, t) (2.8)

by picking an appropriate Dirac delta function, δ(x⃗). The interpolation of the immersed

structure Lagrangian velocity, U⃗(s, t), to the local fluid velocity, v⃗(x⃗, t) is accomplished

similarly in Equation 2.9.

U⃗(s, t) =

∫
F
v⃗(x⃗, t)δ(x⃗− X⃗(s, t))dx⃗ (2.9)

The specific version and implementation of the immersed boundary method used was

developed by Bhalla et al. and it is a distributed Lagrange multiplier formulation for the

kinematic and rigidity constraints [85]. This formulation is an extension of the method

developed by Shirgaonkar et al. and follows the fictitious domain method created for par-

ticulate flows by Glowinski et al. and Patankar [86–88]. Two-way coupling between a solid

rigid body and the fluid is accomplished from the implicit coupling of the fluid equations

of motion inside and on the surface any arbitrary shaped defined as an immersed boundary

without the need for any drag model. This is used for embedded particles that fully respond

to the fluid motion created by the beating cilia, thereby requiring no additional fluid- struc-

ture interaction model for the specific particle dynamics. This constraint based formulation

makes no distinction between the type of immersed bodies, thereby allowing elastic struc-

tures, prescribed motion bodies, and rigid bodies to coexist and interact. Thus, the cilium

kinematics is prescribed in a one-way coupling between the structure and the fluid.

This dual implementation used is found in the open-source library: Immersed Boundary
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Adaptive Mesh Refinement (IBAMR) [89]. IBAMR is an immersed boundary method C++

library with support for distributed-memory parallelization. The library supports a struc-

tured Cartesian grid with optional adaptive mesh refinement. We utilize this capability to

reduce the numerical computation time in order to run all our simulations.

2.2.2 Solution Methodology

The immersed boundary method is an attractive method for the type of problem considered

here due to its ability to solve the equations of motion on a rectangular grid, and simultane-

ously allowing the immersed boundary to be discretized in the Lagrangian reference frame

where it is not required to conform to the underlying rectangular grid. The communication

is done through the discrete interpolation operators. In this section, we briefly describe

numerical methodology used in the open-source code: IBAMR. For a complete description

see [90–92]. The specific implementation of the constraint immersed boundary method is

described in detail in [85].

First, the discrete fluid velocity is defined at the cell centers and faces, where the cell

face velocities are the standard MAC (marker and cell) velocity. The divergence and gradi-

ent operators, which are denoted D⃗ and G⃗ respectively, are discretized using second-order

finite differences on underlying Cartesian grid. The non-linear advective term, ∇(v⃗ ⊗ v⃗), in

the Navier-Stokes equation is discretized using a second-order piece-wise parabolic method

(PPM) [93], denoted by N⃗(v⃗), which is a version of the Godunov scheme used in compressible

flow simulations [94]. The resulting equations of motion on the Eulerian grid are evolved

in time, where the time discretization is treated using the implicit midpoint rule for linear

terms, while the non-linear terms are treated explicitly. The velocity at the half time steps

is v⃗n+
1
2 = 1

2
(v⃗n+1 + v⃗n). The governing discrete fluid flow equations are represented with
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discrete operators in equations (2.10) and (2.11).

D⃗ · v⃗n+1 = 0 (2.10)

ρp

(
v⃗n+1 − v⃗n

∆t
+N(v⃗n+

1
2 )

)
= −G⃗pn+

1
2 + µpL⃗v⃗

n+ 1
2 + f⃗n+ 1

2 (2.11)

This is a coupled non-linear system of equations, which is linearized using fixed-point iter-

ation with a set number of sub-cycles, k = 0, 1, ..., ncycles. At each sub-cycle, the linearized

system (2.12)


ρp
∆t
I − µp

2
Lx 0 Gx

0 ρp
∆t
I − µp

2
Ly Gy

−Dx −Dy 0



un+1,k+1

vn+1,k+1

pn+1,k+1

 =


( ρp
∆t
I − µp

2
Lx)u

n − ρN
n+ 1

2
,k

x + f
n+ 1

2
y

( ρp
∆t
I − µp

2
Ly)v

n − ρN
n+ 1

2
,k

y + f
n+ 1

2
y

0


(2.12)

is solved by using using a flexible GMRES algorithm with a preconditioner based off of the

projection method. The implementation is only first-order accurate both temporally and

spatially, however, second-order accuracy is achieved spatially when the problem considered

is sufficiently smooth [90].

2.3 Verification

The open-sourced IBAMR code has the capability to simulate a variety of fluid-structure

interaction problems ranging from heart valve simulations [95], free-body swimming [79],

interfacial rigid-body flows [85], and multiphase simulations of suspended structures [96,

97]. We conduct verification of the code for problems in the regime of interest, however,

extensive verification and validation of cases published by the developers of IBAMR will

not be revisited, except in cases that capture the fluid dynamical behavior similar to that

of beating cilia. In our verification process, we first compare results from Stokes’ First
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and Second Problems in a full refined mesh. For Stokes’ First Problem, we evaluate the

convergence properties for an indiscriminate change in the temporal and spatial resolutions.

For Stokes’ Second Problem, we aim to solve an oscillatory problem with a well described

solution. Then we turn our attention to the simplified model problem and perform a mesh

convergence study, with a fully dense mesh and utilize IBAMR’s adaptive mesh refinement

capabilities to show more than reasonable agreement in the results.

The incompressible Navier-Stokes solver used in the Constraint-IB version [85, 90] is a

time-splitting technique and is subject to the traditional CFL condition,

∥u⃗∞∥∆t

∆x
≤ C (2.13)

which in practice is used as a time step controlling parameter. At moderate and high

Reynolds number, the time step restriction is dominated by the convective term, however,

at low, but finite Reynolds number, O(10−1, ..., 10−4), the viscous terms in the Navier-Stokes

equations dominate the time step restriction, so following Taira and Colonius [98], we adopt

a viscous CFL condition,

β ≤ ν∆t/∆x2 (2.14)

We present results for a variety of mesh resolutions and time-steps, in addition to results

with constant values of β.

Finally, we remark that much of the verification, validation, and the presentation of bulk

fluid parameters, we utilize the cross-sectional velocity or cross-sectional flow rate as our

quantity of interest. Specifically, our cross-sectional velocity along the x-direction is defined

as:

u(y, t) at x = 0 (2.15)

and the cross-sectional flow rate

Q(t) =

∫ y

0

udy (2.16)
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where y is taken to mean the vertical distance in the y-direction of the simulation domain,

and is problem domain dependent.

2.3.1 Comparison to Analytical Solutions

We validate our results by considering the following problem: impulsively start an infinitely

long plate from rest in a quiescent viscous fluid, known as Stokes’ First and Second Problem.

These classical problems allow us to compare a numerical solution to the analytical function

describing the velocity field. We begin by assuming that velocity varies only in one direction

and is only a function of the vertical distance from the plate’s surface,

u = u(y, t) (2.17)

v = 0 (2.18)

which satisfies the conservation of mass equation immediately. Additionally, when consid-

ering the momentum equation in y−direction and the conservation of mass equation, we

can show that pressure is only dependent on the hydrostatic pressure, and varies only as a

function of the vertical distance,

0 =
∂p

∂y
− ρg (2.19)

Finally, we can reduce the full Navier-Stokes Equations to only the momentum in x−direction:

∂u

∂t
= ν

∂2u

∂y2
(2.20)

where ν = µ
ρ
is the fluid kinematic viscosity, the initial conditions are,

u(y, t = 0) = 0 (2.21)
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and the appropriate boundary conditions at the plate and infinity:

u(y = 0, t) = u(t), (2.22)

u(∞, t > 0) = 0 (2.23)

For Stokes’ First problem, the plate velocity is constant, u(t) = uplate, which results to an

infinitely growing boundary layer of thickness, δ ∼
√
νt. The solution to Equation 2.20 is

given in terms of the complementary error function,

u(y, t) = uplate ercf

(
y√
4νt

)
(2.24)

For Stokes’ Second problem, the plate oscillates between uplate and −uplate at an angular

frequency of ω, u(t) = uplate cos (ωt). Similarly, the boundary layer penetration length in

this case is proportional to the inverse square root frequency of oscillation times the kinematic

viscosity δ ∼
√

2ν/ω. Similarly, the solution in this case is given by,

u(y, t) = uplatee
(−
√

ω
2ν

y) cos

(
ωt−

√
ω

2ν
y

)
(2.25)

We use the boundary layer penetration length to select the time at which to compare solutions

of varying Reynolds number, however, those results are not presented in these sections. The

problem domain is shown in Figure 2.3.

For Stokes’ First Problem, we define Reynolds number using the plate velocity, uplate, as

the characteristic velocity,

Re =
uplateL

ν
(2.26)

but note that this definition is different than defined in Section 2.1.1. However, for Stokes’

Second Problem, we use the angular frequency times the characteristic length as the char-

24



Figure 2.3: The simulation domain for Stokes’ First and Second Problem. The inset shows
the analytical solution for Stokes First Problem at the x = 0 cross-section.

acteristic velocity, leading to Reynolds number defined as,

Re =
L2ω

ν
(2.27)

In order to evaluate the difference between the analytical (u) and numerical (û) solutions,

we calculate the difference between the two quantities computed at each discrete point along

the vertical distance, yi for i ∈ 1, ..., N , where N is the total number of grid points,

ei = ui − ûi (2.28)

Then, we report the L2-norm, ∥e∥2, and the root mean-squared error, RMSE, (or discrete

L2-norm) of the error between the analytical (u) and numerical (û) velocity in the direction
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of the moving plate,

∥e∥2 =

(
N∑
i=1

|ei|2
)1/2

(2.29)

RMSE =

(
1

N

N∑
i=1

|ei|2
)1/2

(2.30)

(2.31)

.

Stokes’ First Problem

We set uplate = 1.0, pick characteristic length L = 1.0, and allow the kinematic viscosity

to be set by the specified definition of the Reynolds number, i.e. ν = uplateL/Re. We run

various values of Reynolds number (Re = 0.1, ..., 500), but only report convergence results

for the more viscous regime, at Re = 0.1 to test the limits of convergence for our regime of

interest.

The numerical simulation domain is a square of equal length and height, L = H = 2,

with an immersed boundary structure that is discretized by a ratio of 1:1 Lagrange point

density to mesh resolution density. At time t = 0, the immersed structure is started from

rest, and pulled in the positive x−direction with velocity uplate = 1.0.

In Figure 2.4, we reported the errors for constant values of ∆x and ∆t (Fig. 2.4a and

Fig.2.4b respectively). In Figure 2.4a, we keep the value of ∆t constant, and show that

simply decreasing the mesh resolution, does not indicate convergence, and in fact the error

grows. Further, in Figure 2.4b, we show that reducing the time-step arbitrarily, while keeping

∆x constant, also does not show a decrease in error. For any given mesh resolution density,

we must be careful in not reducing the value of ∆t arbitrarily or else we will increase the

error once again. This increase in error is attributed to the approximate projection step used

to calculate the intermediate pressure from a solution to the discrete Poisson problem, which
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(a) Error at constant value of ∆t = 1× 10−5.
First order and second order convergence rate
shown in red and purple dashed-dotted lines,
respectively.

(b) Error at constant value of ∆x = 1
nx where

nx = 128. First order convergence rate shown
in red dashed-dotted line.

Figure 2.4: Error between analytical solution and numerical solution for Stokes’ First Prob-
lem. The solid black lines correspond to the L2-norm between the analytical solution and
the numerical solution. The dashed green lines correspond to the RMS-error between the
analytical solution and numerical solution.

is a known stability problem with time-splitting methods (see [99–101]). For low Reynolds

number flows, this projection step requires stricter tolerances and a higher number iterations

which makes it difficult to achieve convergence.

As in Taira and Colonius [98], we report the error for varying values of viscous CFL,

β = ν∆t
∆x2 . In Figure 2.5, we show that for a fixed mesh resolution of ∆x = ∆y = 1

128
, the

error can be decreased in a controllable fashion, but once again rises after some minimum

value of β. While we are not formally assessing convergence of IBAMR, these empirical

results show that there is an optimum value of β beyond which decreasing ∆t is no longer

valuable, and indeed can be detrimental to the solution. The discrete Poisson problem used

as a preconditioner would require higher tolerances, which would take higher iterations at

these smaller time-steps.

Finally, to show mesh convergence, we run a series of simulations that hold β constant

by decreasing the value of ∆x and ∆t in a controllable fashion (i.e. ∆t = β∆x2

ν
). We select
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Figure 2.5: Error between analytical and numerical simulation for Stokes’ First Problem.
Here we fix the mesh resolution at ∆x = ∆y = 1

128
, and vary the time resolution.

the baseline viscous CFL β1 = 0.1024, and show convergence for values above and below the

local minimum shown in Figure 2.5, β ≈ 0.163 (purple dashed-line). In Figure 2.6, we show

the first order decrease in the L2-norm that is expected (red dash-dotted line for reference).

However, we note that a lower value of β = 0.05β1 (Fig. 2.6a) does not have an actual lower

error than the higher β = 0.2β1, indicating that a reduction in time resolution does not

indicate a lower error.

Stokes’ Second Problem

Next, we look at a more transient problem akin to our oscillatory cilia beat problem. The

same plate is impulsively started from rest in an doubly periodic domain, but oscillates

with velocity u(t) = uplate cos(ωt), with uplate = 1, and frequency ω = 2π. We once again

use the Reynolds number, as defined in Equation 2.27, as the controlling parameter in our

simulations. By setting our characteristic length scale to L = 1, we require that the ratio

between the oscillation frequency, ω and the kinematic viscosity, ν, remain constant. As for

Stokes’ first problem, we also report the errors between the analytical and numerical velocity

in the positive x-direction. The numerical simulation domain is a square of equal length and
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(a) β = 0.05β1 (b) β = 0.20β1

Figure 2.6: Mesh convergence for two separate values of viscous CFL, β = ϱβ1 for ϱ =
0.05, 0.20.

height, L = H = 2, with an immersed boundary structure that is discretized by a ratio of 1:1

Lagrange point density to mesh resolution density. At time t = 0, the immersed structure

is started from rest, and oscillates initially toward in the positive x−direction with velocity

u(t) = uplate cos(ωt).

As in our results from Stokes’ first problem, we find similar behavior in error reduction

between the analytical solution and numerical solution for an indiscriminate decrease in ∆t.

In Figure 2.7, the mesh resolution is held constant at ∆x = 1
128

, and we see a sharp decrease

in error up until about β = 0.1, then an increase once again. These results are consistent with

[98], and for all proceeding simulations, we utilize this viscous CFL condition of β ≤ ν∆t
∆x

,

and set β = 0.4096 to validate our cilia driven flow results. In the next section, we validate

our numerical simulations with experimental measurements and comparisons to other similar

numerical simulations.
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Figure 2.7: Error between analytical and numerical simulation for Stokes’ Second Problem.
Here we fix the mesh resolution at ∆x = ∆y = 1

128
, and vary the time resolution.

2.3.2 Mesh Convergence

As described previously, our need to carefully show that convergence has been achieved for

our test problems (Stokes’ first and second problems), we can now show convergence for the

problems of interest of cilia-particle transport. We aim to show that our numerical simulation

converges as we increase mesh resolution while satisfying the viscous CFL condition β ≤ ν∆t
∆x2 .

Additionally, our choice of using the IBAMR numerical simulation software library as our tool

was motivated by the ability to utilize adaptive mesh refinement (AMR). Thus in our mesh

convergence, we also compare fully dense simulations to those with AMR. The refinement

strategy comes from the SAMRAI library [102], which has a large variety of options for

accomplishing AMR across different grids. In the case of IBAMR, the AMR strategy allows

the users to refine a regularly-space coarse Cartesian grid in the following manner. First,

lets assume that the 2-dimensional mesh, Lx ×Ly in length and height, is uniformly spaced,

that is ∆x = ∆y = Lx

nx
= Ly

ny
, where nx and ny correspond to the number of grid points along

the x and y axes. The grid resolution at a particular refinement level, l, is denoted by a

superscript corresponding to the refinement level, nl, where n0
x, n0

y, correspond to the coarsest

level. By selecting the coarse mesh grid points, (n0
x, n

0
y), the number of refinement levels (l),
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and refinement ratio (r), the successive grid points are calculated from the following:

∆xl =
Lx

n0
xr

l
(2.32)

The set of numerical simulations for mesh convergence use the 2D square domain previously

describe in Section 2.1.1. We selected 5 mesh densities by setting the number of points

per unit of non-dimensional length Lnx, which, in our problem domain corresponds to half

the full computational domain 2Lnx = Lx = Ly = 2. Our choices of problem parameters

are shown below in Table 2.1. We remark here the challenge with using the time-splitting

techniques at lower Reynolds number, as the calculated values of ∆t scale with the inverse of

ν, indicating an increase in the condition number when solving the Navier-Stokes equations.

Nonetheless, when controlling the viscous CFL parameter, we can indeed reduce the

numerical error between subsequently refined mesh resolutions. In Figure 2.8, we plot the

cross-sectional flow rate, Q(t) =
∫ yt
0

uxdy, after one complete beat cycle. For both values

of β, we see that the solution approaches a true solution, indicating that mesh convergence

has been achieved, which we later show a more quantitative comparison by calculating the

normalized RMS-error. In the absence of using a controlled value of β, results show a

diverging flow rate profile when reducing the time step far too low (results not shown).

nx ∆x ∆t for β = 0.4096 ∆t for β = 0.1024

8 0.125 6.40E-04 1.60E-04
16 0.0625 1.60E-04 4.00E-05
32 0.03125 4.00E-05 1.00E-05
64 0.015625 1.00E-05 2.50E-06
128 0.0078125 2.50E-06 6.25E-07

Table 2.1: Values chosen for mesh resolution refinement study and calculated time-stepping
values from keeping a constant β value.

Additionally, for our AMR simulations, we select the 3 finest mesh resolutions (which

also encapsulate the 3 coarsest mesh resolutions). Specifically, we select 2 refinement levels

(l = 0, 1, 2), at a ratio of refinement of 2 (r=2), which, for example, would give a coarse level
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(a) Cross-sectional flow rate for various increasing spatial
resolutions for a fully dense mesh. Viscous CFL condition
β = 0.1024.

(b) Cross-sectional flow rate for various increasing spatial
resolutions for a fully dense mesh. Viscous CFL condition
β = 0.4096.

Figure 2.8: Mesh refinement study for fully dense mesh at different viscous CFL conditions,
and AMR configuration. In Figure 2.8a and 2.8b we plot cross sectional flow rate Q(t)
at x = 0, for various spatial resolutions. The viscous CFL condition, β =≤ ν ∆t

∆x2 , varies
between Figure 2.8a and 2.8b, at β = 0.1024 and 0.4096 respectively.

mesh resolution of ∆x0 = 1
32
, and the finest level mesh resolution would have 2l as many

cells, namely ∆xl=2 =
1

32(2l)
= 1

128
. We calculate the corresponding time step from the finest

mesh level we utilize, since that will give the more restrictive condition on the viscous CFL.

We then extract the flow rate profile along the y-direction and plot this value a function of

time. In Figure 2.9 we see that our flow rate profiles indeed collapse onto the finest mesh,

and the difference is more than acceptable.
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Unlike our mesh refinement of the analytical problems in section 2.3.1, we do not have

a true solution to compare our numerical results. Thus, we pick the finest mesh resolution

as the reference solution (û128) as is customary in mesh convergence studies, ∆x = 1
128

, and

calculate the error between the finest mesh and subsequent coarse mesh resolutions,

ei = û128
i − ûi (2.33)

then we computer the normalized root-mean squared error,

NRMSE =
1

umax − umin

(
1

N

N∑
i=1

|ei|2
)1/2

(2.34)

However, we must note that for the AMR results, we do compare all AMR resolutions to the

fully dense finest resolution, and not between successive refinements. We plot these results in

Figure 2.10, which show less than a 1% difference between the two finest mesh resolutions.

For our AMR mesh comparison, we see a similar set of results, when comparing the two

finest AMR meshes,there is a difference of about 0.4%. When comparing the results of the

next finest mesh, ∆x = 1
64
, we see a difference of less than 2%, which we find acceptable for

all future simulations. These two pairs of results show that for our choice of viscous CFL,

and mesh resolution, we have numerical convergence.

2.4 Validation

Direct validation of numerical simulations with experimental data across various low Reynolds

number applications is difficult due to the microscale nature of the flow conditions. In some

work, researchers take primary human bronchial epithelial cells, culture them to confluency

and subsequent differentiation that mimic the in-vivo conditions inside of a human. In other

work, researchers directly excise tracheae from human organ donors, cut along the sagittal

plane, and unfold the trachea to perform experiments on cilia characterization. Conversely,
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Figure 2.9: Mesh refinement comparison between AMR mesh, and fully dense mesh at
various spatial resolutions; β = 0.4096.

Figure 2.10: Normalized root-mean squared error between successive mesh refinements.
Each dense mesh is compared to a mesh density of nx = 128 points per unit length. Ad-
ditionally, all AMR meshes are compared to this density. The horizontal fine-dotted line
corresponds to a difference of 2%.

34



numerical modeling efforts by various researchers make assumptions that narrow down the

complexity, but keep some of the underlying flow physics that they wish to explore. When

studying the internal cilia mechanics and hydrodynamic coupling, assumptions about the cil-

ium functional groups and their interaction are made in order to predict the beating shape.

In our work, we have prescribed the shape, and thus kept the focus of our work to the ef-

fect that a single repeating cilium unit beating synchronously with its neighbor has on the

flow physics, and not the emergence of cilia beat shape from hydrodynamic coupling. This

assumption has been made in variety works by researchers studying 2D and 3D ensembles

of cilia [29, 43, 46, 103, 104]. Since we use an immersed boundary framework to do a one-

way coupling of the cilia structural deformation to the fluid equations, and so we compare

our simulation results with that of the closest immersed boundary method results in the

literature to show consistency [49, 105].

The flow domain for comparison is 2-dimensional as described in the problem formulation

with the following specific geometry: domain height and length is equal to 20 µm, cilia length

is 10 µm, periodic boundary conditions in direction of cilium beating (inlet and outlet of

the repeating domain), and no-slip boundary conditions on the top and bottom surfaces. In

[105], the authors provide numerical simulation results of non-Newtonian behavior of cilia-

driven fluid in both normal and diseased conditions, with the numerical simulation domain

just described (square-like domain of infinitely repeating single cilium units). While our

fluid is Newtonian and we are not recreating the non-Newtonian flow behavior we achieve a

similar flow profile shown in Figure 2.11. We must note that the data is recreated by using

an open-source data digitization program Engauge Digitizer Software [106]. Additionally,

the differences in flow rates can be attributed to the elastic energy stored in the fluid from

the non-Newtonian fluid model used in their work. The authors reported higher flow rates

in their baseline configuration with a non-Newtonian model compared to the control case,

which is most similar to our present test configuration.

It is difficult to compare numerical simulation results with quantitative experiments at
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Figure 2.11: Comparison of published results from [105] in a square domain (H×W
= 20 × 20µm). Note: results are in dimensional values, converted from original non-
dimensionalization

comparable configurations, but nevertheless, we surveyed the literature for transport rates

induced by cilia, and some have been estimated for similar configurations. We have sum-

marized some of the effective mucosal clearances rates in Table 1.1, with ranges in the low

40 µm/s to higher 200 µm/s. In the work by Ling et al. [24], human live tracheae were ex-

cised from deceased organ donors, but presented otherwise healthy lung tissues, and mucus

transport was subsequently measured using seeded particles. The transport rates reported

greatly varied between individuals, and thus the authors reported variation among a single

sample for all the seeded particles. The transport ranges went as high as 100 µm/s, with an

average of 54.9 µm/s (±12.3SD). Older studies have reported similar ranges, from 39.2 to

50 µm/s [20, 70], and so the goal of our initial validation effort is to see if we can achieve a

similar range for transport. In order to compare our results, we take the average flow rate

for the test case across the x = 0 plane, and then integrate the flow rate during each period

to attain the average flow rate per period. This steady-state average flow rate is plotted

in Figure 2.12, which give us a transport rate range between 22.3 to 115.3 µm/s, falling

squarely between reported rates in the literature.
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Figure 2.12: Average flow rate per cycle, giving a mean transport rate for the fluid (in
µm/s). The flow rates presented are for varying frequencies. The indicated range shown by
the bracket, corresponds to the calculated average flow rates per cycle for the lowest and
highest frequencies.
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Chapter 3

Finite-sized Particle Transport

by a Single Cilium

3.1 Methodology

This chapter explores the interaction that finite-sized particles have with a single infinitely

repeating cilium by exploring parameters that are not always possible to modify easily in-

vivo. We use the immersed boundary method to capture the kinematic movement of beating

cilia, and additionally use this framework to embed particles of various sizes with arbitrary

shape in the fluid layer. However, we will only explore the differences between finite-sized

circular particle and tracers, and will revisit particle shape differences in Chapter 5. First,

we describe single cilium repeating unit, which is different than our previously describe

model problem used for verification. Next, we describe our modeling framework for an

embedded finite-sized particle, and the relevant assumptions. Then, we quantify the effects

of each parameter we vary, and give the details of the particle dynamics we quantify. Finally,

we close off this chapter by discussing our findings and motivating the more complex and

interesting phenomena we explore in the rest of the dissertation.

3.1.1 Single Cilium Configuration

The biophysical parameter space we explore in our study is shown in Table 3.1, and it

should be noted that the parameter space corresponds to realistic parameter ranges in hu-
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parameter symbol baseline range
frequency f 10 hz 5− 25 hz
domain length ld 40 µm 16− 80 µm
periciliary height hp 20 µm 20− 40 µm
cilia length lc 10 µm ∗∗

Table 3.1: Study parameters used in this chapter. Ranges include the baseline value case.
It should be noted that domain length corresponds to the total distance between cilium.
∗∗Cilia length is a fixed parameter in our study.

man tracheobronchial tree. In Table 1.1, we report some representative mucociliary escalator

parameter ranges for individual subcomponents, such as cilia beat frequency or total mucosal

layer height versus periciliary layer height. While the literature reported is not comprehen-

sive, the values are illustrative of the wide range of values that may exist in a particular

measurement. These wide parameter ranges motivate our selected parameter ranges for our

parametric study shown in Table 3.1. Our problem definition remains the same as in Chap-

ter 2, the only notable difference is that our parameter range for the geometric configuration

changes the domain length and height previously described (see Figure 2.2 for the problem

domain definition.)

3.1.2 Embedded Particles

The deposition of particles in the airways is affected by their size, morphology, and com-

position. In our numerical simulation framework, we can chose any particle of arbitrary

shape and size and seed it the fluid domain. However, for these simulations we begin by

simply comparing the trajectories of circular particles with that of tracers. As we will re-

visit in Chapter 5, the dynamics for particles with non-circular shapes can be much more

complicated.

Our simulations are 2-dimensional and periodic along the x direction, implying that

we seed multiple particles at the same location along the flow domain. However, at any

particular time, only one particle exists in this periodic domain, indicating that our particles

are separated by physical space equal to the domain size. Additionally, our simulation can
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Figure 3.1: Particle trajectories for varying diameter, D = 2, ..., 8 µm, where the color bar
corresponds to the line color. A tracer particle is shown as a red dashed line. The inset on
the upper left depicts the seed location and differences in the initial particle trajectory. The
inset on the upper right shows the complex trajectories for different particle sizes.

be viewed as a stack of infinitely close cilia in the direction normal to the flow domain.

This implies that our particles are circular in cross section, and describe an infinite cylinder

normal to this cross section. In Figure 3.1, we vary particle size to show the complexity

that arises with particle trajectories. For this chapter, we focus on a particle that has size

comparable to the cilium length, more specifically D = hc/2, where hc corresponds to the

cilium height. This defines the particle of diameter 5µm, which corresponds to a particle

designated as coarse particulate matter.

3.2 Results

In this section, we present various quantities that help describe the transport of fluid and

particles in our model. We quantify the flow rate by taking the cross-sectional velocity

and calculating the flow rate in the direction of ciliary beating (see Section 2.3). The cross

sectional velocity here is defined as

u(x, y, t) (3.1)
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for values of y = 0, the base of the domain, to y = hp, the top of the periciliary height. The

cross sectional flow rate is then defined as

Q(x, t) =

∫ hp

0

u(x, y, t)dy (3.2)

where we have integrated the velocity normal to the direction of fluid motion along the

periciliary layer height. For all calculations, we use the plane x = 0 to calculate the cross-

sectional flow rate. Further, we average this quantity per period to attain a steady state

value for the transport rate, namely we calculate

⟨Q⟩ = 1

T

∫ T

0

Q(τ)dτ (3.3)

where T is the length of one beat cycle. We note that the average flow rate per cycle is

calculated at each period, Ti = T1, ..., Tc, ..., Tmax and for all our simulations, at steady state

value has been achieved at Tmax.

Additionally, we also present some quantities for tracking the seeded particle motion.

However, as we described in Section 1.4, finite inertial effects are introduced with a low

finite Reynolds number from our 2-dimensional assumption. First, we define the Lagrangian

position at the center of each particle as s(x, y, t), and sk(xk, yk, tk) denotes the discrete

position of the particle at any time, tk = t0, ..., tN , where the initial seed location is at time

t = 0 and k = 0, and the final position is at t = Tmax and k = N . We calculate the discrete

arc-length, L, as

L =

∫ s(x,y,t)

s0

ds ≈
N∑
k=1

∆sk =
N∑
k=1

√
(∆xk)2 + (∆yk)2 (3.4)

where ∆xk = xk − xk−1 and ∆yk = yk − yk−1, and the net-displacement in the x-direction

∆L = x0 − xmax (3.5)
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We note that for all our calculations, frequency inherently changes the time scale, and

the Reynold’s number. We present results for constant Reynolds number and compare the

results at a per cycle rate. Obviously, if we were to integrate per unit of time, instead of per

beat cycle, the results would point to faster transport by faster beating cilia. Nonetheless,

when considering these results, the reader is encouraged to interpret change in a quantity

over the same number of periods elapsed, and not the same length of time elapsed.

3.2.1 Cilia-driven fluid motion

To gain some preliminary insight into the flow dynamics in the periciliary layer, the quantities

described above were calculated, namely, flow rate over time and average flow rate per cycle.

In quantifying the flow rate, we see a few interesting results. In Figures 3.2-3.4, we show

the effects that each parameter has on flow rate in one beat cycle, and also report the flow

rate at the 10th beat period, as by then any initial transient has leveled off. Additionally,

these Figures also include the corresponding average flow rate per cycle. Of interest is the

trend the beat frequency has on the magnitude of fluid transport. Specifically, the frequency

increased the peak flow rate by 5.1 fold (Figure 3.2a). We then consider changes in the height

of the periciliary layer which shows a smaller increase in the peak flow rate (Figure 3.3a).

However, as indicated by the blue shaded area, there is less flow reversal globally. This is is

highlighted by Figure 3.3b, where we see that a height of 40 µm corresponds to a larger net

transport. Finally, when considering domain length, we see a increase in the average flow

rate per cycle, and in Figure 3.4a, we see a sharp increase as cilium inter-spacing decreases.

3.2.2 Transport of Finite-Sized Particles

In this section, we compare a single finite-sized circular particle that is transported by the

beating cilium to that of a passive tracer particle. In Figure 3.5, several typical trajectories

are shown, where we plot the circular particle path in green and the trajectory of a tracer

particle in black. It is important to note two features of these trajectories 1) both the finite
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(a) Flow rate

(b) Average flow rate per cycle

Figure 3.2: The flow rate changes in response increasing frequency for a single cilium. In
Figure 3.2a, we plot the flow rate in one cycle and in Figure 3.2b we plot the average flow
rate per cycle for the entire simulation time.

(a) Flow rate

(b) Average flow rate per cycle

Figure 3.3: The flow rate changes in response increasing periciliary height for a single cilium.
In Figure 3.3a, we plot the flow rate in one cycle and in Figure 3.3b we plot the average flow
rate per cycle for the entire simulation time.

sized particle and tracer particles follow a qualitatively similar trajectories for all cases;

and 2) minor modifications from the baseline case change significantly the overall trajectory

shape of the particles.

In order to quantify the differences between these two trajectories (the finite sized particle

and the infinitely small tracer particle), we track the particle trajectory and the tracer particle

and measure the arc length of the distance traveled by evaluating Equation 3.4. We must

43



(a) Flow rate

(b) Average flow rate per cycle

Figure 3.4: The flow rate changes in response increasing domain length for a single cilium.
In Figure 3.4a, we plot the flow rate in one cycle and in Figure 3.4b we plot the average flow
rate per cycle for the entire simulation time.

note that both particles are seeded in the same location and are tracked in two separate

simulations. Our findings show that, overall, a finite-sized particle travels less distance when

compared to a tracer particle, which is shown in Figure 3.6. Additionally, we see that the

differences between a tracer particle and a finite-sized particle are not always constant, as

is indicated by the differences in 3.6c, where a smaller domain indicated less of a difference

and a larger domain indicated a larger difference.

When considering each parameter individually, we see that while frequency did increase

fluid pumping (Figure 3.2a), the actual trajectory for each particle remained essentially

unchanged (Figure 3.6a). As the periciliary height was varied, we see an increase in particle

trajectory with increasing periciliary height, which appears to asymptote (Figure 3.6b), but

additional larger periciliary height simulations must be computed to confirm this. The

domain length shows interesting behavior, as closer cilia transport particles very similar

lengths, while the stratification is still present at larger separation distances (Figure 3.6c).

Additionally, there seems to be a local minimum when considering the length of the domain.

This is attributed to differences in the particle paths shown in Figure 3.5. When looking at

the baseline configuration where the domain length ld = 40 µm (Fig. 3.5a), we see a less

stretched path compared to an increase in length, ld = 60 µm (Fig. 3.5c).
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(a) Baseline parameters: f=10 hz; hp = 20 µm; ld = 40 µm

(b) Height variation study parameters: f = 10 hz; hp = 25 µm; ld = 40 µm

(c) Length variation study parameters: f = 10 hz; hp = 20 µm; ld = 60 µm

Figure 3.5: Trajectory comparisons between tracer (solid black line) and circular particle
(green line). All seed locations are the same x = 5 µm and y = 12.5 µm; top panel is the
baseline configuration, while the middle panel shows changes in periciliary height, and the
bottom panel shows changes in domain length. Note that the x and y axes are not equal,
and the unit vectors are shown in the top right corner as grey arrows.

However, although particles are tumbling through the domain as the beating cilium

drives fluid through the channel, it is important to note that the final and initial positions

45



(a) Total arc-length trajectory for frequency
range f = 5− 25 hz

(b) Total arc-length trajectory for pericil-
iary height range hp = 20− 40 µm

(c) Total arc-length trajectory for domain
length range ld = 16− 80 µm

Figure 3.6: Total arc-length trajectory comparisons between an embedded circular particle
and tracer for each parameter that is varied.
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(a) Net displacement along the x−direction
for frequency range f = 5− 25 hz

(b) Net displacement along the x−direction
for periciliary height range hp = 20− 40 µm

(c) Net displacement along the x−direction
for domain length range ld = 16− 80 µm

Figure 3.7: Total net displacements comparisons between an embedded circular particle and
tracer for each parameter that is varied.

of particle dictate how much remains in the system. We then calculate the net displacement

for each individual particle. While the trends remain relatively unchanged, we see in Figure

3.7 that the finite sized particles and tracers are equally transported, as all curves collapse

onto one curve. The effect of frequency remains unchanged, as increased beat frequency

does not increase net displacement over one period (Fig. 3.7a). The same effect is seen

with periciliary height, similar trend as before, with a higher periciliary height indicating

increased transport. Finally, we see that for an increased domain length, the local minimum

does not exist, implying that regardless of the increased tumbling seen before, net transport

is still reduced with longer domain lengths.
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3.3 Discussion and Conclusions

The interaction of finite-sized particles in the upper airways is important for two reasons:

1) clinical applications of targeted drug delivery can aid in therapeutic effects for patients

and 2) inhalation of toxic chemicals are adverse during acute exposures and even more

harmful for diseased individuals. However, once deposited, these particles interact with the

mucosal layer, albeit at small scales, and most research usually focuses on the inhalation

and transport of bulk particle deposition. Additionally, most of the experimental validation

used by researchers that model the mucosal clearance process require several of the imaging

techniques, with particle tracing being used as prominent feature. Further, whole body

exposure of particles as a validation for inhaled particle deposition models would require

careful imaging of in-vivo subjects. This impressive multidisciplinary effort by countless

researchers continues to expand. However, there are still gaps in the knowledge that require

continued collaboration.

This work has shown, to our knowledge, the first attempt at modeling finite size particle-

cilia interaction, where a single cilium transported the lubricant periciliary layer embedded

with finite-sized and shaped particles. Our model systematically varied important biophys-

ical parameters inherent to basic understanding of the clearance mechanism in the human

airways. We assessed the performance of the single cilium by varying the beat frequency,

periciliary layer height, and domain length. In this chapter, we compared the effects that

each parameter had on fluid pumping, particle trajectory and displacement, and fluid layer

mixing.

The results of simulation show a striking efficiency of the prescribed cilia beat shape in

clearance of particles, as net particle displacement between a finite sized particle and tracer

particles do not have a major difference. However, when considering the actual particle

trajectory shapes (Fig. 3.5, via the measure of arc-length trajectory Fig. 3.6), we paint

a complex picture of particle traveling. The trajectories are twisting and folding, and for
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certain parameters, the trajectory forms circular arcs repeating in time. Additionally, we

show that tracer particles and finite-size particles have the same net displacement, however,

their arc-length trajectory do vary, implicating the role of small finite inertia on transport.

Of course, we must remark that our simulations are a single repeating unit and we are not

feeding hydrodynamic feedback to the cilia beat shape, as other researchers have done in

previous works ([54, 107]). But nonetheless, this research gives valuable insight into the

interaction of finite-sized particles with that of the single cilium unit.

The simulation domain assumes that both the top and bottom layers are no-slip bound-

aries, and while the in-vivo system includes a dual mucus-periciliary layer, we are investi-

gating the sub-mucosal periciliary only, which in the context of acute respiratory distress

syndrome is a valid assumption. Increased fluid volumes on the luminal side of the trachea

would reduce the clearance of mucus, and thereby the cilia would beat in the periciliary

layer only. While a case could be made that less rigid interface between the mucus and peri-

ciliary exists, we believe our work shows the limit as the mucus layer becomes immovable

and stagnant, while the periciliary layer continue to flow. Additionally, our work elucidates

how particle transport occurs in the layer between the cell wall and the mucus layer, with

particles continuing to traverse even in the absence of patches.

An important assumption that has been made with our work is the repeating single cilium

unit. While this assumption was made to simplify the model, it is an appropriate constraint in

order to set up a correct baseline configuration for simulations of cilia-particle interaction. A

majority of other works tends to begin with exploration of the cooperative nature of adjacent

cilia, and the emergence of metachronism. We note that while our assumption ignores the

metachronal behavior, our simulation work still provides insight into particle movement

when cilia are performing without metachronism. Future work showed undoubtedly allow

for varying the cooperative nature of multiple cilia and how these parameters influence

particle clearance. Additionally, no interaction model has been implemented with several

particles or for direct cilia-particle-wall interaction. This is left for future work as the focus
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of this chapter was the implementation of finite-sized particles in the periciliary layer and

that of the cilia driven fluid, however, it would be a value area of exploration to study.
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Chapter 4

Cilia patch fraction and

optimal particle clearance

4.1 Methodology

In the previous chapter, we’ve developed a baseline and simplified configuration for cilia-

particle interaction and the transport of fluid in the periciliary layer. This chapter ex-

pands this model and explores the interaction that finite-sized particles have with a single

infinitely repeating cilium patch by creating a more accurate description of the cilium con-

figuration. We modify our problem configuration by making full use of the description of a

cilia metachronal wave provided by Fulford and Blake [34]. First, we critically evaluate the

authors’ original description of a cilium patch, the definition provided of the metachronal

wave, and the dependence on configuration parameters. Next, we describe our configuration

single cilium patch repeating unit. Then, we quantify the effects of each parameter we vary,

and give the details of the particle dynamics we quantify. Finally, we close off this chapter

by discussing our findings as they pertain to the expanded definition of cilium patches.

4.1.1 Cilium Patch Fraction

In order to recreate a more realistic model of the upper airway, we set out to recreate patches

of cilia similar to the in-vivo conditions. This requires us to get an accurate picture of some

acceptable baseline parameters for the geometry of a single cilium, shape and frequency of
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the beat, and some mucosal layer properties. We refer to the parameter ranges in Chapter

2, Table 1.1 to note the variety in mucosal layer structure from extensive experimental

measures. As we have done before, we set the cilia beat frequency and shape kinematics, ξ⃗,

using one of the original beat patterns from Fulford and Blake [34]. In this seminal work,

the cilia shape is recreated from high-speed images to form a Fourier series recreation of the

beat shape kinematics:

ξ⃗(s, t) =
1

2
a⃗0(s) +

N0∑
n=1

(
a⃗n(s) cos(σt) + b⃗n(s) sin(σt)

)
(4.1)

This shape kinematics is widely used, and has been the basis for several studies that explore

metachronism, ciliary fluid pumping, and fluid mixing. In the original paper, Fulford and

Blake set out to not only study a single cilium, but also the effects of the the wave form

arising from densely packed cilia. The beat shape is assumed as planar, beating only in the

x1 and x3 plane, whereas the actual beat experienced in the lung epithelium can very well

be 3-dimensional. They modeled the cilia patch as a doubly periodic 3-dimensional domain,

with equal spacing between neighboring cilia:

ξ⃗∗(s, t) = (nâi+mbĵ) + ξ⃗(s, τ) (4.2)

τ = kna+ σt (4.3)

Ultimately, this description of an infinite densely packed array can be described with 1

temporal parameter, beat frequency f = σ/2π, and 2 spatial parameters, wavelength, λ =

2π/k, and spacing, a and b along the the x1 and x2 directions respectively. Since it is not

always possible to have such control in parameters with in-vitro experiments, most modeling

efforts have allowed variation of both spatial and temporal configurations of doubly periodic

domains, focusing on arrays of cilia that are infinite.

In our numerical modeling work, we seek to explore the effects that patches of cilia

have on fluid and particle transport. Since the variation in coverage of cilia in the upper
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airways can range from 60% in the upper airways to 20% in the lower airways, we defined

the parameter cilium patch density, ρc, as a non-dimensional area coverage fraction (Eqn.

4.4).

ρc = Apatch/Aref = nAc/Aref (4.4)

We assume a single cilium patch area of Ac = ab which specifies the distance between two

neighboring cilia in a single patch, and thus the total patch area, Apatch, is the number of

cilia in a patch, n, multiplied by the single cilium patch area, Ac. The reference area, Aref ,

corresponds to the specific area in the tracheobronchial tree that we are investigating, and

can include a single cell or multiple cells. An illustration of this is shown in 4.1a, where we

show a random arrangement that is closer to in-vivo conditions than is usually modeled. In

Figure 4.1b (not drawn to scale), we show the model configuration in 3-dimensions, and in

Figure 4.1c we show the 2-dimensional equivalent for our numerical model.

As shown in Figure 4.1c, the arrangement for our numerical model, however, is not truly

random, but a repeating 2-dimensional domain, with a fixed number of cilia in a patch that

neighbor another patch. In order to narrow down the simulation parameters, we first look

at the shape described by Equation 4.2. In the airways, the cilia beat is 3-dimensional and

experimental results have shown that the beat shape is mostly planar in nature ([18, 108]),

and Equation 4.2 assumes only a planar beat shape. However, the challenging nature of

imaging this perfectly, and being able to conclude that hydrodynamic interactions do not

influence the neighboring cilia planar beat is still being investigated. Thus several authors

using numerical simulation have dealt with this limitation of planar beating in different ways.

Ding et al. used the same beat shape from Fulford and Blake and set the distance between

cilia large enough to prevent overlapping. Chateau et al. included a hydrodynamic couple

parameter to describe their beat shape and verified that in their numerical simulations that

overlapping Lagrange points did not contribute to the velocity field significantly. In our

simulations, since we are reducing our model to a 2-dimensional domain, we take a different

approach, we define the acceptable distance between neighboring cilia that still allows us to
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Upper airway section

Cell boundary

Aref : reference area 

Ac: cilium reference area

Cilium representation

(a) Sketch of a representative area from the luminal side of the upper airway. The reference area,
Aref , is represented by the red solid-line boundary. Individual cilium reference areas, Ac, are
represented by black solid square boxes. The base of the cilium is indicated by a solid green dot.
Inter-cellular boundaries are denoted by a fine dotted line. Note: not drawn to scale.

(b) 3-dimensional representation of the
cilium patch fraction.

(c) 2-dimensional representation of the
cilium patch fraction.

Figure 4.1: The arrangement for the original model from Fulford and Blake [34] is organized
regularly in the x1 and x2 directions, with cilia extending out in the x3 direction, and beating
in the x1 ⊥ x3 plane (Figure 4.1b). In our simulations, we have the 2-dimensional equivalent
shown in Figure 4.1c.
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make modification to the spatial arrangement via the wavelength and spacing (λ, a).

In Figure 4.2a, we plot the dependence between wavelength and neighboring cilia spatial

phase (in non-dimension units). The original parameters used by Fulford and Blake are

shown in the dashed grey line, with the red square indicating their baseline wavelength of

30 µm with 100 cilia per wavelength and spacing of 0.3 µm. It must be noted that we have

converted their values to non-dimensional units using their baseline cilium length of 6 µm,

thus the grey dashed line is equal to a spacing of 0.05 and a wavelength of 5. Now, we

find the maximum wavelength allowed and corresponding phase between neighboring cilia

without overlapping. That is to say, for a cilium of radius 0.1 µm, we do not allow for the

phase to become large enough such that the any point on a cilium overlaps an adjacent

cilium’s radius at any point along the centerline. As we vary cilia spacing, we find this

maximum wavelength, which are plotted as grey open circles in Figure 4.2a. Additionally,

in Figure 4.2b and 4.2c, we show two samples of overlapping cilia that may occur, and are

highlighted in 4.2a with arrows corresponding to the spacing and wavelength combination of

a = 1.00, λ = 2.4 and a = 0.20, λ = 19.1. With these limits on neighboring cilia overlapping

to our spatial orientation, we set our baseline values for our initial run as a = 0.3, λ = 20,

or equal to a inter-cilium spacing of 3 µm and a wavelength of 200 µm.

4.1.2 Patch Configuration

We complete our problem definition by incorporating the cilium patch density, periciliary

height, and metachronal wavelength variation to our parameter ranges. In Figure 4.3, we

show all spatial parameters, and note that we use the inter-cilium spacing, lc, as the reference

cilium area per unit length. Our reference patch area, Aref , is similarly defined by the

domain length, ld, which corresponds to a reference patch area per unit length. Additionally,

for our simulations, we fix the number of cilia in a single domain as n = 5. With these

3 parameters, we can control the cilium patch density by variation of the reference area

Aref = ld or neighboring cilia spacing, Ac = lc. Thus, ρc varies from 0.10-0.75 and 0.25-0.50
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(a) Functional dependence of neighboring cilia phase on
metachronal wavelength (θ(λ), for a variety of inter-cilium
spacing a. Open grey circles indicate the minimum wave-
length for a specific spacing that does not allow overlapping

(b) Two neighboring cilia that overlap with
a high phase difference (θ = 2.62), but small
metachronal wavelength (λ = 2.4). Cilium
spacing, a=1.00

(c) Two neighboring cilia that overlap with
a high phase difference (θ = 0.07), but small
metachronal wavelength (λ = 19). Cilium
spacing, a=1.00

Figure 4.2: As wavelength increases, the neighboring cilia phase approaches zero, implying
cilia beating all in sync. Conversely, the smaller the wavelength, the more out of phase
neighboring cilia beat
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Baseline Parameter Symbol Value Variable Parameter Symbol Range [Baseline∗]
Frequency f 10 (hz) Cilia Spacing lc 1-6 (µm) [3]
Periciliary Height hp 20 (µm) → Patch Fraction ρc 0.125-0.75
Wavelength λ 200 (µm) Reference Area Aref 30-60 (µm) [40]
Number of Cilia nc 5 → Patch Fraction ρc 0.5-0.25

Table 4.1: Parameter space for numerical model configuration. ∗Fixed baseline parameter
value shown in brackets [·]

parameter symbol baseline range
frequency f 10 hz 5− 25 hz
periciliary height hp 20 µm 20− 40 µm
wavelength λ 200 µm 200− 1000 µm

Table 4.2: Study parameters used in this paper. Ranges include the baseline value case.
It should be noted that domain length corresponds to the total distance between cilium.
∗∗Cilia length is a fixed parameter in our study.

when varying lc and ld respectively. In Table 4.1, we summarize the baseline configuration

and the variation of cilium patch fraction. We also conduct additional simulations when

varying the frequency, periciliary height, and wavelength. Those parameter ranges are shown

in Table 4.2.

hp
hc

lc

dp

Apatch
Aref

Periciliary layer

Basal epithelial cell layer

Seeded particle Sample particle shapes 
and orientations

Figure 4.3: Sketch of the cilium patch model domain. Geometric parameters are the peri-
ciliary height, hp, reference area per unit length, Aref = ld, and inter-cilium spacing, lc. The
seeded particle diameter is dp, and the cilium height is hc. Not drawn to scale.

The numerical simulation framework allows us to specify the kinematics of the beat

shape, and each cilium can be independent from each other. However, for the purposes our
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this dissertation, we keep all cilia temporal frequencies equal. It would be trivial in our

framework to consider rogue cilia into a patch, and see the effects of one or more cilia that

are beating counter to the rest of the patch.

4.2 Results

In this section, we present similar metrics as provided in Chapter 3, Section 3.2, but focus on

the cooperative nature of a cilium patch as opposed to the individual cilium. In particular,

we aim to show that cilia patch fraction has a non-trivial effect on the transport rate and

particle clearance.

4.2.1 Cilia-driven fluid Motion

We begin by returning to our analysis of cilia beat frequency, and once again, we show that

there is a marked increase in flow transport at higher beat frequencies. The flow rate is

increased approximately 5 times from the lowest beat frequency value to the highest (≈

22-112 µm2/s), which is plotted in Figure 4.4a. We see that our flow rate per cycle falls

within the ranges reported from experimental results that we summarized in Table 1.1.

Next we analyze the difference that increasing periciliary height had on the bulk flow.

Specifically, we find similar trends to that in the single cilium case, in that increasing the

periciliary height increased average flow rate per cycle, but not necessarily the magnitude

of the flow rate. In Figure 4.5a, we see that the magnitude of the flow rate only changes

from ≈ 45.1-to 51.3 µm2/s which is a very modest increase. However, as we noted in the

single cilium case, the flow reversal zone, which is indicated by the blue shaded area in the

graph, was reduced. The true result of such little flow reversal is shown in Figure 4.5b, which

indicates a much higher flow transport. In what amounts to a 12% increase in the maximum

flow rate in the flow domain, less flow reversal per period doubles the average flow rate per

cycle (increase ≈ 73-175µm/s).
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(a) Flow rate

(b) Flow rate per cycle

Figure 4.4: The flow rate changes in response increasing frequency for an cilium patch. In
Figure 4.4a, we plot the flow rate in one cycle and in Figure 4.4b we plot the average flow
rate per cycle for the entire simulation time.

(a) Flow rate

(b) Flow rate per cycle

Figure 4.5: The flow rate changes in response increasing periciliary height hp for an cilium
patch. In Figure 4.5a, we plot the flow rate in one cycle and in Figure 4.5b we plot the
average flow rate per cycle for the entire simulation time.

We now turn our attention to the cooperative nature of the cilium patch and focus on

the parameters that affect the definition of the cilium patch. For our configuration, inter-

cilium spacing (lc), domain length (ld), and wavelength (λ) are all parameters that when

considered together affect a neighboring cilium’s (or patch) phase lag (i.e. the phase lag

between neighboring cilia on a single patch, or neighboring metachronal phase lag between

patches). In our case, we focus on a single patch that is infinitely repeating, thus there is no
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phase lag between neighboring patches. However, we do incorporate neighboring cilia phase

lag via modifications to the wavelength.

We begin by analyzing the wavelength and its effect on flow transport. As a reminder,

for our 2-dimensional simulation, we picked the lowest wavelength that could still capture all

the cilium inter-spacing considered while still making sure that none of the cilia overlapped.

In other works [49, 109], spacing was increased to ignore this issue, and the focus of those

studies were in precisely changing the phase lag in the full range from completely synchronous

(λ → ∞) to completely out of phase (λ → 0). Nonetheless, in Figure 4.6, we see that indeed

increasing the metachronal wavelength (or equivalently making all cilia beat in synchrony),

reduces the flow rate and average flow rate per cycle. Conversely, if there is a decrease in the

metachronal wavelength, we see a non-linear increase in the average flow rate per cycle. This

is in line with what was found in the work by Ding et al. [109]. Additionally, we must note

that increasing the wavelength is analogous to reaching a single infinitely repeating cilium

unit, as was simulated in Chapter 3 albeit one would be required to match the inter-cilium

spacing and make the total domain length equivalent as well.

(a) Flow rate

(b) Flow rate per cycle

Figure 4.6: The flow rate changes in response increasing wavelength λ for an cilium patch.
In Figure 4.6a, we plot the flow rate in one cycle and in Figure 4.6b we plot the average flow
rate per cycle for the entire simulation time.

Finally, we report the results from analysis of the parameters that govern our definition

of cilium patch fraction, namely domain length (ld) and cilium spacing (lc). In Figure 4.7a,
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we see that decreasing the length of the domain increases the flow rate, while increasing the

domain length results in a decrease in the flow rate. The effect of decreasing the domain

is evident from our definition of cilium patch density, which is inversely proportional to the

domain length, ρc ∼ 1
ld
. Next, we analyze the effect that increasing the inter-cilium spacing

has on the flow transport. In Figure 4.8a, we see a departure from previous graphs of flow

rate, whereby the increased phase lag between cilia due to the wavelength dependence on

spacing change the functional form. Additionally, we see a non-monotonic behavior in the

average flow rate per cycle (Figure 4.8b). An increase in the inter-cilium spacing indicates

an increase in the cilium patch density, and for the first time here we see that there is a local

optimum. The highest flow rate is produced by a spacing of 5µm, whereas the lowest flow

rate is produced by a tightly packed cilium patch (admittingly also at a low cilium patch

density). We recall that in our problem definition, that both cilium spacing and wavelength

control the cooperative nature of neighboring cilia in a single patch. In this case, we have

kept the metachronal wavelength constant as we increase the spacing. This, however, has the

consequence of increasing the phase between cilia above the baseline case. When performing

the same simulations when varying the cilium spacing, but this time keeping the phase

constant (stretching out the cilium thereby increasing the metachronal wavelength), we see

an almost identical result (not shown).

To summarize our results when quantifying the flow transport in response to the various

parameters, we find that frequency continues to be the most impactful when considering an

increase or decrease to flow parameters. However, decoupling the effects of certain cilium

patch configuration parameters can be more troublesome as they are not completely indepen-

dent from one another. Importantly, we see that periciliary height contributes extensively

to the amount of flow reversal, a topic of great interest when considering inter-cilium phase.

These parametric studies motivate our more detailed analysis of single tracer and finite-sized

circular particles in the next section.
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(a) Flow rate

(b) Flow rate per cycle

Figure 4.7: The flow rate changes in response increasing domain length ld for an cilium patch.
In Figure 4.7a, we plot the flow rate in one cycle and in Figure 4.7b we plot the average flow
rate per cycle for the entire simulation time.

(a) Flow rate

(b) Flow rate per cycle

Figure 4.8: The flow rate changes in response increasing inter-cilium spacing lc for an cilium
patch. In Figure 4.8a, we plot the flow rate in one cycle and in Figure 4.8b we plot the
average flow rate per cycle for the entire simulation time.

4.2.2 Finite-sized Particle Transport

As we have seen in Chapter 3, bulk flow parameters do not always correlate to increased

particle transport. Thus in this section, we continue our quantification of particle-cilium

interaction by tracking the quantities defined in Section 3.2, arc-length trajectory and net

particle displacement. We begin our discussion by framing a simple comparison between the

two baseline configurations of our single cilium and single patch models. In Figure 4.9, we
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plot the trajectories of finite-sized particle and of a tracer particle. The top panel corresponds

to the single cilium while the bottom panel corresponds to the single cilium patch, but both

are at the same baseline configurations (domain length, height, and beat frequency remain

the same). The effect of additional cilia introduced into the flow domain not only changed the

net displacement (which is expected, increasing the cilium patch fraction by adding more

energy into the system per unit area), but it tremendously affected the trajectory paths.

With these two images in mind, we proceed to compare the effects that each configuration

has on the transport of particles.

(a) Baseline parameters: f = 10 hz; hp = 20 µm; ld = 40 µm

(b) Baseline parameters: f = 10 hz; hp = 20 µm; ld = 40 µm; lc = 3 µm; λ = 200 µm

Figure 4.9: Trajectory comparisons between tracer (solid black line) and circular particle
(green line). All seed locations are the same x = 5µm and y = 12.5µm; top panel is the
baseline single cilium configuration, while the bottom panel shows the baseline cilium patch
configuration. Note that the x and y axes are not equal, and the unit vectors are shown in
the top right corner as grey arrows. Additionally, the area of the flow domain is shaded blue
(i.e. the spanwise extent of the repeating single cilium or cilium patch unit)

In line with observations with a repeating single cilium unit, frequency affects the flow

rate significantly, but does not result in any increased particle clearance. In Figure 4.10,

we see a constancy in both the arc-length trajectories and a tracer particle. However, as

was described previously, these metrics are to be viewed per cycle, but in this case, we

can make another distinction, duration of all cycles. In this particular case, we see that
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particle trajectories are constant for all frequencies, but of course, a cilium at a frequency

of 10 hz beats twice as slow compared to 20 hz. This implies that fast beating cilia clear

particles at the rate of which they are beating, which is rather trivial, and of course observed

experimentally.

(a) Arc-length trajectory (b) Displacement

Figure 4.10: Total arc length (left) and net displacements (right) for frequency range f =
5− 25 hz

Now, turning our attention to periciliary height, in Figure 4.11, we see that only the net

displacement follows a monotonic increase when increasing periciliary height. Conversely, the

arc length trajectories are evidently more complex as shown in Figure 4.9. These differences

account for the increased arc lengths as an increase in the periciliary height allows more

room for the particle to tumble and translate. In Chapter 5, we introduce more quantitative

metrics to describe this phenomena.

As we described earlier, the parameter range for metachronal wavelength comparisons

was calculated by not allowing inter-cilium spacing to overlap. Thus, our parameter range

for wavelength was more restrictive, and as such we did not expect to see much difference.

For wavelengths that approach synchrony (in our simulations > 600µm), we see little change

in both the arc length and displacement as shown in Figure 4.12. However, there seems to

be a loss of the cooperative effect when considering the smaller wavelengths, and indeed a

wavelength of 400µm out performs the smaller wavelength in producing longer trajectories.

This is not to say, though, that the net displacements are larger, as indicated by Figure
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(a) Arc-length trajectory (b) Displacement

Figure 4.11: Total arc length (left) and net displacements (right) for periciliary height range
hp = 20− 40 µm

4.12b, which shows larger net displacements as we increase the wavelength.

(a) Arc-length trajectory (b) Displacement

Figure 4.12: Total arc length (left) and net displacements (right) for metachronal wavelength
range λ = 200− 1000 µm

Finally, we now describe particle clearance as a function of the cilium patch density.

We begin first by describing features of particle transport in response to changes in domain

length (Figure 4.13), and then consider changes to inter-cilium spacing (Figure 4.14). In

Figure 4.13a, we see the largest effect in particle arc-length trajectories is indeed, changes

in the domain length. Additionally, the particle net displacement also sees a large net

displacement, however, much less than changes in periciliary height (Figure 4.11). The effect

of decreasing domain length is effectively increasing cooperation between neighboring cilium
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patches, by increasing patch fraction. Now the opposite is true when increasing neighboring

cilium spacing, i.e smaller spacing decrease cooperation and decrease patch fraction. This is

highlighted by the trends in Figure 4.14, whereby increases in the inter-cilium spacing show

an increase in particle transport. This is effectively increasing the patch density, spreading

the cilia across the domain.

(a) Arc-length trajectory (b) Displacement

Figure 4.13: Total arc length (left) and net displacements (right) domain length range
ld = 30− 60 µm

(a) Arc-length trajectory (b) Displacement

Figure 4.14: Total arc length (left) and net displacements (right) inter-cilium spacing lc =
1− 6 µm
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4.3 Discussion and Conclusions

Modeling mucosal region inherently carries some level of simulation sub-unit repeatability

and inter-cilium repeatability due to the periodic boundary conditions. In our modeling

effort, we have defined a cilium patch, and the fraction it occupies as a way to reduce the

typical infinitely repeating cilium assumption, where cilia are inter-spaced at equal intervals

for all of the flow domain. Several numerical simulations were carried in order to quantify

the effect that this cilium patch fraction had on the transport of fluid and particle dynamics.

First, simulations were run with a) only cilia beating, and then b) with an embedded circular

particle. Additionally we set some limitations on our definition of the cilia beat kinematics,

in order to not introduce spurious numerical results.

We evaluated the bulk clearance rates and found that periciliary height along with fre-

quency increased fluid pumping the most. In one case, frequency, increases were attributed

to larger maximal flow rates which is expected. However, in the case of periciliary height,

flow reversal was reduced, and the increase was attributed to less “back flow” over time. This

result was indeed surprising and to our knowledge, this effect from changes in the periciliary

height, has not been documented before. The implication of this result challenges simplified

modeling assumptions that treat the flow domain as infinite in the y-direction, such as in

the use of regularized Stokeslets[49, 52, 73, 109]. To date, several numerical studies have

used this method, and in our work, the numerical methodology employed allows for the

existence of a finite boundary. There are methods, such as the boundary integral method,

that allow for the use of regularized Stokeslets with a moving or stationary wall, which was

most recently used by Guo et al. [74] to model cilia transport in a non-uniform bounded and

periodic domain. While our work here does not include an arbitrary wall shape, it can most

certainly be employed to do so. We additionally mention that our goal in modeling cilium

patch fraction was for the introduction of some variability to periodicity, which the case of

regularly spaced cilia, does not have.
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(a) Total arc-length trajectories as a func-
tion of cilium patch fraction

(b) Net x−axis displacement as a function
of cilium patch fraction

Figure 4.15: Comparisons between changing cilium patch fraction using two geometrical
parameters, cilium spacing (lc) and cilium patch distance (ld). Top panels in each Figure
correspond to the finite-sized particles, while the bottom panels correspond to the tracer
particles.

—Optimal Patch Particle Clearance: By varying the cilium patch fraction with two pa-

rameters, cilium spacing and domain length, we sought to compare the effects that these

two parameters had on particle transport. In Figure 4.15, we combine these results to de-

scribe more in detail the implications of irregular spaced cilium patches. First, we note that

finite-sized particles and tracers follow similar trends as described in Section 4.2. Here they

are reproduced, but now as a function of cilium patch density ρc. We then look to com-

pare the arc length trajectories that are produced (in both finite-sized particles and tracers),

which correspond to the left hand-side panels. Here we see that there is a local maximum in

particle trajectory as we increase the cilium patch fraction as a function of domain length.

Conversely, we see that the change in arc-length trajectories per percent increase in cilium
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patch fraction are not equivalent. This is due to our model requirement that metachronal

wavelength is influenced by cilium spacing, thus by keeping wavelength constant, the “rate”

by which particle trajectories change, changes due to the phase lag between cilia. Nonethe-

less, our results show that there is a local maximum when considering cilium patch fraction,

which is equivalent to percent cilia coverage. In our parameter selection, cilia patch fraction

ranges from 10% to 60%, which encapsulates the range observed in real human lungs. When

the patch fraction is smaller (ρc ∼ 0.1), arc-length trajectories are about 27.4% less than

when considering larger patch fractions (ρc ∼ 0.6). This effect is also seen when considering

differences in the net-displacements, where the smallest patch fraction is 20.2% less effective

compared to the largest patch fraction. Thus, our results show that particle clearance in

the lower tracheobronchial tree is not as effective when compared to clearance in trachea

and first generations. These measurements further down the tracheobronchial tree would be

quite difficult to assess in-vivo.
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Chapter 5

Effect of particle shape on clearance

5.1 Methodology

Particles that are inhaled vary widely in shape, size, and composition [5]. For the purposes

of our study, we focus on regular-shaped particles, that are easily defined from mathematical

relations. The three particle shapes we consider in 2 dimensions are shown in Table 5.1:

circular, square, and elliptical cross sections. For the elliptical cross section, we keep the

major to minor axis ratio 2:1. Initially, we set the particle diameter in relation to the length

of a single cilium as 5 µm (ratio of 1:2). This serves as an initial experiment to see the affect

that particle projected cross-sectional shape has on the transport. However, in the literature,

comparison between particle shapes is often a geometrical and theoretical question. For an

excellent and recent review on particle shape comparisons, see [111] and an application of

particle shape effects, see [112]. Following the recommendations in [111], we consider the

aerodynamic resistance diameter (ARD), which is a form of volume and drag force matching

for particles of distinct shapes.

To determine the ARD, we run a series of simulations to calculate the drag force for a

variety of particles shapes which then allows us to calculate an equivalent ARD between

different shapes in comparison to a circular particle (in 2 dimensions). Since we are per-

forming numerical simulations, it can be tempting to run a series of simulations over a range

of Reynolds numbers while varying particle shape and calculate the coefficient of drag, and

then match each ARD appropriately. But a few questions stand to be asked: How does one
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control Reynolds number in the simulation framework? How can one calculate drag per unit

length accurately over a cylinder when using a first order accurate method like the immersed

boundary method? Do our results approach the Stokes limit for a linear drag coefficient as

Reynolds number approaches zero? All of these questions must be carefully analyzed and,

luckily, this classical academic fluid dynamics problem is still an active area of research.

Much of the envelopment of numerical methods that attempt to solve the infinitely long

cylinder in 2 dimensions have been aimed at solving the Navier-Stokes, and the Stokes equa-

tion in the limit as Reynolds number approaches zero, but inconsistencies plague accurate

drag calculations [66]. However, as we get closer to zero Reynolds number, numerical errors

creep in, and in the case of this classic Stokes’ Paradoxical problem, a careful determina-

tion of the appropriate simulation conditions is favored. In fact, Gholami Korzani et al.

[113] most recently attempted to solve this problem using an accurate smoothed-particle-

hydrodynamics method to calculate drag over a 2D cylinder at creeping flow Reynolds num-

ber (Re = 3×10−5, ..., 1). Much like experimental results, they found that the computational

domain size was an important parameter affecting the accuracy of the drag calculations. This

topic is reviewed in the work by Khalili and Liu [114] more recently, pointing to both exper-

imental as well as numerical issues with a simple problem definition that can have such a

degree of uncertainty in the calculation of the drag coefficient. In the following determination

of ARD, we proceed cautiously in our problem definition, in order to minimize numerical

errors in calculating the drag coefficient.

The problem considered is flow over a cylinder of diameterD, where the incoming velocity

is U∞, and the domain is length is L and the domain height is H, We select the diameter at

the characteristic length, and the inflow velocity as the characteristic velocity. We initially

set these values as D = 1, H = 16, and L = 2H = 32, all centered at (x, y) = (0, 0).

A depiction of the numerical domain is shown in Figure 5.1, where the inflow boundary

condition is at the x = −16 plane and all other boundaries are outflow boundary conditions.
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Figure 5.1: Simulation domain with a cylinder of diameter, D, centrally located in the
domain (x, y) = (0, 0). Uniform inflow boundary conditions are at x = −16. Domain
dimensions are W ×H

We define the Reynolds number as,

Re =
U∞D

ν
(5.1)

and the 2-dimensional drag coefficient as the force per unit length divided by the dynamic

pressure as

Cd =
Fd

1
2
ρU2

∞D
(5.2)

We make use of the IBAMR’s implementation of the moving control volume approach to

calculating the drag force, Fd, [115], which in this problem is not necessary since the cylinder

is held stationary relative to the incoming flow field, but can be useful in the calculation of

hydrodynamic forces when the immersed boundary advects with the fluid or is coupled to

the flow equations.
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5.1.1 Aerodynamic Resistance Diameter

The aerodynamic resistance diameter (ARD variable henceforth denoted as Da) is defined

as the diameter of a sphere with a standard reference density (ρ0) that settles to a terminal

velocity (Ut) which is equal to that of some other particle (typically non-spherical or aggre-

gates) of interest. The working fluid is typically air, with kinematic viscosity of νf =
µf

ρf
.

In order to calculate Da, we begin by equating the force of gravity to drag force for both a

(Stokesian) spherical particle (Eq. 5.3), and that of an arbitrary shape (Eq. 5.4).

Fg =
ρ0πD

3
ag

6
(5.3)

F ve
g =

ρpπD
3
veg

6
(5.4)

The standard reference spherical particle has density and diameter of ρ0, Da and the arbitrary

shaped particle has a density and volume equivalent diameter ρp, Dve. For the spherical

particle, the drag force is equal to the Stokes drag,

Fd = 3πνfUtDa (5.5)

However, for an arbitrary shaped particle, a correction to the Stokes drag can be made to

find the drag force. We have adopted the earliest correction for volume equivalent shapes,

the dynamic shape factor from Fuchs [116],

χ =
F ve
d

Fd

→ F ve
d = χ3πνfUtDve (5.6)

where Fd is the drag force of a spherical particle, and F ve
d is the drag force of a volume

equivalent arbitrary shaped particle.

In Equation 5.5 and 5.6, the terminal velocity Ut, and both particle diameters, Da and

Dve, are unknown quantities. By setting Equations 5.3 and 5.5 equal for the sphere, and
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Equations 5.4 and 5.6 equal for the arbitrary particle, we can rearrange each equation for

terminal velocity. This allows use to solve for the aerodynamic resistance diameter as a

function of the volume equivalent diameter and the Fuchs correction factor, which must be

calculated from experiments (ratio of drag forces),

Da = Dve

√
ρp
χρ0

(5.7)

Since our simulations are in 2-dimensions, all our particles are cylindrical in nature, so we

use the circular cross section as our standard reference particle, and use the cross-sectional

area as the equivalent volume scale. We set all particles to be equally dense, and they are

neutrally buoyant (ρ0 = ρp = ρf ) since many inhaled particles have densities similar to that

of water, allowing us to then calculate our aerodynamic resistance diameter, Da = Dve

√
1
χ
.

In order to calculate an equivalent aerodynamic resistance diameter, we run simulations

using the particle cross-sectional diameter as the independent variable. In all our simulations,

we hold the particle diameter to free-stream domain height and length constant. That is to

say, the particle diameter to domain height (or length) is constant: D
H

= 1/16 and D
L
= 1/32.

We also verify this result by running a series of simulations at different Reynolds number

(Re = 0.1, ..., 200) when varying both µ and U∞, while keeping the other variables constant

(results not shown) to show the drag force is consistent. We vary the particle diameter

from D = 0.5, ..., 1.5 for 5 distinct sizes, while keeping all other variables constant, µ = 1.0,

ρ = 1.0, U∞ = 1.0. From here, we calculate the area equivalent diameter for an ellipse and

square cross section, and use an exponential fit between the 5 particle diameters for the

results of each cross section. We evaluate the exponential fit at the equivalent area diameter

and calculate the drag force from the coefficient of drag. From these evaluated forces, we

can calculate χ, and the corresponding ARD, Da. We show the tabulated ARD values in

Table 5.1, which are Da = 0.427 and Da = 0.709 for a square-like and elliptical particle

respectively. The process to calculate the ARD is shown visually in Figure 5.2, which is
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Circular* Square Elliptical
Shape equation x2 + y2 =

(
D
2

)2
x = y = D

(
D
2

)2
+
(
D
4

)2
= 1

area equivalent diameter - Dae 0.5 0443 0.707
aerodynamic diameter - Da = Dae

√
1
χ

0.5 0.427 0.709

Table 5.1: Particle shape functions and cross section diameter. *Circular particle is the
standard reference.

Select reference
particle, Da, ρp

Generate drag
coefficients, Cd,
for all shapes
using Re = f(D)

Fit drag coefficient data,
Cd = αeβRe + γ

Evaluate drag coefficient
fit (Cd,ae) at the area
equivalent diameter
Reae = f(Dae)

Calculate χ using
reference particle drag
force, Fd, and area
equivalent particle drag
force, Fae.

Calculate aerodynamic
resistance diameter,

Da = Dae

√
1

χ

Figure 5.2: The process to calculate the aerodynamic resistance diameter, Da, for an arbi-
trary shaped particle with area equivalent diameter, Dae.

done for each particle shape. The exponential fits are shown in Figure 5.3 which show the

calculated drag coefficients from the results of the simulations.

We note the challenges of matching the hydrodynamic drag with real coarse particulate

matter in 3D since particle imaging at such fine scales is usually done from 2D images, which

may distort the 3rd-axis dimension. However, our simulations are 2D and can be considered

infinite in the normal planar direction. For future 3D simulations, we could calculate a more

appropriate metric such as sphericity or Fernet diameter as is used in both experimental and

numerical simulation research of suspended particles.

For cilia-particle simulations, we seed these finite-sized shaped particles in the flow do-

main at the same constant location as in previous chapters, (x, y) = (−5, 12.5) µm, which

is directly left of center in the domain. Square particles are seeded in the flow initially with

their planar face perpendicular to the x-direction. Elliptical particles are seeded with their
75



Figure 5.3: Aerodynamic diameter matching for distinct particle shapes. The standard
reference circular particle is highlighted with a cyan arrow, along with the corresponding drag
coefficient value and calculated drag force from the simulations. All solid markers correspond
to the steady-state values of Cd from the simulation results. The solid lines correspond to
the exponential fit of the drag coefficient data values, Cd = f (Re) from simulation results
for both elliptical and circular particle shapes. The area equivalent diameters are denoted
using a vertical dash-dotted line, which are used to evaluate the drag coefficient values.
The evaluated drag coefficient values are shown as stars outlined in black, with coloring
corresponding to either the square-like or elliptical particle. R2 values for both square-like
and elliptical particle shapes are 0.9993 and 0.9993, respectively.
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major axis both parallel and perpendicular to the x-direction. Additionally, we do not pre-

scribe a particle-cilium contact model, thus no overlap or contact is experienced with the

particles.

We close this section by marking some important features about the problem configura-

tion we described in Chapter 3 and Chapter 4. In our simulations, we have allowed a finite

particle to be coupled to the flow completely, implying that the particle exerts some force on

the fluid, and the fluid exerts some force on the particle. Unlike the cilium, which only exerts

force on the fluid, these particles have feedback back from the fluid in the form of drag and

lift force as well as torque. Thus in our definition of particle shape and subsequent calcu-

lation of the ARD, we note that particle drag is calculated from a stationary configuration,

which holds the particle in place, disallowing rotation and translation. In our simulations

(and results that follow), we see that this is not entirely the case. Particles exhibit much

more complex motion than was previously analyzed by simply looking at trajectory paths.

It is the intention of our simulations to capture this complex behavior to give insight into

how finite-sized arbitrary shaped particle dynamics evolves over time.

5.2 Results

Having defined more precisely a fair comparison between particles of different shapes via

the aerodynamic resistance diameter, we now consider the effect that particle shape has on

clearance. More specifically, we aim to show that unless particles have equivalent ARDs,

their trajectories greatly vary. Moreover, we show that particles which have an aspect ratio

not equal to 1 have far more complex dynamics than those that are isometric. Finally, we

quantify differences between a tracer particle, an isometric particle, and a non-isometric

particle by studying their dynamic evolution in the flow.
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5.2.1 Finite-sized Particle Trajectories

Effects of Aerodynamic Resistance Diameter

We begin our discussion by comparing results from particle transport of equivalent cross-

sectional particle diameters (CPD), and equivalent aerodynamic resistance diameters (ARD).

Additionally, to get a baseline comparison, we only seek to compare these results in the single

infinitely repeating cilium unit, as the parametric space is smaller. First, in Figure 5.4, we

clearly see that for equivalent CPDs, the total arc length trajectory varies between particles

as compared to those with equivalent ARD. In fact, we arrive at the following conclusion,

when matching ARD, particles exhibit no change in their arc length trajectories. This is more

evident when considering the net displacement. In Figure 5.5, we see that both equivalent

CPD and ARD have almost equivalent transport. Of importance, however, is that tracer

particles have theoretically infinite drag, and thus always travel further than finite-sized

particles.

(a) Equivalent cross-sectional diameters (b) Equivalent aerodynamic resistance diame-
ters

Figure 5.4: Comparison of arc-length trajectory between CPD (left) and ARD (right) for
changes in cilium beat frequency f = 5− 25hz

These results on changing frequency and their effect on different shaped particle transport

seem very straight-forward, however, when introducing changes to the configuration via the

geometric parameters, more complex behavior is exhibited. While changes to periciliary
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(a) Equivalent cross-sectional diameters (b) Equivalent aerodynamic resistance diame-
ters

Figure 5.5: Comparison of net particle displacement between CPD (left) and ARD (right)
for changes in cilium beat frequency f = 5− 25hz

height do not change among particle shapes, these trends do differ across particle shapes.

In Figure 5.6, we see evidence that particle shape affects the arc-trajectories, and indeed, in

Figure 5.6a, elliptical particles exhibit less transport than the other shapes. However, when

matching the ARD, we see that circular particles exhibit less transport. All the particles

in Figure 5.6b have been matched via their (stationary) drag coefficients. It is clear that

isometry and the degree of roundness affects the trajectories. Additionally, we can see the

effect be more pronounced in Figure 5.7, where we see that for an equivalent CPD, particle

displacements are virtually identical across the increase in periciliary height. However, we

see more clearly in Figure 5.7b, that a circular particle and a tracer particle exhibit virtually

indistinguishable trends, whereas the other particle shapes clearly have less net displacement.

Finally, we turn to analyzing changes in domain length, which is equivalent to add or

reducing the spacing between a single repeating cilium unit. Again, we note that the overall

trends are unchanged from our circular particle trajectories and net displacements seen

in Chapter 3, however, as we introduce particle shape, we do see some differences in the

trends between shapes. In Figure 5.8a, we see that increased stratification across particles

occurs at larger domain lengths, while less differences are seen at smaller domain lengths (or

closer spacing). This is not conserved when matching ARD as is seen in Figure 5.8b, where
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(a) Equivalent cross-sectional diameters (b) Equivalent aerodynamic resistance diame-
ters

Figure 5.6: Comparison of arc-length trajectory between CPD (left) and ARD (right) for
changes in periciliary height hp = 20− 40 µm

(a) Equivalent cross-sectional diameters (b) Equivalent aerodynamic resistance diame-
ters

Figure 5.7: Comparison of net particle displacements between CPD (left) and ARD (right)
for changes in periciliary height hp = 20− 40 µm

the differences in arc-length trajectory between particle shapes at larger domain lengths is

reduced. Nonetheless, the cilium beat shape is still very effective at clearing and transporting

these particles, as is evident in the net-displacement over the entire domain length parameter

range. In Figure 5.9b, net displacements are very consistent among particle shapes regardless

of matching CPD with ARD. In all these trends, we point out again that behavior of particles

in response to domain length changes fundamentally changes their trajectories as is displayed

by measuring the arc length trajectory. The trends shown in Figure 5.8, are clearly non-
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monotonic, and the local minimum at ld = 60µm when compared to a longer domain length

(ld = 80), produces drastically different behavior.

(a) Equivalent cross-sectional diameters (b) Equivalent aerodynamic resistance diame-
ters

Figure 5.8: Comparison of arc-length trajectory between CPD (left) and ARD (right) for
changes in domain length hp = 16− 80 µm

(a) Equivalent cross-sectional diameters (b) Equivalent aerodynamic resistance diame-
ters

Figure 5.9: Comparison of net particle displacements between CPD (left) and ARD (right)
for changes in domain length ld = 16− 80 µm

Cilium Patch Transport of Arbitrary Shaped Particles

In this section, we present results for the transport of arbitrary shaped particles arising from

a cilium patch. However, in this section, all our results are presented by matching the ARD

with the circular particle, and as such, we expect to see less difference between shapes as
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compared to matching the CPD. However, as we be shown, particle shape, regardless of

matching ARD, affects transport in a non-trivial fashion. Beginning with what we have

established as a fair baseline for comparison, changes to the frequency again show no change

to the transport. However, we do note that in comparison to the single cilium scenario

particle shape does affect the total arc length trajectories as evidenced by Figure 5.10a.

(a) Arc-length trajectory (b) Displacement

Figure 5.10: Total arc length (left) and net displacements (right) for frequency range f =
5− 25 hz

In analyzing changes to periciliary height, in Figure 5.11a, we see fairly consistent trends

among different particle shapes when we increase periciliary height, but most notable is

the difference between a tracer particle and all finite-shaped particles. Conversely, the net

displacements are monotonically increasing as shown in 5.11b. Additionally, we see a minor

difference at higher periciliary height among particles, and additionally, tracer particles have

lower net displacements.

In exploring variation to the metachronal wavelength, we begin to see some of the more

complex behavior around particle transport. This is expected since changing the metachronal

wavelength offers particles a wider spatial beat orientation. More specifically, we see in

Figure 5.12a, that lower wavelengths produce less arc-length trajectories across particles.

However, for the first time, we see in our results largerlear evidence of divergent behavior

among an equivalent shaped particle (the elliptical cross-section), purely due to the seed

orientation. Nonetheless, the clearance of all these particle shapes, via measurement of the
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(a) Arc-length trajectory (b) Displacement

Figure 5.11: Total arc length (left) and net displacements (right) for periciliary height range
hp = 20− 40 µm

net displacement in Figure 5.12b, show that longer wavelengths (or more in sync cilia) are

less efficient.

(a) Arc-length trajectory (b) Displacement

Figure 5.12: Total arc length (left) and net displacements (right) for metachronal wavelength
range λ = 200− 1000 µm

We complete our analysis of finite-sized arbitrary particle shape transport by describing

changes as a function of the cilium patch density. Our results are similar to those described

in Section 4.2.2, but note some interesting differences. First, in response to changes in

domain length (Figure 5.13), we see that particle shape is more important at larger domain

lengths. More specifically, we see that in Figure 5.13a, the elliptical particles diverge from

circular and square-like particles after 35µm. This indicates that isometry affects transport

83



at larger domain lengths. However, the net transport remains relatively unchanged as is seen

in Figure 5.9a.

(a) Arc-length trajectory (b) Displacement

Figure 5.13: Total arc length (left) and net displacements (right) domain length range
ld = 30− 60 µm

When we analyze differences among shapes, arc-length trajectories are sensitive to changes,

but for the most part, particle clearance via net displacement is unchanged. However, when

looking at changes to inter-cilium spacing (Figure 5.14), we see evidence of particle shape

affect both the arc length trajectories and net-displacements. In Figure 5.14a, we see the a

clear divergence of the elliptical particle seeded in a perpendicular orientation from all the

rest of the particles. We remind the reader that all particles are matched via the ARD. Addi-

tionally, if we consider the net-displacement (Figure 5.14b), higher transport of an elliptical

particle, purely on the orientation of seeding, behavior is conserved. This result shows that

finite-sized particles, even when having identical shapes, can be greatly influenced by their

orientation in the fluid while being transported by beating cilia.

5.2.2 Translation and Rotation

In this section, we are looking to describe more carefully the effect that individual particle

orientation in the fluid can have on their trajectories. Up until now, we have analyzed indi-

vidual particle trajectories, their arc length and net displacement. However, as we previously
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(a) Arc-length trajectory (b) Displacement

Figure 5.14: Total arc length (left) and net displacements (right) inter-cilium spacing lc =
1− 6 µm

showed an equivalent particle shape that is not isometric can have differences in these mea-

sures. Thus, we begin our discussion by showing the orientation that a particle may have

in relation to its starting configuration. To that end, in Figure 5.15, we show a comparison

between a single cilium, and a cilium patch. The addition of multiple cilia in the domain

changes the net transport as is evident by how far the particles travel in the x−direction.

However, it is the orientation that we are interested in exploring more in detail.

In Figure 5.16, we plot the time course of the orientation, beginning at an angle that is

0 degrees relative to the x-axis. We are comparing the differences between particles in each

figure, and the baseline configurations between figures. What is most apparent at first is

the degree of transient behavior of each individual particle, as well as the magnitude of the

behavior. For example, within the first 3 periods, for the single cilium configuration (Figure

5.16a), we see that a particle makes a quarter turn during the forward beat cycle, and then

almost a quarter turn back into the original configuration. As the beat cycle progresses,

however, this effect is diminished, as the particle has now moved into a dynamic that is more

translation than rotation. This is indicated by the plateau in rotation angle at around the 8th

beat cycle. When considering the cilium patch model in Figure 5.16b, we see the emergence of

more dynamic rotation, with an increase to the rate as which rotation occurs. Additionally,

because we are concerned with a patch of cilia instead of a single cilium, the plateau in
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(a) Single cilium unit (b) Cilium patch

Figure 5.15: Comparison between baseline configuration for the single cilium unit (left) and
cilium patch (right). Each figure, shows the orientations of the individual particles, where the
top panel in each figure, corresponds to the circular particle, the second panel corresponds
to the elliptical particle oriented initially perpendicular to the x-axis, the third panel show
the same elliptical particle oriented initially parallel to the x-axis, and the bottom fourth
panel shows the square-like particle. The blue shaded domain is the length of the domain.
The orientation is depicted by showing a horizontal line that is black at the start of the first
beat cycle. As time evolves, this horizontal line rotates and is colored by its respective time
as indicated in the color-bar above the image.

rotation is shorter than in the case of a single cilium. However, it is here that we see better

insight into distinct particle shapes, and more specifically, how they change orientation. In

the single cilium case, the elliptical shapes have different magnitudes of rotation, where

the perpendicular ellipse follows closely the other isometric shapes. Similarly, in the the

cilium patch case, we see that the rotation of an perpendicular ellipse follows closely that of

an isometric shape, but after 5-6 beat cycle, the orientation now is reversed, and thus the

parallel ellipse now follows closely the isometric shapes.

We now look to analyze the extreme cases as we vary each parameter individually for

both a single cilium and a cilium patch. We begin by considering changes in the periciliary

height, since our baseline case is the bottom extreme of our parameter range (hp = 20µm),

thus we only consider the highest deviation at hp = 40µm. In relation to our baseline case,

the behavior is subdued, that is to say, the the angular velocity is reduced, and there is

a longer plateau where rotation does not occur. Additionally, having a higher periciliary

height reduces the orientation switch that was seen in the baseline case, which in this case
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(a) Single cilium unit (b) Cilium patch

Figure 5.16: Comparison of rotation angle between baseline configuration for the single
cilium unit (left) and cilium patch (right), for all particle types considered. In each Figure,
we plot the rotation in degrees from the initial orientation as a function of time. At an angle
of π/2, the particle has made a quarter turn rotation, switch, and at an angle of π, the
particle has now reversed its orientation. Of course, making a full complete rotation would
be indicated by an angle of 2π.

means neither the parallel ellipse nor the perpendicular ellipse make a full rotation.

(a) Largest periciliary height for single cilium (b) Largest periciliary height for cilium patch

Figure 5.17: Comparison of rotation angle between the single cilium unit (left) and cilium
patch (right), for all particle types, at a fix periciliary height, hp = 40µm.

Next, in Figure 5.18a, we show that for a single cilium, as the domain length decreases,

we see a decreased in the magnitude of rotation, compared to the longer domain. In Figure

5.18b, this is clearly the case as the particles tend to oscillate in each beat cycle, as time

progresses. However, when considering the cilium patch configuration (bottom panels of
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Figure 5.18), the magnitude of rotation is markedly increased, where the isometric particles

have made a full half rotation by the end of the simulation time frame. Additionally, when

the longer domain is longer (Figure 5.18d), the perpendicular elliptical particle shape has

plateaued and remains in the orientation switch, whereas the parallel elliptical particle has

almost returned to its original (although rotated by 180 degrees) orientation.

(a) Single cilium, ld = 16µm (b) Singe cilium, ld = 80µm

(c) Cilium patch, ld = 30µm (d) Ciliu patch ld = 60µm

Figure 5.18: Comparison of rotation angle between the single cilium unit (top panels) and
cilium patch (bottom panels), for all particle types. The left hand side images are the closer
in domain length, while the right hand side images are shorter in domain length

We now consider parameters for the cilium patch, which are not relevant for the single

cilium configuration. First, we analyze the changes in inter-cilium spacing, and plot the two

extremes at a length of lc = 1 − 6µm in Figure 5.19. These result reveal that the wider

spread cilium impact cilium rotation at a greater rate, as most particles have made a full
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180 degree rotation by the end of the simulation time, compared with the closer cilium,

which have not. Again, we see that the orientation for the perpendicular versus parallel

ellipse has switched. Finally, when considering the wavelength, we see that less cooperative

cilia (larger wavelength in Figure 5.20a) lead to a smaller rate of rotation, as the particle

traverses through the domain, it encounters cilia beating all in phase. However, at the smaller

wavelength, which imply the metachronal wave moves faster and therefore neighboring cilia

are more out of phase, the rotation rate increases.

(a) Smallest inter-cilium spacing for cilium
patch, lc = 1µm.

(b) Largest inter-cilium spacing for cilium patch,
lc = 6µm

Figure 5.19: Comparison of rotation angle between the extremes of inter-cilium spacing.

(a) Smallest wavelength for cilium patch, λ =
200µm.

(b) Largest wavelength for cilium patch, λ =
1000µm

Figure 5.20: Comparison of rotation angle between the extremes of metachronal wavelength.
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5.3 Discussion and Conclusions

In exposures to asbestos, fiber-glass, or wild-fire smoke, particle shape is of the utmost

importance, as these realistic scenarios lead to detrimental health effects. Most work on

clearance in the mucosal layer makes an assumption about transport, and in particular, that

tracer particles are sufficient to track and model clearance. Of course, when considering

flows at such a small scale, the Stokes number is much less than 1 and the Reynolds number

is closer to zero, which makes using infinitely small particles a fair assumption. However,

at these scales, understanding the effect by which finite-size particles have on transport,

would be useful in better understanding clearance of different inhaled aerosols. In this work,

we have showed, for the first time, how particles of arbitrary shape are transported in the

periciliary layer.

Our research shows several primary conclusions with relation to particle shape. We

find that while the shape does not affect the net trajectory, individual particle arc lengths

and shapes of trajectories greatly vary. Additionally, when considering the effect that only

one single parameter change from our baseline configuration, the trajectories themselves are

tremendously different, even if the change is as simple as a small increase in fluid layer height.

Perhaps that most striking result is that of the dynamics from non-isometric shapes, as it

is closest to reality. In our results, we find that the seed orientation, from the beginning of

the simulation, affects particle trajectories. This implies that certain particles could traverse

further when deposited in orientations that minimize the drag in the direction parallel to

the direction of mucosal clearance. Such results at this microscale have not been reported

previously, and we are the first to describe this phenomenon.

Nonetheless, the mucociliary escalator is extremely efficient. When considering particles

of equal cross-sectional diameter, differences are not significant. Further, we see that this

efficiency is still preserved with a larger domain. Specifically, we see that the net displacement

varies linearly with domain length, with a slope of approximately 2µm net displacement per
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cilium separation, indicating preserved clearance even in the absence of a dense ciliary brush

as is experienced in-vivo. Thus, in the case of decreased ciliary density as is the case when of

patients that are regular smokers [117], the ciliary clearance is still active. However, this is

not the only physiological change that occurs, as mucus production is increased and there is

“more” to clear. Our investigation of periciliary height changes also confirms this observation,

as a lower periciliary height indicates a smaller lubrication region in the realistic scenario.

And we indeed see reduced particle transport when decreasing the periciliary height.

Taking these results together with how our daily bodily functions change, we show that

the cilia escalator is incredibly resilient to exposures with particle clearance still being effec-

tive with smaller cilium patches, but further work is necessary to mimic the in-vivo process

more accurately. Our key assumptions revolve around working with a uniform Newtonian

fluid, which of course is not the case. Additionally, our 2-dimension simulation does not al-

low to fully explore 3-dimensional metachronal behavior, when in reality, the almost planar

beating of individual cilia do not impose these limits. Finally, the most important assump-

tion is regularity of the simulation domain, where our numerical model imposes a periodic

flow domain with regularly spaced cilium (or cilium patches). With the exception of only one

research study to our knowledge [118], most simulation work takes advantage of the regular

repeating behavior of cilium units, as we have done in our study as well. The natural next

steps would be to introduce more variability in the numerical modeling approach to study

how preserved cooperation is in the absence of repeating units of cilium or patches of cilia.

We are actively exploring these areas of research as we attempt to capture more realistic

particle clearance and microscale flow characterization.

91



Chapter 6

Mixing in the periciliary layer

6.1 Introduction

The preceding chapters are primarily interested with clearance of a particle that has de-

posited in the periciliary layer of the mucosal layer, and is directly above of the cilium or

cilium patches. Now, we turn our attention to the flow field characteristics that generate

this transport or lack thereof. Specifically, we look to describe mixing in the periciliary layer

flow field by visualizing its dynamics in more detail.

The most common description of mixing has been the folding and stretching of fluid

parcels as time marches that reduces the diffusion time scale to homogenize the fluid. In

realistic scenarios, the process can be very complex and occur at extremely short time scales,

such as turbulent mixing from high Reynolds number flows. When working with liquids of

similar to water with approximately equal densities, agitation from an external process (such

as a spoon stirring morning coffee), is relatively quick. However, in the absence of turbulence,

and at very small scales, achieving a well mixed state can be very challenging. Further, for

our area of interest, we ask several questions regarding mixing that require more in-depth

analysis: Does the periciliary layer fluid achieve a mixed state? If so, at what rate does this

occur? Does the description of mixing qualify as chaotic? Without proper analysis tools,

and proper mathematical theory, these questions are not easily answerable from traditional

flow visualization techniques. The associated mixing process without the aid of turbulence

was first termed by Aref [119] as chaotic advection. The associated body of research has
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been successful in helping answering these questions. It is not possible to survey the entire

field of literature here, however, for the interested reader an excellent review that captures

the earlier methodologies spanning turbulent to microfluidic mixing is given by Ottino [120],

and more recently an updated review on the original chaotic advection field is given by Aref

et al. [121].

This Chapter begins with an introduction to mixing by chaotic advection, which is in-

tended to give the reader a grasp of the complexity of the field by outlining some application

areas that help us define more thoroughly some concepts in the area of mixing. Then, we

give an outline of the methodologies used to quantify mixing, with special attention to those

that will be used in this chapter, specifically in Section 6.1.2. Finally, we close with the

importance of mixing in human biological flows and its relevance to human airway particle

deposition. In our results, we present several qualitative and quantitative metrics for mixing,

but also include an evaluation of numerical methodology since it varies slightly, from that

described in preceding chapters. We present differences in periciliary layer mixing for our

two main configurations: the single cilium and the single patch configurations. Finally, we

conclude this chapter with a discussion of the implication of our results.

6.1.1 Mixing by Chaotic Advection

Whether one considers the transport of the earth’s mantle or the chemical reactions occurring

at the surface of the human lung epithelium, these fluid dynamical processes all can generate

some form of mixing. However, for certain applications, the physical processes involved rid

the problem of turbulence due to the extremely slow convection relative to the long length

scales. In the case of mixing in the earth’s mantle, the length scales associated are in the order

of kilometers, but time scales are in the order of thousands of years, and Reynolds number is

on the order of 10−20. In the polymer and food production industries, highly viscous fluids

tend to dominate, and these macrofluidic applications still have Reynolds number than fall

well below the inertial limit (10−10 − 10−15) [122]. Additionally, fluid rheology adds the
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energy expenditure to not only move, but also mix the substances [123], making some of

these processes very expensive to maintain.

In line with our focus, the communities that study biological fluids and chemical pro-

duction industries are concerned with length scales that render fluid inertia negligible, or

somewhat negligible depending on the specific application. When considering a mixing pro-

cess, given the variety of problem types, there is considerable impetus for having standard

metrics and tools to assess how well a fluid is mixed that are rooted in sound theoretical

foundations.

6.1.2 Quantifying Mixing

Despite these complex applications of mixing, one can come up with a simplified description

of the mixing process. The simplest description of fluid mixing can be realized by considering

mixing two separate fluids dyed with different colors. This process could be pouring one fluid

from a container into the other, removing a membrane separating the two fluids, or heating

the container of these two fluids. In any case, different dynamics govern the selected process

but, nonetheless, the mathematical description can be formulated by considering that we

can measure some finite amount of one fluid, and track this finite amount during some

characteristic time of the process, and then calculate a quantity the describes how much of

each fluid has combined (or remained separate). For fluid dynamicists, the mathematical

description of the evolution of this fluid subset (the dye) borrows heavily from dynamical

systems theory and, more specifically, we can describe this using the following formulation:

∂x⃗

∂t
= v(x⃗, t), x ∈ S, t ∈ [t−, t+] (6.1)

where v is the smooth velocity vector field on a spatial domain S, over some finite time

interval [t−, t+]. In the context of fluid dynamics, this is the equation for the evolution of

Lagrangian particle trajectories, that we’ve called tracers, which have zero inertia and are
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infinitely small. Then, the flow of “dye” or fluid particles from some time t0 to t in [t−, t+]

is defined by the flow map,

F t
t0
=: x(t; t0, x0) (6.2)

where x(t; t0, x0) is the solution of the Lagrangian particle differential equations. Practically

speaking, this map defines the position of each Lagrangian particle at the time t at its initial

position, which is the subset of fluid dye that we are tracking. At the core, this description

utilizes the flow map F t
t0

to describe the mixing process both visually and mathematically.

From a continuum mechanics perspective, this mathematical description of the flow is akin to

following material lines in the continuum and, as such, the deformation tensor is an important

quantity that we will see is central to the quantification of mixing. In Figure 6.1, we show

two instances in time of one particular flow map from our single cilium simulations. In the

following sections, we describe the methods we use to characterize mixing the periciliary

layer, and their relevant utilization of this flow map.

(a) (b)

Figure 6.1: Initial (t = 12T ) and final particle (t = 12T−t0) positions used in the calculation
of the flow map for backward time integration. In 6.1a, the particles are advected backward
in time, by two beat periods (t0 = 2T ), while in Figure 6.1b, they are advected by four beat
periods (t0 = 4T ). The gradient colored particles are highlighted only to show a subset of
the entire flow domain seeded with grey particles from x ∈ [−1, 1] and y ∈ [0, 2], although
the entire set of seeded particles are advected.

One of the goals of tracking the fluid with the Lagrangian particle trajectories has been
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visualization of such processes and extraction of important information regarding the state

of the mixed fluid. In this section we present three different metrics, that all utilized the flow

map (Eqn. 6.2), and additionally, all give separate but useful information about the state of

mixing. In order to gain an understanding of how the flow field changes over time, material

lines and their evolution over time can be visualized by calculating the Finite-time Lyapunov

exponents of the flow field. The utilization of FTLEs can then be used to precisely extract

certain flow structures, but our use is heuristic and provides a useful tool for comparison

between other visualization techniques. Another powerful visualization tool developed by

Stone and Stone [124] additionally introduces the mixing number used by Ding et al. [109],

and its variants more recently by Chateau et al. [110] to quantify the rate of mixing in

ciliary flows. However, as we show in Section 6.1.2, the multiscale norm developed in the

work of Mathew et al. [125] and examined more recently by Thiffeault [126], allows for metric

that reduces its dependence on the resolving the smallest spatial scales. While these three

metrics are chosen due to their benefits in extracting information about the flow field, others

of course exist that could be utilized which are more common in experimental flows due to

the finite resolution of the systems used to capture Lagrangian dyes. In our tests, these three

prove sufficient to quantify the state of mixing in the periciliary layer.

Finite-time Lyapunov Exponents

The goal of determining FTLE fields is to identify Lagrangian Coherent Structures, LCS.

These LCSs, first defined by Haller and Yuan [127], provide a way to visualize material lines

in the flow that attract, repel, or shear particle trajectories (see [128] for an excellent review on

LCSs). These material lines correspond to areas of the flow where folding (attracting LCSs),

stretching (repelling LCSs), or swirling (shearing LCS). Identification of these LCSs and

their time evolution can elucidate complex flow phenomena by their direct visualization and

provide more precise quantification of particle transport. We chose to utilize the definition of

Shadden et al. [129], however, note that in certain cases this definition can lead to incorrectly
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defining Lagrangian Coherent Structures [130], even for incompressible flows, where the

volume preserving mapping due to divergence free velocity fields exists. Thus our utilization

of the FTLE field serves as a tool to qualitatively describe the patterns observed by our

other quantification methods.

Following [127] and [129], and utilizing our previous definition of the flow map in Equation

6.2, we describe the growth of a perturbation along a particle trajectory starting at x⃗ = x⃗0

after some time ∆t = t0 + T , which in time periodic flows can be the characteristic period.

The initial perturbation is defined as the distance between the two particles, and for t0 is,

∆x⃗(t0) = x⃗0 + δx⃗(t0). After time T , the growth in perturbation, ∆x⃗(∆t) = x⃗0 + δx⃗(∆t),

can be defined in terms of the flow map, ∆x⃗(∆t) = F t0+T
t0 (x⃗(∆t)) = F t0

t0 (x⃗(t0)) + δx⃗(∆t) .

Solving for the perturbation, we arrive at:

δx⃗(∆t) = F t0+T
t0 (x⃗(∆t))− F t0

t0 (x⃗(t0)) (6.3)

To calculate the magnitude, and therefore growth, of this perturbation, one can linearize

and ignore the higher order terms in Equation 6.3, and then calculate the Euclidean norm,

δx⃗(∆t) = δx⃗(t0)
dF t0+T

t0 (x⃗(∆t))

dx⃗
+O(δ2x⃗(t0)) (6.4)

||δx⃗(∆t)|| =

⟨
δx⃗(t0),

dF t0+T
t0

dx⃗

∗
dF t0+T

t0

dx⃗
δx⃗(t0)

⟩1/2

= ⟨δx⃗(t0), C(x⃗)δx⃗(t0)⟩1/2 (6.5)

where right Cauchy-Green deformation tensor, C(x⃗), is positive and definite with real eigen-

values λi, where i = 1...n where n is 2 or 3 dimensions. We note that the linearized magnitude

of the growth of the initial perturbation, ∆x⃗(t0), is the Euclidean norm between the initial

position of each particle and right Cauchy-Green deformation tensor times at that initial

point, which gives a local magnitude of the deformation. To arrive at the FTLE field, we

find the maximal stretching that occurs by calculating the eigenvalues and eigenvectors, not-
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ing that the determinant of right Cauchy-Green deformation tensor for incompressible flows

is 1, with 0 < λ1 < 1 < λi. Finally, the FTLE field is:

Λt
t0
(x⃗) =

1

|T |
ln
√

λmax(C(x⃗)) (6.6)

In practice, the FTLE is a scalar field defined on the fluid domain S formed by calculating

the right Cauchy-Green deformation, C(x⃗), on the flow map, F t
t0
, finding the eigenvectors

of 2× 2 matrix C(x⃗) at each (x, y) point, taking the maximum eigenvalue, and finally using

Equation 6.6 at every point in the fluid domain. This simplicity in calculating the FTLE

field has lead to its ubiquitous use. The next step in identifying the LCSs using the FTLE

field has been disputed, and more recently, Haller [130] have made a distinction between

simply using the maximal eigenvalues used here, and instead tracking the rate of evolution

of the material lines and the material line deformation [131]. While our goal here is to

investigate the properties that cilium configuration have on mixing, we can still use the

FTLE to heuristically analyze barriers to transport, which is evident with our other two

metrics.

The Mixing Number

As we described earlier, the flow map defined in Equation 6.2 requires seeding a relatively

dense array of particles in the field of view, and evolve the trajectories over your time of

interest. This could lead to conflicting priorities when attempting a design optimization

problem. At one end, seeding “just enough” particles in the flow field would lead to faster

computation times, on the other, resolving the fine-scale resolution dynamics could expo-

nential increase memory usage and computational times. When considering flow fields from

experimental or numerical results, there is an inherent discrete velocity field scale which must

be adhered to from limitations to the computational resources or the measuring acquisition

hardware. Nevertheless, when working on an optimization problem that seeks to answer

how well certain parameters affect the mixed state of a fluid, faster computation times are
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preferred with insensitivity to spatial and temporal resolutions of computations.

In Stone and Stone [124]’s work on mixing in microfluids, the authors were concerned

with efficient computation of the mixing properties that a particular configuration of their

micromixer had. Once a method was determined to be viable, with an appropriate metric,

the parametric study would be performed, and the state of mixing could be evaluated across

configurations. Their method, frames this problem ingeniously by considering the time

duality of the forward- and backward-time flow map. Put simply, we summarize the question

they posed as follows: if we look at a uniform set of particles at some time t = T seeded in

our flow domain S, where must they have originally been in order to arrive at this current

location. This framing allowed the authors to conduct an extremely extensive parametric

study of many design parameters of a serpentine channel, and gave rise to stunning images

of mixing inside of a droplet as it traversed the flow path.

This specific method, and its simplicity, has also been fairly popular in the microfluids

community. However, we will note that the authors considered analytical velocity fields,

where the position of each seed particle is explicitly given by direct (albeit numerical) inte-

gration of the ordinary different equation of the map. This small, but important distinction

means that the velocity field introduces no error into the numerical computation of the

flow map. In discrete velocity fields from experimental observations, or solutions to the

Navier-Stokes equations, there are sources of error from the temporal and spatial resolution

of acquiring these solutions. Nonetheless, due to its simplicity, we still view it as a valuable

tool, and additionally, we address the differences in error when acquiring the velocity field

numerical, as we have done.

To begin, we describe more formally the method used in [124], and its main benefit to

the rapid imaging of mixing in time and the calculation of the mixing number. If we take the

flow map defined in Equation 6.2, the positions of each individual particle is defined on the

original resolution’s seed density, (xi, yi), and time span ranging from [t−, t+]. Since we are

concerned with the initial position at t = 0 (and therefore initial dye coloring), Equation 6.2
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maps the final positions when integrating backward in time from t0 = T to t = 0, F 0
T . From

here, we can subset the the entire flow domain, at t = 0, into, for example, two distinct colors

of fluids stacked next to each other (center inset in Figure 6.2). Once you have the positions

from the flow map at t = 0, and have defined the boundaries of the initial coloring, you

map that specific coloring to the regularly spaced original resolution for each point, xi, yi.

This mapping, called by the authors the backward image trace, gives you a regularly spaced

resolution image of the coloring distribution, at your integration time mapping, t = T (left

inset in Figure 6.2).

From here, one can calculate a type of norm on the distance separating the two subsets of

the mapping. We define all the particles belonging to one dye as set A, and all the particles

belonging to the other dye as set B. Then, for the distinct colored particles in Figure 6.2, we

can define every particle position in each of two sets, as xi ∈ A, for i = 1, .., N and xj ∈ B,

for j = 1, ..,M , for N particles in set A and M particles in set B, where A∪ B are the total

number of particles, M + N , in the fluid domain, F . Additionally, we define the operator,

d(xi, xj), as the distance between a single particle in set A and a single particle in set B.

Finally, we can assemble the mixing number, Equation 6.7, by taking minimum distance

between a single particle in set A and all of the particles in set B, squaring those distances,

and averaging over the number of particles in set A

m(t) =
N∑
i=1

(minj∈M{d(xi, xj)})2

N
(6.7)

Conversely, one can do the forward integration problem, and subset the entire flow do-

main at the initial time. However, as time elapses forward, the material lines that can be

identified by LCSs in the flow field will drive particles to be either attracted or repelled from

these material lines, diluting the overall image and creating non-uniformed particle locations.

Additionally, calculation of a proper mixing rate metric would be polluted by these diluted

images. Thus, by using the backwards image trace you can get a non-spatial resolution

dependent metric of mixing. In the center inset of Figure 6.2, we show the initial seeding
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Figure 6.2: Visual representation of the initial locations of particles at t = 0 (center inset),
the labeling from the backwards in time flow map F t=0

t0=12T (left inset), and the labeling from
the forwards in time flow map F t=12T

t0=0 (right inset). Single cilium shape shown for one full
beat cycle, with forward stroke shown in red, and backward stroke shown in blue.
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locations for our single cilium test problem described in Section 3.1. When integrating the

Lagrangian velocities for each particle forward in time, and keeping their initial coloring, we

would see a disparate image (right inset of Figure 6.2), which shows clearly the benefit of

using the backwards image trace. We remark that the seed density here is relatively high,

and is limited by the background velocity field, as we will now describe.

However, we pause here to describe the differences between having an analytical descrip-

tion of the velocity field, and a discrete (whether numerical or experimental) one. In their

paper, Stone and Stone [124] did successfully showed an independence on the number of

seeded particles. As they increased their particle density, their calculation of the mixing

number converged to a single value. However, the background mesh resolution is infinite, as

they had an analytical form for the velocity field. Additionally, their comparisons to other

metrics, such as the classical intensity of segregation, does show a dependence on the chosen

resolution, thus justifying the usage of the backward image trace and subsequent mixing

number calculations. Since we do not have an analytical flow field defined at every point,

our numerical simulation results depends highly on our choice of ∆x and ∆t as described

in Section 2.3. So, we set out to show that the inclusion of more fine scale dynamics by in-

creasing our time scale undoubtedly affects our mixing number calculations, and subsequent

extraction of the rates.

Our goal here is to show the effect that differences in the background velocity mesh

resolution as well as the number of particles seeded in the domain have on our resulting

mixing number calculations. In Figure 6.3, we set out to show the variation in snapshots

that occur when simply increasing the resolution of the background mesh, while keeping

the seeded particle density constant (seeded particles match the finest background mesh

at a ratio of one particle per mesh point). As is seen from the distinct snapshots, lower

resolutions do not fully capture the particle dynamics, and suggests that increased particle

density for a fixed mesh size simply does not add any additional information. In Figure

6.4, we perform a thorough evaluation of the mixing number calculations at different seed
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resolutions and background velocity resolutions from the results of our numerical simulation.

As we clearly see, as we increase the number of seeded particles (from left to right), the rate

and absolute value of the mixing number decreases by several orders of magnitude, but

appears to converge. This is in line with what is reported in [124], since they they performed

a convergence study by increasing number of tracers on an infinite resolved background

velocity field. Additionally, for a fixed seed tracer resolution, increasing the background

mesh resolution has diminishing returns, but is necessary, since an increased mesh resolution

reveals more fine scale dynamics as evident from the snapshots in Figure 6.3.

(a) (b)

(c) (d)

Figure 6.3: Mixing number snapshots across 12 cilium beat cycles at 4 distinct times. In
each panel, we show an increase in background velocity resolution from ∆x = 1

nx
for nx = 8

to 64. All initial seeding locations are the same, and all numerical simulations are performed
at a constant value of viscous CFL β = 0.4096.

Multiscale Mixing Norm

As we have clearly shown in the previous section, having to resolve such fine scale dynamics

to capture the mixing process, and subsequently quantifying can be in some case numerically

expensive, and experimentally infeasible. In the work by Mathew et al. [125], a new approach

to quantify the mixed state was prompted by reducing the fine scale resolution requirements
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Figure 6.4: Mixing number dependence on initial tracer seed density, and spatial mesh
resolution. Each graph, from left to right, shows an increase in the seed density (lower
number of tracers, from 16 to 128). Within each graph, the background velocity field spatial
mesh resolution is increased, from ∆x = 1

nx
= 1

8
to 1

128
. depicted by the different line colors.

Note, we plot the mixing number normalized by the initial value at t0, namely m/m0.

which can be resolved but requires long compute times, such as the one presented in the

previous section. The method uses many of the same assumptions regarding the evolution

of the flow map, but frames the problem using the classical notion of a passively diffusing

tracer (and subsequent elimination) to present a novel metric that can be used to smooth

out the fine scale dynamics.

We begin this discussion by presenting the classical convective-diffusion equation of some

scalar quantity, θ.
∂θ

∂t
+ u⃗ · ∇θ = κ∇2θ (6.8)

This quantity can be thought of as the concentration of some scalar quantity, (dye or chem-

ical) that is advected through the domain by diffusion and convection. θ(t), in the domain,

can be measured and quantified to extract a state of the mixing process. This is analogous to

our description of the flow map, with the added complexity of diffusion. In the calculation

of the flow map, we assume that the passive tracers are not diffusing. Nonetheless, this
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description will be revisited when presenting the mix-norm.

In measuring the state of mixing, the variance of concentration could be quantified by

evaluating

Varθ = ||θ||2 − ⟨θ⟩2 (6.9)

where

||θ||2 = 1

|F|

∫
F
θ2dF , ⟨θ⟩ = 1

|F|

∫
F
θdF (6.10)

This description is the classical intensity of segregation described in the previous section,

which as was shown in [124], for example, to be scale dependent. This known fact has

made quantification of mixing challenging for those practically trying to design optimization

processes around mixing. Nonetheless, this metric is useful and has sound theoretical basis

for the trend of the variance of θ. For incompressible flows, ∇ · u⃗ = 0, in the absence of

concentration sources or sinks (as in our case), it can be showed that the variance, Varθ, is

monotonically decreasing and the first and second moments follow

d

dt
⟨θ⟩ = 0,

d

dt
||θ||2 = −2κ||∇θ||2 (6.11)

resulting in the following rate of decay of the variance of the concentration over time

d

dt
Varθ = −2κ||∇θ||2 (6.12)

There is a considerable amount of literature on studying the rate of scalar decay, and in par-

ticular, we see in Equation 6.12, velocity does not make an appearance directly. This makes

tracking the variance a relatively easy task, track a passive diffusing tracer and measure its

decay over time to measure mixing. However, this can be difficult when the mixing process

occurs rapidly or at such small scales that tracking the rate of decay of variance becomes
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infeasible. The rate dependence on κ dictates what scales must be resolved in order to track

the mixing rate, and for even small scales, the diffusion of this passive scalar can be much

much smaller spatially or temporally than those that one wishes or can resolve. Thus we

wish to have a scenario that allows us to quantify mixing independently of the diffusion.

We start considering the pure advection equation, by ignoring the effect of the diffu-

sion component, and effectively setting κ = 0. This is the exact equation describing the

concentration evolution of our flow map defined in 6.2, only that we had no interest in the

concentration gradient, but the deformation gradient instead. Regardless, with this descrip-

tion of passive advection of a scalar, we can continue our measurement of the variance by

doing the same process as before.

∂θ

∂t
+ u⃗ · ∇θ = 0 (6.13)

This seems problematic at first, since now that means that our decay of variance, Equation

6.12, now equals zero, implying that there is never a mixed state, and the purely advecting

concentration field cannot longer be used as to measure of mixing. However, a particular

Sobolev norm on the concentration field as proposed by Mathew et al. [125] does allow

quantification of mixing. Additionally, using only the advection equation to define mixing

is closer to mixing property in ergodic theory. While the mathematical derivation of mixing

in the sense of ergodic theory is outside the scope of this dissertation, we point the more

mathematically inclined reader to read the review by Thiffeault [126] for a comprehensive

derivation, the generalization of the original mix-norm, and its application to flows in the

presence of sources and sinks. Finally, we define the multiscale mix norm on a concentration

field θ,

||θ||Ḣ−1/2 : = ||∇−1/2θ||2 (6.14)

||θ||Ḣ−1/2 =

(∫
F
|(−∇2)1/2θ|2dF

)1/2

(6.15)
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Figure 6.5: Initial concentrations for two separate domain length cases. The top panel shows
the domain for 2×2 repeating square with, while the bottom panel shows an increased domain
of length 4.

where Equation 6.15 is the homogeneous Sobolev norm on space Ḣ−1/2. We can view this

in terms of the Fourier transform of θ, and recast this norm as

||θ||Ḣ−1/2 :=

[∑
k

|ĉk|
(1 + π||k||2)1/2

]1/2
(6.16)

where k corresponds to the wave vectors of the Fourier transform of θ, ck. We note that

the initial concentration field must have mean zero for this definition of the norm. In the

case of our initial seeding “dyes” from our previous mixing number calculation, the mean of

the concentration is indeed zero. However, for calculation of the mixing norm, we adopt the

following initial concentration gradient equation

θ(x, y) = sin

(
2π

ld

)
(6.17)

with concentration values of theta ranging from -1 to 1. We can see this visually represented

in Figure 6.5. We note that for our calculations, our domain is not square for all cases,

but is indeed periodic in the x direction. We mark the domain limits, and the repeating

concentrations that are used for calculation of the mix-norm.
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Figure 6.6: Mix-norm dependence on initial tracer seed density, and spatial mesh resolution.
Each graph, from left to right, shows an increase in the seed density (lower number of tracers,
from 16 to 64). Within each graph, the background velocity field spatial mesh resolution is
increased, from ∆x = 1

nx
= 1

8
to 1

128
. depicted by the different line colors. Note, we plot the

mix-norm normalized by the initial value at t0, namely θ/θ0.

We can now use our test problem to compare the mix-norm to the mixing number from

before. In Figure 6.4, we showed that in the absence of the infinitely resolved velocity field,

our mixing number calculations are mesh resolution dependent. Now we calculate the mix-

norm on those same cases, and as we can see in Figure 6.6, there is significant improvement

from the mixing number.

6.2 Methods

Having defined the various measures for mixing, and their corresponding strengths, we now

seek to employ these methodologies to analyze more carefully the flow field that is generated

by both a single cilium and a patch of cilia. Up until now, we have been utilizing an adaptive

mesh refinement strategy in IBAMR to capture the dynamics of particle transport. We now

are interested in simultaneously seeding densely infinitely small particles in the flow field.

As we showed in Section 6.1.2, visual representations and their corresponding metrics can
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be dependent on the scale at which the flow map is calculated. Thus, for all calculations

presented herein, we make use of the finest mesh found in our verification work that provided

reasonable convergence without excessive use of computational time. Our choice for viscous

CFL continues to be β = 0.4096, with a mesh resolution of ∆x = 1
nx

= 1
64
, and a time step

of ∆t = 1× 10−5.

Additionally, we present all visualizations on the 2 × 2 window which is a subset of the

whole periodic domain, centered at the x = 0 plane. In the case of our test problem, this

corresponded to the center of the domain, and encapsulated the entire flow field. However,

for our parametric variations in configuration geometry, the domain need not remain equal

along the x− and y−directions. Thus in order to compare between an increase in geometric

domains, we keep the window constant, and report parameters for that window. This can be

visually extract from the Figure 6.2, where the grey box indicates the visualization window,

and the whole flow domain be interpreted as being of length ld and height hp within the

entire domain. In some cases, this window corresponds to the entire flow domain height and

length.

6.3 Results

Our goal is to visualize the mixing process over time and quantity the effect that selected

parameters (beat frequency, domain length and height, metachronal wavelength, and inter-

cilium spacing) have on the flow field. We seek to answer the following questions:

• How do configuration parameters affect the mixing process over time?

• Is there clear evidence of transport barriers in the flow?

• Does there appear to be chaotic advection in the flow? If so, what parameters promote

or prevent this mixing?
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In order to answer these questions, we organize our results by first presenting direct visual-

ization of the mixing process via the backward image trace presented in section 6.1.2. These

compelling images are then analyzed more carefully heuristically by calculating the FTLE

field of the flow. Then, we discuss our findings on chaotic advection by calculating both the

mixing number, and the multiscale mix-norm of the passive advection of a scalar. Finally,

we present differences in the mixed state for various configuration parameters between a

single cilium and a cilium patch.

6.3.1 Transport Barriers in the Periciliary Layer

The results of the mixing process can lead to beautiful captivating images. We present one

set of images to show the richness of the mixing process and highlight a few key observations.

In Figure 6.7, we show a comparison between the baseline configuration for a single cilium

(right panels) and the changes to the periciliary height (left panels). These panels show the

time evolution of the mixing process, beginning at the first quarter beat period (first row,

leftmost column), and ending at the last period (last row, rightmost column). Since these

result depict only a single cilium in a periodic domain, the simple change from increasing

the domain height, drastically changes the mixing snapshots, and subsequently the rates.

Nonetheless, our goal here is to qualitatively describe this process, and then by use of the

FTLE field, gain more insight into the time evolution of this process.

By utilizing the FTLE field, we can heuristically determine transport barriers by ex-

tracting information about the Lagrangian Coherent Structures. In Figure 6.8, we see the

ridges of the forward (or repelling material) FTLE field (denoted by the color bar as green)

grow over time and indeed also showcase the areas of highest mixing that are present in the

time sequence snapshots in Figure 6.7. When comparing these images to the backward (or

attracting material lines) FTLE field in Figure 6.9, we see that the there are filaments that

emanating from the core mixing region. Taken together, these FTLE fields showcase what

happens in the mixing snapshot. Near the base of cilium, fluid is stretching and folding,
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where the material lines are crossing. However, as time evolves, the magnitude of the FTLE

decreases, and the sharpness of the ridges becomes more convoluted, which is why this par-

ticular analysis method could lead to incorrectly identifying these ridges. Nevertheless, these

can be useful in analyzing the mixing characteristics of the flow field.

(a) Frequency f = 10hz (b) Height hp = 40µm

Figure 6.7: Time sequence of two parameters. The left panel set corresponds to the baseline
configuration for a single cilium, and the right panel set corresponds to the case when
increasing the periciliary layer height hp.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6.8: Forward FTLE field for a single cilium case with the baseline configuration on
the top panels, and periciliary height change to hp = 40µm on the bottom panels. FTLE is
evolved over one beat period, from left starting at t = T, 4T, 8T to 12T .

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6.9: Backward FTLE field for a single cilium case with the baseline configuration on
the top panels, and periciliary height change to hp = 40µm on the bottom panels. FTLE is
evolved over one beat period, from left starting at t = T, 4T, 8T to 12T .

One prominent feature that is missing from the FTLE fields, is the filamentous compo-

nents that arise towards the end of the beat cycle. We reproduce a more pronounced case in
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Figure 6.10, which is the equivalent to the test case we used in Section 6.1.2 to explore the

fine-scale dependence on mixing number. What is missing in the description of the FTLE

field is the emergence and stretching of these areas. However, we point out that we can visu-

alize these areas due to the periodic nature of the problem set up. That is to say, we have an

infinitely repeating sequence of black and green dyes, and as such, it is replenished as time

moves forward. However, in the calculation of the FTLE field, we do not reintroduce par-

ticles in the domain as, technically speaking, the deformation gradient would dramatically

increase due to the particle instantly traveling to another point in the domain. Artificially,

we could reintroduce these into the domain, and these features would indeed appear, (since

the deformation gradient calculates the separation between a point at the right hand side

of the domain and one on the left hand side that was just reintroduced) but this change

in magnitude would overshadow the core mixing ridges that we see are prominent near the

base of the cilium at the domain’s center. Nonetheless, taking the forward and back FTLE

fields, the appearance of maximal ridges that intersect, along with the images created with

the backward image trace method, we can say almost, conclusively say that chaotic mixing

occurs in the periciliary layer. In the following section, we are concerned with quantitatively

showing this.

Figure 6.10: Frequency f = 10hz, height hp = 20µm, domain length ld = 20µm
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6.3.2 Chaotic Advection

The principal question that we aim to answer in this section is “Is there chaotic advection in

the periciliary layer?”. While few have attempted to confidently say that chaotic advection

occurs [48, 110], others have alluded to the potential existence of chaos [49, 56, 109, 132].

In this section, we aim to show that chaotic advection does exist to a certain degree in this

system and, more importantly, only in the vicinity of the cilia.

We first aim compare the difference between the mixing number and the mixing norm,

and in particular, we show that the mixing number, while an effective measure in certain

scenarios, can lead to over predicting the rate of mixing due to the fine scale resolution

requirements of the velocity field. For all the results presented in this section, we present the

mixing number or mix-norm, normalized by the initial values at t0, that is, we plot m/m0

and θ/θ0. As a sample case comparison, we first present results for a single cilium over

across a range of frequencies which correspond to the top panel in Figure 6.18. From visual

inspection, we can see that all three images produce the same results, and thus the mixing

number and mixing norm produce the following graphs,

(a) Mixing number (b) Mixing norm

Figure 6.11: Comparison between the mixing number and mixing norm for a single cilium
repeating unit.

which are all unchanging as a function of period.

In this comparison 6.11, we notice that magnitude of the metric is different, but more

importantly, the rates behave differently. Although the magnitudes are different, what we
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are interested in is the estimation of the rate which corresponds to the slope of these lines in

comparison another case, not between the mixing number and the mix-norm. The mixing

number has a steady decrease is and almost linear, a hallmark of chaotic mixing. On the

other hand, we see that the mix-norm has a sharp linear decrease within the first 3-4 periods,

followed by what appears to be steady-state condition. When evaluating these results with

the mixing time sequence, we can arrive at the following conclusions: 1) the mixing number

weighs the fine scale mixing process more heavily than the mix-norm which is evident from

the regularity in the rate decrease, and 2) the mix-norm shows the existence of two time

scales, the core is mixed rapidly at the beginning, and the stretching but not folding filaments

are mixed at a slower time scale.

We further explore this effect by comparing the bottom panel in Figure 6.18, which

now show differences in the domain length. In this case, the domain in increased from

ld = 20−100µm. As we can see in the panels, the smaller the domain, the more filaments we

see, and the longer the domain, the less filaments emerge. We compare the mixing number

to the mixing norm in Figure 6.12. One prominent feature of the mixing number time course

is the regularity in the decrease. Additionally, the mixing number for the highest separations

are reversed, that is mixing is less effective at a domain length of 60 compared to 80, and then

there is a transition at around 6 periods. When inspecting the time course snapshots, this

is the point where dye from the periodic domain has been introduced into the measuring

window, and thus calculation of the mixing number can underestimated. However, when

comparing these results to those of the mix-norm (6.12a), such an effect is non-existent, and

in fact, the time at which this occurs corresponds to the beginning of including filaments

in the domain, which are quantitatively mixed at a slower rate since there is no folding

in that region of the domain (as evidence by the FTLE fields). Additionally, we can see

across all 5 domain lengths, that the rapid initial decrease of the mix-norm corresponds to

fluid being drawn into the flow domain and subsequent mixing at the cilia core. The much

smaller decrease in the mix-norm corresponds to the rate of inclusion of the filaments in the
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mixing snapshot, which by the time that this occurs, the core mixing region is essentially

homogeneous.

(a) Mixing number (b) Mixing norm

Figure 6.12: Comparison between the mixing number and mixing norm for a single cilium
repeating unit.

Finally, we now can conclusively answer our initial question posed, and with more quan-

titative evidence, that does not over- or under-estimate the mixing rates. In Figure 6.13,

we plot the mixing number and the mix-norm for our final case of comparison, changes in

periciliary height, hp. Inspecting the mixing number, shows a clear picture of chaotic mixing,

albeit stratified by less mixing corresponding to higher domain heights. When inspecting

the mix-norm, we can see the transient behavior exists again at the beginning with the core

homogenization occurring rapidly. We also see the transient inclusion of filament region, be-

ing weighed more heavily compared to the mixing number, which are indicated by the large

fluctuations in the mix-norm. These mix-norm trends, along with the trends for frequency

(Fig. 6.11), and domain length (Fig. 6.12), show the existence of two regions in the peri-

ciliary layer, one that is mixed rapidly (the cilium core) and one that is mixed more slowly

(filament region above the cilium tip). In our calculation of the FTLE field, the cilium core

was clearly delineated. In our calculation of the mixing number, the fine scale mixing rate

was overestimated by inclusion of the filamentous region, and in essence averaged upward.

In our calculation of the mix-norm, we see the rates of mixing delineated by the first rapid

mixing in the core, and then following a longer slower filaments that are stretching in above

the cilia tips. Is there chaotic advection? Yes, at the cilium core. Is there chaotic advection
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across the entire domain? Not always, since the the rate of folding for the filamentous region

might not be chaotic.

(a) Mixing number (b) Mixing norm

Figure 6.13: Comparison between the mixing number and mixing norm for a single cilium
repeating unit.

6.3.3 Cilium versus Cilia Patch Mixing

In this section, we compare the features of mixing when comparing a single cilium to a cilium

patch. We note that in this section, due to the higher number of cilia in the domain for a

cilium patch, oscillations during a single beat period are larger in magnitude. Thus we report

the mix-norm on a per period basis, instead of the finer resolutions we have been reviewing

before. We begin by discussing frequency changes which are plotted in Figure 6.14. The

magnitude of the mix-norm decreases very similarly, however in the case of a cilium patch,

there is an increase in the rate in the first few beat cycles when compared to a single cilium.

This is attributed to the increase in inclusion of filaments in the region above the cilium

tips. As was described in Chapter 3.2, the flow rates increased when compared to a single

cilium, so there is a net increase of the rate by which fluid is reintroduced into the region

above the cilium tips. Additionally, this is seen as a leveling off of the mix-norm after the

initial decline.

Next we compare the differences when increasing the domain length. In both the single

cilium and the cilium patch configuration, the mixing is increased with a smaller domain.

When considering a single cilium, the mixing rate is much faster for when the domain length
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(a) Single cilium (b) Cilium Patch

Figure 6.14: Comparison between of the mix-norm for a single cilium repeating unit and a
cilium patch for variation in frequency f .

is decreased, which is attributed to the increase in fluid into the mixing zone. However,

as domain length is increased, the mix-norm decreases slower, since all the fluid that has

been introduced into the domain has been properly mixed in the core cilium region, and the

filament region has not been replenish. We see this process show a smoother transition in

the mix-norm rates for a length of ld = 60 µm and higher, as the filament region is slowly

replenished, and the initial rapid transients have already mixed the cilium core region, thus

only the filament region now contributes to the mix-norm. In the cilium patch configuration,

these transition are seen at a finer domain length resolution. In the case of the smaller domain

lengths, the transient region occurs very rapidly, whereas in at the higher domain lengths,

the filament region dominates the magnitude of the mix-norm as is evidenced by the sharp

decrease, and subsequent increase.

(a) Single cilium (b) Cilium Patch

Figure 6.15: Comparison between of the mix-norm for a single cilium repeating unit and a
cilium patch for variation in domain length ld.
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Moving on to our last comparison between between a single cilium and a cilium patch,

we present results when periciliary height is varied. In all cases, both the single cilium and

cilium patch, we see the initial transient dominating the mix-norm. Later in the process,

the observed oscillations are attributed to replenished fluid into the filament region. How-

ever, since the cilium patch clears fluid at a faster rate compared to the single cilium, the

magnitude of the last peak in the last 4 beat cycles in Figure 6.16 is much lower as seen

when comparing the last two snapshots in Figure 6.18 and Figure 6.19, corresponding to a

periciliary height of hp = 40µm. Additionally, the initial mixing transient is much faster

in the case of a cilium patch compared to the single cilium, which is expected. However,

it is important to note that again, in all cases, the height does not play a prominent role

in affecting the mix-norm, as indicated by the periodic collapse of the mix-norm as time

evolves.

(a) Single cilium (b) Cilium Patch

Figure 6.16: Comparison between of the mix-norm for a single cilium repeating unit and a
cilium patch for variation in periciliary layer height hp.

In our final analysis of the mixing in periciliary layer, we present changes to wavelength

and inter-cilium spacing. The metachronal wave regime is in the higher end of the spectrum

thus we expected to find little changes to the mix-norm. Unlike in the case of finite-sized

particle clearance, the mix-norm metric does capture the temporal shift of reintroduction of

fluid to the filament region, albeit by a spatial shift in the metachronal wave. As is clearly

seen in Figure 6.17a, the second peaks from the filament region stretching is only temporal

shifted. Interestingly, the core mixing region near the cilium patch seems unaffected by the
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wavelength. When considering the inter-cilium spacing in a patch, however, we see this same

temporal shift once again. This is of course due to the dependence of phase lag between cilia

on wavelength and spacing. Nonetheless, this effect is accentuated at smaller spacing, since

the phase lag is smaller. As we increase the cilium spacing and effectively increase the phase

lag, the effect of the filament region is attenuated, which is indicated by a reduction in the

peaks in Figure 6.17b for ld > 4.0µm. In fact, when considering the panels in Figure 6.19

for inter-cilium collectively, the difference in the core mixing region is when there is a higher

inter-cilium spacing begins to ‘bleed’ into the filament region.

(a) Metachronal wavelength λ (b) Inter-cilium spacing

Figure 6.17: The mix-norm for a cilium patch for variation in metachronal wavelength λ
and inter-cilium spacing lc.

6.4 Discussion and Conclusions

Mixing in the periciliary layer contributes to several important physiological functions. Par-

ticles with sizes that are in the nanoscale range and are potentially harmful must be absorbed

by the immunological defense mechanism at the lumen of the tracheal wall. Additionally,

cells that secrete important biological markers that communicate with neighboring cells must

be transported (by diffusion or with chaotic advection) over several cell-width lengths. It is

still an open question as to whether cilia communicate through hydrodynamic interactions

or whether there are chemical markers that help them coordinating across distances that are

orders of magnitude larger than their length. Thus, it was the aim of this chapter to give a
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Figure 6.18: Mixing state for all parameters considered in the single cilium configuration
after 12 beat periods (t = 12T ). Each row is ordered by increasing parameter value, indi-
cated by the number below the image. Top row corresponds to changes in frequency (f),
middle row corresponds to changes in periciliary height (hp), and bottom row corresponds
to changes in domain length (ld). Baseline configuration is indicated by the label “baseline”
and corresponds to that particular column.
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Figure 6.19: Mixing state for all parameters considered in the cilium patch configuration
after 12 beat periods (t = 12T ). Each row is ordered by increasing parameter value, indicated
by the number below the image. First row corresponds to changes in frequency (f), second
row corresponds to changes in wavelength (λ), third row corresponds to changes in periciliary
height (hp), fourth row corresponds to changes in neighboring cilia spacing height (lc), and
fifth row corresponds to changes in domain length (ld). Baseline configuration is indicated
by the label “baseline” and corresponds to that particular column.
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more quantitative description of mixing in the periciliary layer in response to changes that

may occur in the presence of disease or acute exposures to inhaled aerosols.

In this chapter, we have systematically varied a series of physical and geometric parame-

ters affecting the rates at which transport occurs in the periciliary layer, and quantified the

effects that these changes have on mixing. In our model, we considered the mucus layer an

immovable wall at a distance above the beating cilia, and carefully analyzed the whole flow

field dynamics. We have conclusively shown that mixing in the periciliary layer is indeed

chaotic, and the influence of chaotic advection appears to be segregated into two distinct

regions, the core mixing region near the cilium base, and a stratified filament region above

the cilium tips. By use of the finite-time Lyapunov exponents field and visualization using

the backward image tracing method, we were able to distinguish between these two layers.

With the calculation of the multiscale mixing norm, we were able to distinguish how each of

these layers affects mixing. More specifically, these two delineated rates are apparent when

viewing the mix-norm and the backward image traces together.

The largest effect on mixing came from having cilia closely packed together. This is no

surprise, since it has long been known that ciliary function requires densely packed cilia that

all coordinately beat in synchrony to propel a mucus layer towards the throat. However, we

defined “closely packed” in two different manners, inter-cilium spacing, and domain length.

Using both definitions, mixing was improved, however, their effects on mixing in the filaments

region was different. When considering domain length, the filament region was less disturbed,

whereas when considering cilia that were more spread apart, the mixing core area’s influence

extended further into the filament region. These results together could be of importance in

the case of sparse cilia distributions, such as in reduced cilia density due to smoking, where

communication between cilia via the periciliary chemical concentrations would be affected.

It is our hope that this research contributes to producing a clearer picture of mixing in the

periciliary layer. Although some, but very few, studies have considered mixing at this scale

in this biological system, none have explore the parametric range in such detail as has been
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done here. Additionally, the use of the multiscale mix-norm provides a much needed update

to the mixing rate quantification, since numerical simulations are not of infinite resolution

and precision. Although some mixing rates have been quantified as a result of changes in cilia

phase lag, we provide a more comprehensive evaluation of the rest of the cilium configuration

parameters, including the geometric considerations. Finally, our research conclusively shows

that mixing in the periciliary layer is chaotic, and indeed much faster in the region closer to

the cilia epithelium.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions and Contributions

Throughout this body of work, several important contributions have been made to the field

of cilia-particle interactions in the upper airway. We summarize these contributions in order

of they were discussed in this dissertation.

—Particle clearance by a single cilium: The effect that a single repeating cilium unit has

on the clearance was studied in detail. In our numerical simulation model, the existence of a

no-slip wall boundary condition significantly changes the flow reversal characteristics during

a single beat cycle. In most published work, boundaries are viewed as infinite, due to the

underlying methodologies. Additionally, it has been previously shown that the metachronal

wave is primarily responsible for breaking the flow reversal. To our knowledge, this is the first

time that this same effect has been shown by the inclusion of this boundary condition. The

inclusion of this type of boundary condition is important in cases where mucosal transport

has been essentially halted due to underlying disease conditions.

Additionally, we showed that there exists a difference in transport when modeling finite-

sized circular particles as tracer particles. Most notable was the complex trajectories that

lead to increased arc-lengths measurements. However, the net displacement remains ef-

fectively unchanged when comparing both tracers and circular finite-sized particles. This

finding reinforces our current knowledge of the cilia beat shape’s effective clearance in the
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mucosal layer. In this simulation model, each cilium is beating in sync, and at the same

frequency as its neighbor. This provides the least amount of cooperation, and indeed, the

particle clearance mechanism still functions with great efficiency.

—Particle clearance by cilium patches: We increased the complexity of our model by

defining a subset of cilia within a simulation domain that allows to mimic the “patchiness”

that is observed in-vivo. This parameter, cilium patch fraction was varied between 10% and

60% in order to capture the realistic ranges in the tracheobronchial tree. We showed that

when controlling the patch fraction with increased cilia spacing, the arc-length increased

faster than when simply decreasing the domain to space cilia more closely. This effect

however, did not carry on to net-displacement, as the effect of varying cilium spacing and

domain length were essentially equivalent. Additionally, of interest was the different paths

that particles travel through when increasing periciliary height. Particles traveled further

with periciliary height increases, almost as if they were skipping above the cilia in the larger

domain instead of being confined within a narrower flow domain.

—Arbitrary particle shape clearance: The consideration of the influence of particle shape

on clearance had some of the most interesting results when considering non-isometric par-

ticle shapes. To our knowledge, we are the first to document numerical simulations that

considers particle shape differences in their clearance. We made a sizeable contribution to

this area of research given the variety of particle shapes that are potentially inhaled. We

find that matching the aerodynamic resistance diameter via an area per unit length scale,

removes variability between only isometric particles. This finding becomes less important

when considering non-isometric particles, as is the case with an elliptical cross-section. By

analyzing the rotation rate over the translation path, we see that particles tumble through-

out the domain in a non-intuitive fashion. While the matched square and circle particles

tend to behave similarly, the elliptical particles rotate and align their minor axis with the

flow for longer duration in some cases. In other cases, the particle becomes rotationally
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stagnant for the duration of the path. These effects ultimately show divergent differences

in particle trajectories and net displacements, none of which were previously shown with

isometric particles.

—Chaotic advection in the periciliary layer: Probably the most visually stunning findings

are included in the exploration of mixing by beating cilia. We aimed to show that mixing in

the periciliary layer was chaotic, and indeed, we show that there are two regions of chaotic

mixing, one above the cilia tips, and one spanning individual cilium bases. We utilized 3

metrics that aid in the identification of mixing, and one that aids in its visualization. The

use of the Finite-time Lyapunov Exponent identifies Lagrangian Coherent structures in the

flow. With the aid of the backward image trace, we show the emergence of a filament region,

and a core mixing region. By using the mixing number and the multiscale mix-norm, we

distinguish the rates of mixing in these two areas, and show that the flow is chaotic indeed.

7.2 Future Work

In our work, we have made a number of assumptions that were appropriate for our model de-

velopment, however the model itself leaves much that can be done to improve and expand our

understanding of the conclusions we have provided. First, and foremost, a non-Newtonian

model would be the natural next step. In fact, very few studies have considered mixing in

the presence of non-Newtonian fluids. Even more challenging is the interaction that particles

and non-Newtonian fluids have. There is much left to be explore in the area of building a

more relevant fluid model for human airway clearance. This endeavor, however, is not only

relevant for our numerical methodology since experimental quantification of mucus is also a

vibrant area of research. Building a fluid model that incorporates experimental results from

mucus would be a much needed research need.

In this dissertation, we restricted the flow domain to 2-dimensions and, as such, the model
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problem can be viewed as an infinite array of cilia packed closely enough together that

they form a sheet. Additionally, this simplification implies the infinite cylindrical nature

of particles seeded in the flow domain, regardless of whether they are elliptical in cross

section or square-like. This simplification introduces finite inertia, and potentially over-

predicts effects seen with finite-sized particle transport. In many of the studies that consider

3-dimensional domains, additional assumptions are made, and increases in inertial effects

are included to speed up computation times (as we have done here to a small degree).

Research improvements to the numerical modeling techniques are ever advancing, and could

significantly aid in the development of more realistic 3-dimensional models. In our modeling

framework, it would be certainly possible to include 3-dimensional affects, albeit for sizeable

increase in computational effort. Additionally, particles of equal aerodynamic resistance

diameter using the volume equivalent, instead of an area equivalent per unit length would

be definitely more realistic.

On the subject of particle transport the particles considered had regular shapes. This

of course was a first step to modeling the clearance of finite-sized particles. Nonetheless,

our modeling framework is shape independent, which was the primary benefit of using the

immersed boundary method, and more specifically, the constraint-based version in IBAMR.

In our work, it would be a simple exercise to create a new particle shape, say a long slender

rod with rounded corners or the same shape but with sharp corners, in order to get a first

estimate of the differences between the dynamics of these two shapes. However, particulate

matter also tends to form aggregates or chains that span longer lengths. Considering these

morphologies would be more challenging. Additionally, we did not prescribe a cilia-particle

interaction model specifically. That is, no cilia came in contact with a seeded particle. This

would be necessary in order to include larger and more complex particle shapes. Since the

current model does not have any bending rigidity, a new model would relax the fully rigid

cilium beat shape, and include a particle-cilium contact model. However, we note that

the underlying cilia beat shape mechanics is one of the major challenges still giving rise to
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controversy. Several hypotheses have been put forth and a number of models have been

developed. The question: “How do cilia know how to beat?” stands to be one of the most

promising research directions in not only the respiratory field but in all of biological fluids.

Finally, our identification of Lagrangian Coherent Structures by use of the FTLE field is

heuristic at best. Although our results show indeed the existence of attracting and repelling

material lines, explicit calculation of these was not performed. While the FTLE field use

is ubiquitous, and our calculations follow one of the most popular methodologies, it stands

to say that new, more rigorous methods exist, such as the minimal stretching of geodesics

developed by Haller and Beron-Vera [131], to extract more precisely and mathematically the

material lines. With the current implementation of the flow map, calculating these more

accurate material lines would be a question of time and patience.
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