
Lawrence Berkeley National Laboratory
Lawrence Berkeley National Laboratory

Title
WAVELENGTH MODULATION SPECTRDSCOPY OF SEMICONDUCTORS

Permalink
https://escholarship.org/uc/item/9d83g6gh

Author
Kohn, S.E.

Publication Date
1977-10-01

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/9d83g6gh
https://escholarship.org
http://www.cdlib.org/


WAVELENGTH MODULATION SPECTROSCOPY OF SEMICONDUCTORS 

Stanley Erwin Kohn 

ABSTRACT 

The use of modulation spectroscopy to study the electronic proper­

ties of solids has been very productive. The construction of a wide 

range Wavelength Modulation Spectrometer to study the optical properties 

of solids is described in detail. Extensions of the working range of 

tha spectrometer into the vacuum ultraviolet are discussed. Measurements 

of the reflectivity and derivative reflectivity spectra of the lead chal-

cogenides, the chalcopyrite ZnGeP , the layer compounds GaSe and GaS and 

their alloys, the ferroelectric SbSI, layer compounds SnS 2 and SnSe , 

and HfS^ were made. The results of these measurements are presented 

along with their interpretation in terms of band structure calculations. 

DISTRIBUTION GE THIS DOCUMENT. iS UKUMlTH 
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I. INTRODUCTION 

Ever since the beginnings of the quantum theory of solids in the 

1930's, one of the goals of solid state physics has been to determine the 

quantum states of solids both experimentally and theoretically. Very 

early, theorists learned to separate the elgenstates of crystalline mater­

ials into separate systems of electronic and phonon states by the Born-

Oppehhelmer approximation. By using Hartree and Hartree-Foch approaches 

to the many-body electronic problem, theorists were able to write an ap­

proximate one-electron Hamiltonian equation with an effective potential 

that includes electromagnetic interactions, exchange interactions and cor­

relation interactions. By modeling this potential, and by expanding the 

one-electron eigenfunctions into a set of complete functions, several em­

pirical methods for solving the Hanlltonian equation were developed by 

Slater/ 1* Herring/ 2* and Phillips/ 3* 

However, little experimental information about the electronic states 

away from the Fermi level was available until the 1960's. Up until that 

time, many techniques for studying the transport properties of solids had 

given considerable information about electronic states near the Fermi le­

vel. 

Two -major advances changed that. First in 1959, Philipp and Taft' ' 

performed the first accurate measurements of the normal-incidence reflec­

tivity of semiconductors. By doing a Kramers-Kronig analysis of their da­

ta, they learned about the energy and symmetry of many interband transi­

tions of their samples. This was the first example where the relectivlty 

was used to give reliable information about electronic states of solids. 

The problem with reflectivity measurements is that the observed struc-
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tures are usually very broad and are on top of a large background. The 

. second major advance was the development of the technique of modulation 

spectroscopy by Seraphin. By modulating a parameter of the system, a 

derivative spectrum is measured and the critical' points in the optical 

properties of the sample can be more readily identified and studied. 

Seraphin pioneered the technique of electric field modulation. Since 

then, others have developed method's of pressure and temperature 

modulation. At Berkeley, Zucca and Shenv developed the technique of 

wavelength modulation spectroscopy (WMS). 

With these different techniques of modulation spectroscopy, numerous 
(9) 

workers have examined the optical properties of many materials. The 

earliest work was done on the group IV elements Si and Ge and the groups 

III-V semiconductors. The work reported here is an expansion of the tech­

nique of wavelength modulation spectroscopy to many other materials — 

layer compounds, lead chalcogenides, chalcopysites, and ferroelectrics. 

For a number of experimental reasons, most of the previously report-

ad modulation spectroscopy has been limited to the spectral range from 

the near ultraviolet to the near infrared (approximately 0.2 pm to 5 um). 

For most of the group IV and the III-V semiconductors, many of the major 

features of the optical spectrum are in this region. However, as one pro­

gresses to the II-VI and I-VII compounds, the energy gaps get much larger 

and mora of the Interesting features of the optical spectrum are in the 

vacuum ultraviolet. For this reason, part of the original motivation for 

this research was to extend the accessible experimental region farther into 

the ultraviolet. Alas, the results of that part of this work were not 

very successful. 

Nevertheless, considerable information about the electronic proper-
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ties of several different compounds was obtained. Much of this work was 

done in association with the theoretical solid state physicists at Berke­

ley led by 2i. L. Cohen. They performed empirical pseudopotential band 

structure calculations on the same compounds. Usually, the reflectivity 

and derivative reflectivity spectra were not used for the empirical fit­

ting procedure, but for comparison to decide the accuracy of the theoreti­

cal calculations. 
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II. EXPERIMENTAL DESCRIPTION 

Wavelength modulation spectroscopy, like any other modulation tech­

nique, involves'modulating a physical parameter of the system, x, at a 

frequency ui. If the modulation amplitude is small and if the modulation 

is sinusoidal, then the signal, S(x), can be expanded in a Taylor series 

of the modulated parameter 

S(x) = S(x Q) + A H (xQ)cos ut + . . . (1) 

where A is the modulation amplitude. For wavelength modulation spectros­

copy, x is the wavelength of the light passing through the monochrometer. 

A detailed derivation of the wavelength modulation signal, including the 

effects of monochrometer resolution, has been done by Zucca. The 

simple form of Eq. (1) is valid as long as 

A2< A 2 and W 2 ^ A 2 (2) 

where A is the width of the narrowest spectral feature and W is the slit 

width of the monochrometer. 

The main difficulty in doing WMS is that the signal measured is the 

derivative of the entire optical system and not just the derivative of 

the sample reflectivity (or transmission). Thus, it is necessary for us 

to employ feedback servo loops to cancel the background signal due to 

the optical response of the rest of the system. It is also very impor­

tant to avoid sharp spectral structures, such as atomic-like emission 

lines in the light source. Such sharp structures can have such an enor-
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mous derivative signal that the feedback servo systems are overloaded. 

A. Wavelength Modulation 

The optical system for the entrance to the monochrometer is shown in 

Fig. 1. Light from lamp L is focused by mirror Ml onto slit SI. Slit 

Si is external to the monochrometer but acts as effective entrance slit 

for the monochrometer. Light from slit SI is reflected by mirror M2 and 

focused by mirror M3 onto the normal slit of the monochrometer, S2. The 

effective slit, SI, was usually opened to approximately H. mm. The nor­

mal monochrometer entrance slit, S2, was open as wide as possible (about 

4 mm). The monochrometer is a standard H, meter Sbert optical mount. 

Mirror M2 Is a commercial torsion-bar vibrating mirror operating at 

a frequency of 6 KHz. The mirror vibrates as shown in Fig. 1 by the 

small arrow. Because of this vibration, the image of slit SI vibrates 

across the wide open slit S2. The effect is to move the source spot for 

the diffraction grating optics. Therefore, the "rainbow" produced by 

the diffraction grating across the monochrometer exit slit, S3, oscil­

lates in space at the modulation frequency. Thus the wavelength of 

light coming out of the monochrometer will have a central wavelength 

modulated at 6 KHz. If the monochrometer optics are properly focused, 

the exit beam will not oscillate in space. If A is the amplitude of the 

motion of the image at slit S2, then exit central wavelength will be 

X - Xn + A ~ cos ait (3) 
U ax 

where — is the dispersion of the monochrometer. After the wavelength 

modulated data is recorded, a small correction is made to the signal 
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amplitude to correct for the variation of the monochrometer dispersion 

with wavelength. 

B. Optical System 

The optical system for the sample and detector are shown in Fig. 2. 

This is an accurate double beam system with separate sample and reference 

beams. The light emerging from the iDnochrometer is focused by mirrors 

M4 and M5 onto chopper mirror M6. The chopper mirror is a circular mir­

ror with two opposite quadratics cut away and rotated by a 5 Hz motor. 

When the beam passes through the chopper mirror, It is focused onto the 

sample by elliptical mirror M7. The sample sits in a helium cryrostat 

that is not shown in the figure. The light reflected from the sample is 

collected by mirror MS and focused onto the photomultipIter detector 

(EMI 9558). When the chopper mirror reflects the light from mirror M4, 

it is focused by mirror M9 onto the same photomultlplier. This beam, 

the reference beam, passes through four windows to compensate for the 

windows on the helium cryrostat. Thus, the photomultiplier alternately 

detects the sample beam and then from the reference beam. For work in 

the vacuum ultraviolet region of t"ue spectrum, a microscope slide coated 

with sodium salicylate is placed in front of the photomultiplier. Sodium 

salicylate is a very efficient fluorescent material. "" It is sensitive 

to radiation from approximately 275 A to 4000 A. The fluorescent emission 

is in a band about 1000 A wide centered around 4200 A. The quantum effi­

ciency is believed to be near 60%. 

With the exception -f the lamp and cryrostat windows, all of the op­

tical elements of the system are mirrors coated with aluminum and over-

coated with magnesium flouride. Therefore, there are no chromatic abera-
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tion effects. Aluminum mirrors overcoated with magnesium flouride are 
(12) known to have high reflectivity from about 1200 A to the infrared. 

C. Electronic Instrumentation 

A block diagram of the electronics is given in Fig. 3, After the 

pre-amplifier, the sample and reference Lgnals are separated by a pair 

of mercury relays operated synchronously with the chopper mirror. The 

first relay provides a small dead time to eliminate spikes in the signal 

caused by the edges of the chopper mirror. The other relay switches the 

signal to the appropriate processing electronics. Each signal channel 

has a "DC" amplifier and a lock-in amplifier (Princeton Applied Research, 

Inc., models HR-8 and 124). The "DC" amplifiers detect the 10 Hz signals 

proportional to the average value of the optical signals, while the lock-

in amplifiers detect the signals at the 6 KHz modulation frequency. If 

we denote by I the reference signals and by R the reflectivity (or trans­

mission) of the sample, then the four measured signals are proportional 

b KHz " AC" 

d l 
dA AX 

d 
dA (IR) M 

(4) 

Sample 

where AX is the modulation amplitude. 

Two feedback loops, described below, are used to normalize the sig­

nals. One feedback loop is used to keep the reference DC signal equal 



to a constant, c. If the other feedback loop is used to set the refer­

ence 6 KHz signal to zero, then the sample 6 KHz signal will be propor­

tional to c -rr AX. However, the usual arrangement was to use the second 
QA . 

feedback loop to set the sample 6 KHz signal to zero. In that case, the 

reference 6 KH2 signal is proportional to -=-JT- . 

D. Feedback Loops 

A schematic of the pre-amplifier and part of the 6 KHz feeback loop 

is shown in Fig. 4. A constant bias voltage, c, is subtracted from the 

signal by the second amplifier. This bias voltage is provided by a mer­

cury battery. The output from the reference DC amplifier is then applied 

to an integrator. The output of the integrator varies the high voltage 

bias supply for the photomultiplier. The steady state condition is 

reached when the input to the integrator is zero, i.e. when I equals c. 

This is the first feedback servo loop. 

The output from the sample lock-in amplifier, which is the signal 

to be nulled for the second feedback loop, is applied to another integra­

tor. The output of the integrator amplitude modulates a 6 KHz carrier 

wave. This carrier wave is used to control the gain of the first stage 

of the preamplifier. The gain of the first stage amplifier of the pre­

amplifier is 

G = t ( R > + R * + S ) 
Where R«p T is the channel resistance of the FET transistor. It is em­

pirically known that the channel resistance of a FET is approximately 



< W ~ 1 - K V G A I E - <« 

If a voltage at frequency u is applied to the gate of the FET, then, we 

can write the gain of this amplifier as 

(7) 

the gate voltage. Then, to first order in cos ut, the four signals emer­

ging from the preamplifier will be proportional to 

Reference I - c Z T M + A I f 8> 

Sample TR - c — (IR)AX + AIR . 

If the reference DC signal and the sample 6 KHz signal are set to zero 

by means of the feedback loops, then the sample DC signal will be propor­

tional to 

c(R - 1) <9) 

and the reference 6 KHz signal will be proportional to 
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These are the signals recorded. 

It is important that the phases of both of the lock-in amplifiers 

and of the 6 KHz feedback be adjusted properly. If 6 is the phase of the 

6 KHz feedback signal relative to the phase of the reference channel 

lock-in amplifier, and if <f> is the relative phase of the sample channel 

lock-in amplifier, then the recorded signal is 

- c — + A cos 8(1 - sec $). (11) 

Note, if <}> equals zero, i.e. if both lock-ins are in phase, then phase of 

the 6 KHz feedback is not critical. 

E. Light Sources 

Because both the sample and reference channel signals contain the 

derivative of the lamp spectrum, it is important that the lamp have a 

smooth continuum spectrum. For this reason, three different lamps were 

used in different regions of the optical spectrum. In the visible and 

near infrared, a quartz enveloped tungsten-halogen lamp is used. The 

particular lamp used is of the type used for commercial slide projectors 

(ANSI type FDS). This lamp has a very smooth continuum usable from about 

3500 A to the infrared. In Che region from 2000 A to 4500 A, a 75 watt 

high pressure xenon short arc lamp is used (Illumination Industries Inc., 

model 111-76). In this spectral region, the intensity is reasonably 

smooth, although in some individual lamps trace impurities of mercury 

can give strong lines. In the visible and infrared regions of the spec­

trum, a xenon lamp is actually more intense than a tungsten-halogen lamp, 

however, it has many sharp structures that overload the feedback systems 
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in WMS. 

For use in the vacuum ultraviolet region of the spectrum, I construct­

ed a 200 watt cooled deuterium lamp. Molecular hydrogen and deuterium are 

known experimentally to have a continuum emission spectrum around 2000 A. 
2 + It is believed that this continuum arises from transistion from E ex-
S 

3 + (13) 
cited bonding state to the 2 anti-bonding state. Since the energy 

of the £**" anti-bonding state is a smoothly decreasing function of the 

inter-nuclear distance, a continuum of final states exists, and hence a 

continuum emission spectra is possible. At higher energies, the emission 

spectrum of the lamp is composed of a large number of lines originating 

brational sub-bands of the transitions. 

A schematic drawing of the deuterium lamp is shown In Fig. 5. The 

base of the lamp is a stainless steel Conflat vacuum flange. Three elec­

trical feedthroughs are made on this flange by using ceramic to cover end 

seals. A molybdenum anode is attached to the center feedthrough. The 

other two feedthroughs are connected to a filament. The filament Is a 

commercial dispenser tungsten filament (Spectra Mat, Inc., model TB-112-

8) designed to give a very high electron emission. The electrons excite 
2 + the D~ molecules into the 2 atate. Other filaments were tried. Nic-

* e 
kel wire coated with a mixture of BaC0_ and SrC0 o gives a very high elec­

tron emission, but a large ion current which strikes the filament can 

eat through the nickel in a matter of a few minutes. Plain tungsten fil­

aments require a much higher temperature to achieve sufficient electron 

emission. 

In between the anode and the filament there is a molybdenum cylinder 

with a 1 mm diameter hole in the middle. This cylinder is supported by 
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ceramic piece so that it is electrically isolated from the anode and the 

filament. This cylinder serves to confine and to stabilize the plasma 

discharge between the anode and the filament. The 1 mm hole acts as a 

small optical light source. 

The mating flange to the base has welded onto it a nickel plated 

stainless steel can. Around this can is a water cooling jacket. A lith­

ium flouride window is epoxied onto the other end of the can. The water 

jacket serves to cool the window und the gas between the window and the 

filament. This is necessary to prevent the formation of color centers 

in the lithium flouride window. 

The electrical circuit for the lamp is similar to that for a conven­

tional discharge lamp. A 3500 volt DC power supply provides a bias be­

tween the anode and the filament through a variable 500 ohm ballast re­

sistor. A separate power supply is used to heat the filament to approxi­

mately 1500° C. After the discharge is initiated with a Tesla coil ap­

plied to the anode lead, the voltage directly across the lamp drops to 

about 110 volts. The ballast resistor is then adjusted so that about 

1.5 amps is drawn by the lamp. The gas pressure is adjusted to give max­

imum light intensity. This occurs at a pressure of about 6 torr. Under 

these conditions, there is a very strong ion current from the anode to 

the filament. This Ion current is sufficiently powerful to heat the fil­

ament to the operating temperature. It is then possible to turn off the 

filament current after the lamp discharge has started. The ion current 

slowly destroys the filament. After about 50 hours of operation» I found 

it necessary to recoat the filament with a mixture of BaC0„ and SrC0_. 

The recoated filament is then slowly heated in vacuum to reduce the Ba 

CO- to BaO. 
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A spectrum of this lamp is shown in P.*.g. 5. This spectrum has not 

been corrected for dispersion of the optical response of the rest of the 

system. The continuum around 2000 A is adequate for doing wavelength 

modulation spectroscopy. At shorter wavelengths, around 1500 A, the mul­

ti-line molecular spectra of deuterium is broadened into an apparent con­

tinuum. This apparent broadening is due to the lamp pressure (~ 6 mm) 

and the resolution of the optical system (~ 10 A ) . 

F. Data Processing 

The measured signals, R(A) and 1/R dR/dX, were digitized and record­

ed on a magnetic tape for later signal processing. The recording system 

consisted of an anologue switch which alternated between the two data 

channels, a digital panel meter to digitize the data, an incremental mag­

netic tape drive to record the data, and a controller. Since the pass 

wavelength of the monochrometer was scanned at a constant rate, the con­

troller needed only tt >e primarily a clock to command the system to re­

cord data periodically. However, the clock was triggered by the event 

raarkpr relay of the monochrometer, which gave a pulse every 10 A. Thus, 

even if the clock were only accurate and stable to 10%» a wavelength ac­

curacy of 1 A could be maintained and there would be no cumulative error 

over a scan of many thousands of Angstroms, 

Once the data has been transferred to a computer, three calculations 

are done. First, a small correction is made to the signal amplitude to 

correct for wavelength dependence of the monochrometer dispersion. For 

an Ebert mounting of focal length f, the inverse linear dispersion is 
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where d is the spacing between grating grooves and H is the distance be­

tween the entrance and exit slitB. This correction is of the order of 

52. 

Secondly, a correction for an apparent zero shift of the derivative 

data is sometimes necessary. Various non-linearities in the optical sys­

tem and some differences in the sample and reference beams can add com­

ponents to the derivative signals. Unfortunately, not all of these ef­

fects are understood. These effects include harmonic distortions in the 

modulation and optical abberations in the monochrometer which modulate 

different parts of the light beam differently. Proper optical alignment, 

particularly of the optics on the entrance to the monochrometer, could 

minimize these effects. To correct for the sero shift, an adjustable 

straight line was added to the derivative data. The derivative data is 

then integrated and compared with the measured reflectivity. The straight 

line is adjusted by a small amount until the integrated derivative data 

match the measured reflectivity. 

The final step in the data processing is to convert the data from 

wavelength to energy. 

G. Kramers Kronig Analysis 

When doing theoretical calculations, the most simple and infor­

mative optical function that is calculated is e„, the imaginary part of 

the dielectric function. As is well known for interband electronic 

transitions, e„ is approximately 

e2(u) - |<i|p|f>|2D(w) (13) 
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where <i|pjf> Is thts dipole matrix element for this transition and D(ai) 

is the joint density of states. Unfortunately, the measured linear opti­

cal functions, the reflectivity or the transmission, are not simply re­

lated to e ?. In principle, to calculate R or T from theoretical calcula­

tions requires knowledge of both the real and imaginary parts of e. Sim­

ilarly, to calculate e from R or T requires knowledge of both R and T or 

knowledge of either R and T and the phase of the reflected or transmitted 

wave relative to the incident wave. Rarely are any of these situations 

satisfied. 

One way around this is to do a Kramers-Kronig analysis of R or T to 

find the phase difference. If we write the reflectivity as the modules 

of a complex reflectivity* 

R = | p e
i 9 | 2 (14) 

then 6 i s related to R by (15) 

»<-<,)-sf I £ « - (15) 

Let us transform th is to wavelength and define 

, , , , . i dR 
Y ( X ) RdX (16) 

for convenience 

2*J> Y(X)fcn -
X + X . 

dx. (17) 
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We have measurements of Y only over a limited range of wavelengths. 

Therefore, to calculate 6 we break the integral up into four regions with 

the following approximations: 

Region I: x-rays 0 < X < X 
A 

In this region approximate R "~ 1/m where A is an adjust­
able parameter. 

Region II: vacuum ultraviolet A < X < X., 

In this region use R measurements made by other experi­

ments, 

near i 

This is the region in which wavelength modulation data 

are available. 

< X 

Approximate R by R ~* e . 

With these approximations, the integral in Eq. (17) may be worked out for 

Xfl in region III. After straightfarward , though long, calculation, the 

4 
+ JlnR(A,)ta - JlnR(A )Jn 

YCA^A^n 

dA + 2A„ | Int 

1 

K + A, 

dA 
X 2 - A 2 

A A Q 

A - A, 

<2n + ir 
X 2 - * 0 

+ Y(A0)A0fcn 

+ 2A 

2 

A 2 - A 2 A 2 A 0 

"0 "1 
2n+l 

(18) 

Each of these terms can be easily evaluated by a computor. By using re-
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flectivity data from other experiments to extend the region II integral 

into the vacuum ultraviolet, results insensitive to the choice of the 

parameter A can be obtained. 

The parameter a used in region IV is usually small because there 

are usually few electronic transitions in the infrared and they usually 

have little oscillator strength. Region I, which goes from the vacuum 

ultraviolet to higher energies, has more electronic transitions and more 

oscillator strength. Therefore, the A parameter is much more important 

than a, and the use of reflectivity data from other sources in region II 

is also important. A Kramers-Kronig analysis of. only the lead salts was 

done because vacuum ultraviolet data was only available for these com­

pounds we have investigated. 

Once 6(X) has been calculated from Eq. (18), the real and imaginary 

parts of the index of refraction can be calculated by 

(19) 1 - R 
1 + R ~ 2rt cos e 

t a n 8(R + nR + n -• i ) 

and e can be calculated by 

(20) 

2 2 Ej - n - k (21) 

(22) 

It Is also possible to caculate — from the same data as used to 

calculate e. By differentiating Eq. (17) we find 
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&<V-Tj[«»7T? d X - < 2 3 ) 

Again we break this integral up into four regions and make the same ap­

proximations for each region. The result is 

f <V " 7\J «<X> - *«0» 72^72 iX + 7 *"R / 2 ,2X2 d X 

I x i x " xo \ V ~ V 
\ x r a > A2 - xT\ 

+ lnR(A 1) 2 , 1

 2 - JtaRUx> 2

 K g + —f~ in(-§ £ I (24) 
\ ~ \ X0' Xx . fin + x \ X 2 

a 2 V2- x S. 

By differentiating Eqs. (19) and (20) we find 

d - Y(R + nE - ni^ cos 8) - 2n^R sin 9 ||-
dl = 1 + R - 2,/R cos 6 

djc _ f_ 
dX I si 

2(tan 6 - k)/R sin fl) d8 
sin 6 cos 6 (1 + R - 2,/R cos 9)J dA 

(25) 

(26) 
(kifc cos 6 - kB. - /R sin 6) Y 

(1 + R - 2/R cca 6) 

Calculation of ~rr then follows quite simply. The same sensitivity to the 

parameters A and a is found here. 
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III. NOISE 

To calculate the signal-to-noise ratio in wavelength modulation 

spectroscopy* let us look at the signal input into the signal lock-in 

amplifier. For simplicity, I will assume that the system is connected 

to measure -rr. From Eq. (10) we have dA 

S = IAR + RAI + AIR (27) 

(28) 

The averaging of the reference signals to give A ar.d c is done by 

the two feedback loops. The noise of the signal will be 

2 2 2 2 
ag * <$*> - <S> = R a £ (29) 

2 
where o._ is the noise in the derivative of the reference intensity. We 

2 
can estimate a.- by assuming that AI is the difference in two measure­
ments of I at wavelengths of A and A + AA. Then 

.2 . 2°I 2c 
A I ( W ) 2 <AX) 2 

(30) 

assuming that the reference intensity obeys Gaussian statistics. There­

fore, the signal-to-noise ratio of wavelength modulation spectroscopy is 
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S_ /c"AR 
aQ "V2 R AX. (31). 

It is possible to do derivative measurements by making accurate 
measurements of I(A)R(A) and 1(A) and then numerically calculating the 
derivative on a digital computor. The signal in this case is 

_ <I(A + AA)R(A + AA)> <I(A)R(A)> ,,,,. 
bT> <1(A + AA)> " <I(A)> ' U ' 

Each term in averaging brackets <> represents an independent measurement. 
The noise in such an experiment will be 

J ' - & ) ' < 0 D = S VISV °K (33) 
x=l 

where x runs over the 4 separate measurements. Again assuming Gaussian 
statistics 

o2 . najjL ( w 

and the signal-to-noise ratio 1B 

CTD ^ 2 ^ 0 + " R T 

Since R ~ Jg, /R(l + R) is not going to be different from R by more than 
a factor of 2 or 3. Therefore, the signal-to-noise ratio for wavelength 
modulation spectroscopy and for digital computing techniques will be 
different by a factor of AX. In wavelength modulation spectroscopy, the 
signal-to-noise ratio can be improved by increasing the modulation ampli-
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tude. This, of course, is done at the expense of optical resolution. 

Several considerations have been left out of this discussion. When 

a photoraultiplier is used with a lock-in amplifier, the "shot" noise ef­

fect of photoelectron pulses will contribute noise at the measurement 

frequency. The frequency spectrum of a short photoelectron pulse will 

look like white noise at the low measurement frequency. The "shot" noise 

power spectrum from pulses of width T is 

c (w) - 5-5- (36) 
TT<1 + u T ) 

where c is the average noumber of photons/second. The effective band­

width of the lock-in is 

A 2 l t 

where T is the output time constant. Therefore, the limiting rms value 

of the noise is 

o = ^ ~ 1 0 " 5 / c ( 3 7 ) 

for T = 10 sec and T = 10 sec. For this reason, all modulation experi­

ments are limited by the same "shot" noise effect to a resolution of 

ID'5. 

To achieve comparable resolution by numerical differentiation, the 

measuring equipment would have to be stable and precise to 10 ppm. Of 

course, the digita 

or about 18 bits. 
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IV. EXPERIMENTAL RESULTS 

A, Lead Chalcogenides 

The three lead chalcogenides PbTc, PbSe, and PbS form semiconducting 

crystals in the rock salt crystal structure (space' group Fm3m). Because 

of their small energy gaps they have been of interest for use as infrared 

detectors. Wavelength modulation measurements of reflectivity, R(ui), and 

logarithmic reflectivity, (l/R)dR/doi, have been made on all three com­

pounds at temperatures between 5° K and room temperature. All of the 

samples used were cleaved single crystals. The crystals of PbTe and PbSe 

were small and did not cleave very well. Therefore, the magnitude of the 

reflectivity measured is not correct, although the relative values are 

still accurate. The results of the measurements at 5° R are shown in 

Figs. 7, 8, and 9. An empirical pseudopotential calculation was done at 
(185 the same time by Y. Tsang and M. L. Cohen. Their calculation of the 

logarithmic derivative of the reflectivity is also shown in Figs. 7, 8, 

and 9. The structures in all three spectra are very similar. Table I 

lists the peaks in the reflectivity measurements and critical points de­

termined by the structure in de?/du. The labelling E-, E„, etc. follows 
(19) the notation of Cardona and Greenaway. Also listed are the critical 

points calculated by Tsang and Cohen and their assignment to transitions 
(19) fn the Brillouin zone. For comparison, results from reflectivity, 

absorption, and electroreflectance Measurements are also included 

in this table. 

It is possible for structure in (l/R)dR/dw to originate from struc-
(21) ture in e.(<o) rather than e?(o>). Aspnes and Cardona showed that, in 
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salts. An examination of the e and e„ spectra calculated from the WMS 

data confirms this result. 

In measuring the reflectivity spectrum of PbS as a function of tem­

perature, there is a pronounced sharpening in the fine structure at 5,08 

eV as the temperature is decreased. This sharpening is observable even 

between liquid nitrogen and liquid helium temperatures. This is shown 

in Pig. 12. No other structure in the spectra of all three compounds 

has a similar behavior. The sample used in this measurement was n type 

with a carrier concentration of ~* 10 /cm as obtained from Hall effect 

measurements. However, when the measurements were repeated on an n type 

sample with a carrier concentration of *~ 10 /cm , exactly the same spec­

trum is obtained as for the other sample, except for the 5.08 eV struc­

ture. In the sample with higher carrier concentration, the 5.08 eV struc­

ture is less pronouned at low temperature and does not show appreciable 

change from 5° K to 80° K. This result is similar to what is observed 
(22) 

for the E peak of Ge, indicating that this structure is not simply 

due to band transitions. The strong temperature dependence and the de­

pendence on carrier concentration seems to suggest that the structure 

may be due to excitonic effects. According to Table 1(c), the E peak 

is due to VL and M_ critical point transitions at Z and A. Based on 
(23) the Toyozawa model, hyperbolic excitons can therefore exist at the 

would prevent excitons in PbS. It is possible that excitons involving 

electrons in high conduction bands may see a smaller effective dielectric 

constant than even the high frequency dielectric constant e . The free 

carriers tend to screen the attractive interaction between electrons and 

holes, and this would explain why the excitonic effects decreases with 
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higher carrier concentration. 

B. ZnGeP2 

The progression of the study of semiconductors, as noted in the in­

troduction, has gone from the study of group IV semiconductors to the 

study of group III-V compounds. Structurally, the zincblende group III-

V compounds can be obtained from the group IV diamond structures by re­

placing half of the group IV atoms by group III atoms and the other half 

by group V atoms in a systematic manner. When analyzing the electronic 

properties of group III-V compounds, the crystal potential (or pseudopo-

tential) can be divided into a symmetric and an anti-symmetric part. 

The symmetric part can be approximated by the potential for the corres­

ponding group IV element. 

An extension of this trend is to look at the change in going from 

IIT-V compounds to ternary chalcopyrites with chemical formula ABC„ where 

A is a group I or II atom, B is a group IV or III atom, and C is a group 

V atom. To go from a zincblende to a chalcopyrite, start with two unit 
III V cells of D C stacked one on top of the other. Then, replace one half 

of the D atoms by A and the other half of the D atoms by B. The final 

crystal structure of the chalcopyrite is obtained by applying a small 

compression along the axis of the stacked unit cells. A schematic of 

the crystal structure is given in Fig. 13. 

We have studied the chalcopyrite ZnGePj. The III-V analogue of this 

compound is GaP. The sample of ZnGeP. was a largt, single crystal obtained 

from Rochwell International Corp. The crystal was cut parallel to the 

{100} face. It was then mechanically polished and etched with "Syton." 

This produced a flat surface with a bluish-metallic appearance. The ex-
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perimental (l/R)dR/dw spectra at 5° K are presented in Fig. 14 for light 

polarized parallel and perpendicular to the C axis of the crystal. For 
(25) 

comparison, the modulation spectrum of GaP, ..-the—III-V analog of ZnGe 

P„, Is also presented. The reflectivity at 5° K and at 300° K for both 

polarizations is shown In Fig. 15. As can be seen, the reflectivity 

spectra are dominated by two main peaks around 3.0 and 4.7 eV and a weak­

er structure around 3.7 eV. Following the notation of Stofcowsfci for 

several other II-IV-VI« compounds, the two main structures are labelled 

E. and E„ and the weaker structure E . The E 1 and E„ peaks are composed 

of several subsidiary structures. Table II lists the observed structures. 

A pseudopotential band structure calculation was done by C. Vera de Alver-
(27) 

ez and M. L. Cohen. The theoretical critical points calculated by 

them is also shown in Table II along with the assignment of critical 

points to transitions in the Brillouln zone. There is a general overall 

shift of 0.3 eV between theory and experiment which probably could be re­

solved by better choice of pseudopotential form factors. The measured 

and calculated reflectivities are shown together in Fig. 16 along with 

the labelling notation. 

In doing a band structure calculation, the potential is usually 
(27) 

arranged to give the following approximate potential 

(38) 

V is the potential for the zincblende analog of ZnGeP2. V is an anis-

tropic term equal to the difference between the Zn and the Ge potential. 

V is a potential produced because the crystal structure is distorted 
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from the "Ideal" stacking of two zincblende unit cells. V Is equal to 
the potential of P times a structure factor of 

^ ^ ( e ^ - l ) (39) 
i-1 

where p are the position vectors of the P atoms in the "ideal" crystal 

vectors. Since o are small (|o | ~ .la, a is the "ideal" cell side), 

this structure factor is going to be small for small G. Since the pseu-

dopotential for P (or any other element) is large for small G and small 

for large G, then V is going to be a small perturbation on the "ideal" 

potential. 

If we 

the spectrum of GaP. Since V„ is the largest term of the potential, 

the coarse structure of the ZnGeP- spectrum is the same as the spectrum 

<̂f GaP. However, the first Brillouin zone of the chalcopyrite is one-

fourth the volume of the Brillouin zone of zincblende. If we ignore the 

distortions from the "ideal" structure, then the chalcopyrite Brillouin 

zone can be obtained by folding the zincblende zone using four different 

zincblende states to give more structure to the optical properties of 

or for 
(27) 

the chalcopyrite. However, the structure factor for V. is zero for two 

of the four folding reciprocal lattice vectors. 

The first optical transitions in ZnGeP, ar< 

top of the valence band to the bottom of the conduction band at r. The 

r.c valence band in GaP is split by the crystal field splitting &„- into 

a doubly degenerate band of r,. symmetry and a single band of Y, symmetry. 



27 

With the addition of the spin-orbit interactions, the T g state splits in­

to states of iy and rj symmetry. The first optical transitions with sig­

nificant oscillator strength are from the three valence band states to a 

conduction band of iy symmetry which is the analog of the V. state in GaP. 

These transitions, labelled A, B, and C have been seen and discussed by 
(29) (28) 

Shay and Shileika. In room temperature electroreflectance, Shay 

observes these transitions at 2.34 eV, 2.40 eV, and 2.48 eV, respective­

ly. Shileika reports values of 2.46 eV, 2.53 eV, and 2.59 eV also from 

room temperature electroreflectance. At 5° K, I observe structures at 

2,51 eV, 2.63 eV, and 2.67 eV. Using these values in the quasi-cubic 

theory of Hopfield, the calculated spin-orbit splitting is A-- = 

0.13 and the crystal field splitting is A = - 0.04. 

The 2incblende analog of ZnGeP. is an indirect gap T-- - X. semicon­

ductor. When the Brillouin zone of Gap is folded into the Brillouin zone 

of ZnGeP , the X states of GaP map into r states of ZnGeP . Furthermore, 

structure factors for V are small. Thus it is expected that the lowest 

interband transitions in ZnGeP- will have a very small oscillator strength, 

( 281 

been observed for ZnGeP . Shileika observes very weak transitions at 

2.14 eV and 2.21 eV, labelled B* and Cr» in wavelength modulated absorp­

tion at 77 K. These are assigned to transitions from the spin-orbit 

V 
band gap at 2.08 eV. In electroreflectance, Shileika observes very weak 
structure at 2.3 eV which are assigned to transitions I". - r , the analog 

(29) of the r _ - X transition in GaP. Shay observes the B' and C' at 
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2.05 eV and 2.11 eV. In the present measurements at 5° K, a small struc­

ture is observed at 2.14 eV in both polarizations which agrees well with 

the results of Shileika. Weak structures are also observed at 2.29 eV 

for the perpendicular polarization and 2.31 eV for the parallel polariza­

tion. There are assigned to be the B" and C" transitions seen by Shilei­

ka. 

As shown in Fig. 14, the experimental modulation reflectivity of 

E- + A- of GaP, ZnGeP„ has five resolvable structures. In general, these 
(31) 

splittings are observed in most of the chalcopyrites studied so far. 

Following the notation of Stokowski, these five structures are la­

belled E-Cl), E.(2), E.(3), E.(4), and E . The most important feature 
1 L ± 1 C 

E.(l) and E.(4) - E,<3) are close to each other for most of the chalcopy­

rites studied. This seems to indicate that the first transitions in the 

E. region are from two spin-orbit split doublets in the same region of 

(27) 
suits of the empirical pseudopotential calculation show that this is 

(1) not the case. The experimental splittings are 0.06 eV for E.(2) - E. 

and 0.21 eV for E^*) - E x<3). The results of the EPiM calculation^27* 

show that the E.{1) and E-(2) peaks come from transitions in the N plane 

along the 27r(xla, xla, xlc) direction with x ^ 0.2. This is equivalent 

to the A transitions in GaP. 

In the region of the E (3) and E.(4) peaks of the experimental re­

flectivity, Che EPM calculation finds two pieces of structure mostly in 

the perpendicular polarization. These two structures are found to come 
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mainly from transitions in the N plane of the Brillouin zone. One criti­

cal point is close to (0.3, 0.3, 0.38) and the other is close to (0.25, 

0.25, 0). These two critical points have the same origin in the folded 

zincblende Brillouin zone. The lines (0, 0, 0) to <*£, h> Z) and <1, 0, 

1) to (h* -H* Z-l) of the zincblende Brillouin zone when folded Into the 

chalcopyrite Brillouin zone will cross in the first conduction band along 

a line close to the Q&, h, 0) to (*s, h, h) direction. The interaction 

between these lines gives rise to the E-(3) and E-(4) peaks. 

The E structure is associated with transitions at the X point. It 

is stronger in the parallel polarization. Care must be taken here be-
(27) cause the theoretical critical point is an M„ critical point and the 

actual peak in the reflectivity is shifted about 0,1 eV to higher energy. 

At higher energies, in the region corresponding to the E ? peak of 

the reflectivity structure of GaP, at least five structures are observed. 

In the modulated reflectivity of ZnGeP2, six prominent structures have 
(27) 

been identified. The EPM calculation shows that most of the contri­

bution to the E_ structure comes from transitions in the A and E direc­

tions of GaP, as expected. The A direction folds into the A, A, and 

(1-x, 0, 1) directions of the chalcopyrite Brillouin zone, while the Z 

direction folds into the Z, (x, 0 2x) and (1-x, 0, 2x-l) directions. 

Summation over k-space along the A and S directions shows that in effect 

the E peak is mainly a A,Z peak. 

C. GaSe, GaS, and Their Alloys 

The semiconducting IIT-VI compounds GaSe and GaS crystallize in lay­

er structures. The arrangement of atoms within one layer is the same for 

both compounds. Within each layer the atoms form planes of atoms in a 
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VI-III-III-VI arrangement. Three different types of regular stacking of 

the layers have been described in the literature as g, e, and y modifica-
(32) tions. Large monocrystals of GaSe grown by the Bridgeman technique 

normally crystallize in a mixture of e and y modifications, whereas the 
(33) stacking of GaS layers is invariably 6 type. 

GaSe and GaS form a continuous series of mixed crystals GaS Se, 
' x 1-x 

For 0.6 ^ x ^ l , the 3 modification predominates and the e and y modifi­

cations are found for 0 *% x "̂  0.1. In the intermediate region all three 
(33) 

types of stacking are found. Despite the fact that these crystals 

clearly exhibit two-dimensional structure and consequently have anisotro­

pic mechanical properties, it has been argued that not all of the elec­

tronic states reflect this anisotropy. In particular, recent measure­

ments of optical properties and of electronic transport properties have 

indicated that GaSe has nearly isotropic states in the forbidden band 
(34) 

gap. 

All the samples used in this experiment were cleaved in the plane of 

the layers from large single crystal ingots. The single crystals were 

grown by the Bridgeman technique in sealed quartz ampules. The starting 

material consisted of an admixture of pure (99.9999%) polycrystalline 

GaSe and GaS. Except for the top and end of the ingot, no noticeable 

variations of composition has been found for crystals grown under appro­

priate conditions. The composition of the crystal alloys was measured by 

an x-ray fluorescence technique. The samples were homogenous to within 

1%. Unless otherwise stated, all measurements were made at 5° K. Mea­

surements were with unpolarized light incident almost parallel to the C 

axis. 

In Fig. 17, the measured reflectivity of GaSe is presented. Also, 
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a pseudopotential band structure calculation was performed by M. Schlu-

ter. ^ The calculated reflectivity is also presented in Fig, 17. This 

derivative reflectivity of GaSe is presented in Fig. 18 along with the 

calculated derivative reflectivity. The calculated reflectivity had t.o 

be shifted 0.4 eV to higher energy to achieve satisfactory agreement with 

experiment. Since all important transitions below 5.5 eV terminate at 

the first conduction band pair (bands 19 and 20), the shift in the reflec­

tivity curve can easily be obtained by rigidly shifting the main portions 

of bands 19 and 20 upwards. 

Although the experiment was performed in the E i. c polarization, the 

angle of incidence of the light beam ("" 5*) and the finite solid angle of 

the beam (~ 5° aperture) allow the presence of E II c polarization. Due 

to this E II c component which is combined with a strong matrix element 

anisotropy, the experimental spectra are best compared to theoretical 

spectra calculated for unpolarized light. The precise positions of struc­

ture in the measured and calculated reflectivity are obtained from the re­

spective derivative spectra (Fig. 18). Their energy values together with 

their band structure assignment are given in Table III. The notation for 

labelling the structures will be described below. 

One particular structure, SI, on the rising shoulder of the first 

peak (GS2) is of particular interest. According to the band structure 
(35) calculation, the structure observed around 3.4 eV is identified with 

the transition r~ - r_. The transition is very Se like, i.e. its initial 

state is predominately Se p and p character and the final state shows 

appreciable Se s-admixture. Since its first observation in absorption 
(37) by Subashiev et al., ' the SI transition has been extensively studied 

(38—39) and assigned to i) a saddle point excition, to ii) an M. critical 
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point " or to ill) an excitonic transition at an M critical 

point. " T O emphasize the excitonic character of the transiton SI, 

in Fig. 19 a comparison between a) the wavelength modulation spectrum <it 

300 K, b) the electroreflectance spectrum at 300 K, c) the reflectivity 

at 300 K and d) the reflectivity at 5 K. The electroreflectance measure­

ments were done by the elctrolytic method following Ref. 40 with similar 

results as Ref. 40. 

The striking feature of the electroreflectance spectrum is that the 

most important response is at SI and not at the main reflectivity peak 

GS2. This large electro-optic enhancement clearly confirms the exciton­

ic nature of transition SI. On high quality single crystal samples, the 

reflectivity peak can be resolved into two components at low temperatures 

(Fig. 19d). They are attributed to the excitonic ground state and the 

continuum states. The observation of an n - 2 exciton state can be ruled 

out on the basis of oscillator strength and lifetime arguments. From 

these two structures, the exciton binding energy is E_ = 30 ± 5 meV. 

Though the two structures can be clearly observed, their amplitude is 

too small to permit line-shape analysis. Using the values of e-.. - 7.6 

ma 

different types of excitons at SI are compiled in Table IV. 
(44) The Isotropic ML exciton model leads to a reduced mass of u = 

.17 m.. The anistropy of the conduction band masses (m .. = .3 and m . = 
(34) .17) has been measured by magneto-optic and transport methods. There-

(45) 
mass anistropy of the opposite sign. The two-dimensional and three-
dimensional hyperbolic exciton models both result in a transverse 
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to Che isotropic exciton model. 
(35) The empirical pseudopotential calculation of Schluter indicates 

an anistropic M. critical point for the SI transition. For a three-di­

mensional hyperbolic exciton model the lower limit of IJII is 0.17 

(the isotropic mass). If the valence band masses are assumed to be very 

large, then an anistropy parameter 

- ^ i - 0.76 (40) 
"UE|| 

leads to a binding energy of E_ = 33 meV, in excellent agreement with 

the measured value. 

Both the reflectivity and the wavelength modulated reflectivity of 

GaS Se_ have been measured at about 5° K for a series of 10 mixed cry-x 1-x 
stals. The composition x of GaS Se_ varies gradually by steps of 

about 1/10 from 0 to 1. The exact values of x dtermined by a raicroprobe 

technique are 0.10, 0.22, 0.31, 0.40, 0.47, 0.51, 0.57, 0.66, 0.72, 0.76, 

and 0.91. In Fig. 20 an illustration of the general variation of the re­

flectivity spectrum is given. Despite an increased broadening of the 

spectra for intermediate compositions, probably resulting from structural 

disorder and despite a waakening of some spectral structures, most of the 

assigned structures of GaSe (Table III) can be followed through the ser­

ies to GaS. 

The following general trends can be noted from Fig. 30 and Table 

III: 

i; The main structures shift to higher energies for increasing sulphur 

concentration x. 

ii) The low energy peak GS1, GS2 (at 3.8 eV in GaSe) narrows consider-
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ably with increasing x resulting in a very sharp dominating structure in 

GaS. 

iii) The characteristic two-peak structure of GaSe gradually transforms 

into a more complicated spectr a in GaS. 

Detailed analysis of the spectral changes as a function of x reveals 

linear shifts for almost all important structures. Moreover, according 

to their shifts (A), these structures, including direct and indirect gap 
48 at about 2.0 eV, can be grouped into three different classes w_th zero 

(A » 0), intermediate (A » 320-400 meV) and strong (A « 780 meV) shifts, 

respectively. In the pseudopotential calculation of the band structure 
(35) 

GaSc by Schluter, calculations of charge density contours and the op­
tical transition function 

F(r) = $±(r)hf(h (41) 

were made. The volume integral of F is the optical transition dipole ma­

trix element. This information was used to determine the degree and na­

ture of the real space localization of optical transitions. Distinctions 

can be made between atomic-like (intra-ionic), charge-transfer-like (in­

ter-ionic) or bond-like (bonding-antibonding) transitions. These are 

described in a), b ) , and c) below. 

a) Transitions with strong cation (Ga) character and zero energy 

shift (A * 0 meV). 

Four main structures of Table III labelled Gl to G4 (G stands for 

predominant gallium character in the corresponding wavefunctions) belong 

to the A - 0 class. Their energies which are displayed in Fig. 21 as a 

function of composition x show no overall shift if sulphur is substituted 
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for selenium. Experimentally Gl and G2 can easily be followed through 

the entire composition range whereas G3 and G4 are only resolved in crys­

tals with higher sulphur concentration. For low values of x, G3 and G4 

merge with the strong S-, S, structure which dominates the spectrum in 

this energy range and cannot be resolved. In GaSe the structures Gl, G2 

are assigned to transitions between the topmost valence band and the bot-
(35) torn conduction band near the point H in the hexagonal Brillouin zone. 

The two-fold degeneracy of the valence band at H is lifted by the inclu­

sion of spin-orbit interaction. The resulting splitting which according 

to an analysis of the wavefunctions should result from Ga p-levels is 

most likely to be responsible for the double structure Gl, G2. This as­

signment is strongly supported by the observation of a constant split­

ting of 0.12 eV between Gl and G2 throughout the entire alloy series. 

Moreover the observed value of 0.12 eV agrees well with the atomic Ga 3p 

spin-orbit splitting nf about 0.09 eV. 

In the charge density calculations of the initial and final states 

of the Gl and G2 transitions given by Ref. 35, the charge in both states 

is concentrated around the ^a cores and very little charge sits around 

the anions. This obviously explains the very small shift of the critical 

point energy with increasing sulphur concentration. The transitions Gl 

to G4 thus represent the particular case of pure cation tranritions whose 

energy is at most slightly affected by anion-alloying. The existence of 

these transitions is caused by the particular crystal structure of GaSe 

and GaS in which like-atom bonds exist. 

b) Transitions with mixed anion (S, Se)-cation (Ga) character and 

intermediate energy shifts (A = 320 to 400 meV). 

In Fig. 22 the energies of several transitions (GS1 to GS6) are 
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displayed as a function of concentration x. The measured energy shifts 

can be fitted linearly with slopes varying between 320 and 400 raeV. The 

structure labelled GS1 which corresponds to a small shoulder in the re­

flectivity cannot be observed for x > 0.3, not even in the wavelength 

modulated spectrum. GS2 corresponds to the main structure found in the 

reflectivity of GaSe at 3.8 eV. The shift of this structure is found to 

be linear with concentration for x > 0.2. For x > 0.3 the two structures 

GS2 and GS3 overlap resulting in a broad peak with little resolved fine 

structure. The possibility of connecting GS1 and GS3 by a discontinuity 

of 200 raeV at about x = 0.3 similar to the observed 50 meV step of direct 

and indirect gap due to changes in the stacking sequence cannot be 

ruled out inspite of the large energy difference. As seen in Fig. 20 the 

shape of the GS2, GS3 structures changes drastically between GaSe and 

GaS. The peaks narrow considerably with increasing sulphur coneantration 

and become the predominant features of the reflectivity spectrum for x > 

0.5. The splitting between GS2 and GS3 which is not resolved for x < 0.3 

has a value of 0.17 eV in GaS. 

According to the assignment in GaSe the transitions take place be­

tween the topmost valence bands and the lowest conduction bands along 
(35) 

the lines T, S and their connecting line in fe-spnce . Interlayer in­
teraction is not likely to cause the GS2, GS3 splitting because of the 
very different oscillator strength of the transitions in GaS. In fact, 
the line shape of the strong GS2 peak in GaS is reminiscent of the asym­
metric singularity associated with a two-dimensional M. critical point 

(9) (c.p.) excitonic transition. Indeed a comparative inspection ol the 

GaSe band structure lends some support to the existence of a two-dimen­

sional VL c.p. for GaS in the T, S region of kj-space. On the other hand 
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no excitonic character would be needed to explain the GS2 line shape if 

one assumes a nearly degenerate pair of two-dimensional M„ + M. c.p.'s. 

The observed strong temperature dependence of the GS2 peak is compatible 

with both models. The likelihood of the observation of a two-dimension­

al M_ c.p. exclton followed by the c.p. band edge for the GS2, GS3 struc­

tures in GaS in illustrated in Fig. 23. Since the real part of the re­

fractive index dominates the imaginary part by a factor of about 10 in 
(42) this energy range, the reflectivity can be calculated from the func-

No additional life-time broadening is included and an oscillator strength 

of unity for both the exctton and the band edge transition is used. The 

exciton binding energy of 170 meV leads to a reasonable transverse re­

duced bass mass of y, = 0.15. More experimental evidence as to the na­

ture of the GS2, GS3 transition in GaS, however, has to be presented, 

before conclusive answers can be given. In particular, electrorefiec-

tance measurements as carried out on the 3.4 eV structure (SI) of GaSe 

should certainly be helpful in answering the question about the existence 

of excitonic character in the GS2 transition. However, our experiments 

along these lines on GaS were unsuccessful. 
(35) The pseudopotential calculation of Schluter assigns the GS 

transitions along the lines T and S between zone center, r, and the zone 

boundaries at H and K. The charge density distribution show these tran­

sitions to be of mixed cation and anion in character. The amount of 

anion admixture is smallest at H and increases along the lines T and S 

reaching a maximum at r. The calculation shows that most of the energy 
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shift A seems to originate from a valence band shift which contains vari­

able amounds of Se p -like character. 

c) Transitions with predominant anion (S, Se) character and strong 

energy shifts (A = 780 meV). 

Four main transitions SI to S4 which exhibit a large energy shift 

A = 780 meV are shown in Fig. 24. The high energy doublet S3-S4 observed 

at 4.86 and 5.13 eV in GaSe can be followed through the alloy series up 

to 5.57 eV and 5.78 eV respectively in GaS. The structure S2 is weakly 

seen in GaSe but it becomes important in GaS where it merges with the GS4 

line. The low-energy structure SI corresponds in GaSe to the anisotropic 

three-dimensional M„ c.p. exciton which has been discussed at length 

above. It shifts linearly to higher energy with increasing sulphur con­

centration and disappears at x ^ 0.3, 0.4. No equivalent structure can 

be observed in GaS at the extrapolated energy range. The same difficulty 

has previously been reported in absorption measurements carried out at 

90 K. Our modulation measurements, however, show a pronounced doub­

let at 4.55 and 4.61 eV in GaS, very similar to the SI doublet observed 

at 5° K in GaSe. The similarity of the line shapes is explicitly shown 

in Fig. 25. It is suggestive that these similar structures can be as­

signed to the same transition since they exhibit identical energy shifts 

and both disappear at a composition range of x * 0.3, 0.4. The doublet 

splitting, in GaS is about 60 meV, twice the splitting observed for GaSe. 

This difference can reasonably be explained by different exciton binding 

energies. The sudden changes in transition energies at x * 0.3, 0.4 is 

presumably due to the structural transition from ytc to 0 type stacking 

reported in this composition range. This structural transition has 

also been found to be responsible for a 50 meV step in both direct and 
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indirect gap energies and for the intensity drop-off of the 135 cm' 

Kaman mode associated with the p-polytype. In the case of the SI 

transition the step is about 400 tneV which would indicate a high sensi­

tivity to stacking sequences of the states involved. 

For the SI transition, the final state, which is at r in the first 
conduction band pair, has partially antibonding Ga-Ga character combined 
with strong Se s, p -type character. This explains the sensitivity of 
the r-state to anion alloying. Moreover, the initial state exhibits ex­
clusively Se p -character and therefore is also strongly affected by al-

xy 

loying. The corresponding transition is strongly localised on the anion 

site and corresponds mainly to an Se p to s atomic-like transition. 

The direct gap at V at ~ 2 eV also shows the strong experimental 

shift A * 780 meV if selenium is substituted by sulphur. The V state 

of the top valence band has in addition to Ga-Ga bonding character, a 

strong, nearly pure Se p -like character. It is therefore also sensitive 

to anion alloying. The direct gap transition corresponds partially to 

the excitation of the Ga-Ga bond. However, as seen from the transition 

function in Fig. 15, considerable contributions originate from anion p 

to s atomic-like transitions. This has not been emphasized before. It 

is clearly responsible for the large energy shift A of the direct gap. 

D. 

SnS_ and SnSe 2 crystallize in a hexagonal closed packed Cdl.-type 

structure. Within one layer, a plane of metal atoms is sandwiched be­

tween two planes of chalcogenides such that each metal atom Is octahed-

rally surrounded by six chalcogen atoms. From optical absorption mea­

surements, the fundamental absorption has been found to be indirect 
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in both compounds and forbidden for polarization perpendicular to the C 

axis. The band edge energies are about 2 eV for SnS„ and 1 eV for SnSe2-

In the range of interband reflectivity spectra, very little work has been 

done: i) room temperature relectivity has been reported for SnS_ in 

the range 1 eV to 12 eV and, ii) room temperature and liquid nitrogen 

temperature reflectivity have been reported for SnSe_ in the range 

1.5-5 eV. The reproducibility of the results in this case, obtained on 

different samples, is somewhat questionable. 

All samples used were grown by iodine transport technique. As usual, 
2 the samples were flat with their large surface (~ 1 cm ) perpendicular to 

the C axis. Their thickness was only a few tenth of a millimeter, which 

prevented any attempt to polish them and to perform measurements in the 

configuration E || C. Consequently, these measurements are restricted to 

the standard configuration E 1 C. Due to the good quality of the natural 

faces, the crystals were used "as grown." No difference between the spec­

tra obtained in these conditions and a spectrum obtained on a freshly 

cleaved face was found. Measurements on different sample crystals were 

reproducible. 

Fig. 26 represents the experimental reflectivity spectra of SnS ? at 

room temperature and at liquid helium temperature. As usual, the struc­

tures shift to higher energy and become much sharper when the temperature 

lowers. This is clearly seen on the differential reflectivity spectra of 

Fig. 27. As will be seen in more detail below, the structures in our re­

flectivity spectrum are mainly due to transitions from a group of six top 

valence bands Co Che lowest conduction band. Many fine structures appear 

at low temperature and correspond to transitions at specific critical 

points and lines in the Brillouin zone. 
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Around 2 eV, a rapid change in reflectivity appears in SnS- which is 

indicative of the absorption edge. However, it is difficult to believe 

that the strong structure seen in differential reflectivity in Fig. 27 is 

only due to indirect forbidden transitions;^ ' one has probably 

in the same range of energy a close superposition of direct and indirect 

transitions. In Table V, we compare the indirect gap energies found in 

our derivative spectra with those reported in absorption measurements. 

Fig. 28 displays the reflectivity spectra of SnSe from 1.5 eV to 6 

eV at 300° K and 5° K. The wavelength modulated spectra are given in 

Fig. 29. Comparison with the SnS ? spectra shows the following: 

i) There is a shift of the overall structure to lower energies by 

about 1 eV. This is reminiscent of the shift (0.8 eV) observed on GaS 

on anion sites. Total charge density maps calculated by M Schluter 

suggest a similar situation for the present case. 

ii) The large structure around 4 eV is considerably broader than 

In SnS_ (4.9 eV) and displays many more fine structures. The lowest 

structure, seen around 2 eV in Fig. 28 correlates well with previously 
(54) reported absorption data. The fundamental absorption edge at 1.24 

was out of our range of investigation. 

The precise position of structures is obtained from the derivative 

spectra. We list them in Table VI for SnS_ and in Table VII for SnSe, 

together with the results of previous investigations and their theoreti­

cal assignments in a empirical pseudopotential band structure calculation 

by Schluter and Schluter and by Fong and Cohen, 

As already mentioned, SnS (and also SnSe_) is a material with a 

strong indirect gap whose energy has been reported in absorption at about 
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2.40 eV at 80° K. ' EPM band structure calculations^ " 8 ' on SnS 

also reveal a strong indirect gap between the states T^- and M_+ at about 

2.2 eV. Group theoretical arguments show that this indirect transition 

is forbidden for polarization E X C which is in accord with experimental 

findings. Although the two band structures of Ref. 57 and 58 show rea­

sonable overall agreement and also quantitative agreement in the immedi­

ate vicinity of the fundamental gap, they differ somewhat for higher 

energy optical transitions. 

The first structure found in the differential reflectivity (Fig. 27) 

appears around 2.5 eV. The richness of structure suggests a close mixing 

of several direct and indirect transitions in the same range of energy. 
(54) 

The situation Is quite similar to an observation on SnSe„ where three 

gaps, two indirect forbidden and one direct allowed, have been reported 

within 1 eV. An inspection of the band structure further supports 

the suggestion. 

The next set of structures found in differential reflectivity is lo­

cated around 2.8 eV (2.61, 2.70, 2.81, 2.90, 2.95). It corresponds to a 

small structure seen in reflectivity around 3 eV and is attributed to 

some transitions between bands 8 and 9 (topmost valence band and lowest 

conduction band) around the the points M and L in the Brillouin zone. 

According to the theoretical results of Ref. 57 these transitions are di­

rect and forbidden. Another set of weak, broad peaks in the reflectivity 

appears around 3.37 and 3.80 eV. The peak at higher energy is resolved 

into structures at 3.61, 3.80, and 3.92 eV in the differential reflecti­

vity and corresponds to the structure previously reported at room temper-
(58) ature by Greenaway et al. The room temperature measurements give the 

structure at 3.57 eV. According to the band structure, these transitions 
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take place along the line Z between bands 8 and 9. 

So far we were concerned with structure of relatively low intensity 

which is due either to small transition matrix elements (indirect transi­

tions, forbidden transitions) or to small joint density-of-states contri­

butions. In contrast to this, the next higher energy transitions corre­

spond to the two strong maxima of reflectivity found at 4.98 eV and 5.85 

eV at 5° K, displayed in Fig. 26. Around the lower peak, our differen­

tial reflectivity spectrum reveals at low temperature four structures 

which are seen as weak shoulders in the reflectivity. They are located 

at 4.17 eV and 4.53 eV on the low energy side and at 5.32 eV on the high 

energy side of the 4.98 eV pfak. At room temperature the dominant struc­

ture is found at 4.89 eV. The second main peak in the reflectivity at 

higher energies (5.8 eV at 5° K) shows only one shoulder at its low ener­

gy side (5.58 eV) in the differential reflectivity. 

As indicated in Table VI, the structures forming the main peak 

around 4.98 eV correspond to transitions which take place along the lines 

T and P, including the high symmetry points K and H between the topmost 

valence bands (they are degenerate along P) and the lowest conduction 

band. Inspection of the corresponding calculated charge density maps 

shows that these transitions excited electrons from sulphur P -like orbi-

tals into sulphur and tin S- and P-like orbitals. In contrast to these 

transitions, the second big peak in the reflectivity at 5.85 eV corre­

sponds to transitions in which electrons from sulphur P -like orbitals 
xy 

are promoted into sulphur and tin S- and P-like orbitals. These transi­

tions take place along the lines I (and S) between lower valence bands 

(6) and the first conduction band. The theoretical and experimental 

findings are summarized in Fig. 30 where a calculated reflectivity based 
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on the band structure of Ref. 57 and the measured reflectivity are com­

pared. The strong disagreement in amplitude for the 4.98 eV structure 

is probably due to the existence of excitonic character of these transi-

tion S.< 5 0> 

We have investigated the temperature dependence of the differential 

reflectivity spectra (Fig. 31) and we found that most of the temperature 

dependence of the broadening parameter occurs between 100° K. and 300° K.. 

This supports a characteristic temperatrue of exciton-phonon interaction 

in SnS-: & ~ 100" K, which suggests a large reduced mass for the exciton. 

Me have seen that the dielectric response of SnS ?, up to about 6 eV, 

consists mainly of two peaks. Roughly speaking one can attribute these 

two main peaks to transitions from sulphur P-like states into sulphur and 

tin S- and P-like states. The splitting of about 0.9 eV between the two 

peaks is caused by the anisotropic crystal field splitting of the sulphur 

P-like levels. Similar splittings with the P -like levels at lower ener­

gy than the P -like levels have also been found in other layer compounds 

like GaSe or GaS. These two main peaks originate from transitions which 

take place at locations in k-space which are close to "special k-points" 

as it has also been found for GaSe. 

The interpretation of the SnSe„ spectra results in similar conclu­

sions as obtained for the SnS spectra. Mainly there are two large peaks 

in the reflectivity between 2 and 6 eV which can roughly be assigned to 

transitions from the crystal-field split selenium P and P -like levels 

to the selenium and tin S- and P-like levels. The difference from the 

SnS- spectra however is the appearance of more fine-structure and more 

spreading out of the first main peak, coupled to a decrease in intensity. 

SnSe. has an indirect, forbidden band gap like SnS„ around 1 eV (see 
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Table VII). The theoretical value is close to this value within 0.1 eV. 

A second indirect forbidden transition has been reported at about 0.3 eV 

higher energies. Theoretically these transitions could correspond 

to final states between M and L in the Brillouin zone. 

The first experimental structure found in our work is at 1.92 eV. 

This structure is clearly seen on the reflectivity spectra of Fig. 4 and 

agrees well in psoition with the first direct transition reported in ab-
(54) 

sorption. The peak, however, is broad which may indicate contribu­

tions from different points in the Brillouin zone. Even with first or­

der differential spectroscopy it was not resolved accurately. Theoreti­

cally, the first direct (forbidden) transitions occur at about 1.7 eV be-
+ + 

tween M_ and M.. The next structure about 2.0 eV is also seen in reflec­
tivity, but not resolved in any previous work. Theoretically, these weak 
transitions occur between M and V in the Brillouin zone. 

The first large structure is observed between 3.5 and 4.5 eV and ob-

In SnSe., however, this structure is broad and extends over about 1 eV 

and features up to five resolved transition peaks in reflectivity (3.6 

eV, 3.75 eV, 3.9 eV, 4.2 eV, and 4.45 eV). Many fine structures are 

found in the modulated reflectivity spectrum and are compiled In Table 

VII together with the tentative theoretical assignments. 

The experimental reflectivity spectrum is compared with a calculated 

spectrum based on the band structure of Ref. 58 in Fig. 32. SchlUter, 

calculated the charge densities and optical transfer function for some 

of the electronic transitions. He showed that several of the electronic 

transitions are very localized in real space, just as was seen above for 

GaSe. In particular, the transition labelled Zl is a transition between 
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an Se P -like orbital and Se S- and P-like orbitals. The valence band z 
state wavefunctlon has clear P -like character. The Zl transition has z 
E II C polarization dependence. In contrast, the M Q _ 1 0 transition, which 

is also localized around the Se ion, has E 1 C polarization dependence. 

This is because the valence band state wavefunction has P -like charac-
xy 

structure is HfS_. In contrast to SnS~ discussed above, Hf is a group 

IVB transition metal element. As will be seen, the optical properties 

of HfS„ are quite different. The most striking feature is a reflectivity 

minimum of less than 2% at about 4 eV, above tb'-.t first strong optical 

transition. 

(59) 

tion measurements support an indirect energy gap of value 1.96 eV at 

room temperature and a temperature coefficient of - 4.3 * 10~ eV/K° in 

the range of 77-500° K. An independent electrical determination^ 

gives a slightly higher value of 2.1 eV. At liquid helium temperature, 

transmission measurements performed on thin adhesive cleaved samples 

have been able to resolve some fine structures in the range 2.5-3.5 eV. 

past. Murray et al. (MBY) used a semi-empirical tight-binding scheme 

with three empirical parameters. Mattheiss applied the augmental 

plane wave method ut a few important points in the BZ. The band struc­

ture along symmetry directions was then obtained by Slater-Koster's 

tight-binding interpolation scheme. Fong has done a full empirical 
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pseudopotential band structure calculation. 

The HfS_ crystal used had a large face of 10 x 5 mm and a thickness 

of 10 urn. The thickness was deduced from the interference fringes shewn 

in Fig. 33 around 2.2 eV. These fringes arise from interference between 

light reflected off the front and back surfaces of the sample when the 

incident photon energy Is below the direct band gap of the sample. The 

C axis was perpendicular to the platelet. Because of the small sample 

thickness, measurements were restricted to the E 1 C polarization. A 

natural, "as grown", face of the platelet was used for measurements. 

The measured spectra showed some sensitivity to the position of the 

light beam on the sample surface. This was particularly true of struc­

ture at higher energies. Presumably this was associated with defects in 

the layer stacking. 

In Fig. 33 the reflectivity, R(u), and its logarithmic derivative 

were plotted as functions of photon energy, htu. In general, the reflec­

tivity shows prominent structures for hto ̂  3.5 eV, a strong drop-off 

above 4.0 eV and a fairly constant "plateau" observed up to 6 eV. The 

minimum of the reflectivity at 4.23 eV is only about 2%. The magnitude 

of the reflectivity of the "plateau" is sensitive to the position of the 

focused beam on the sample surface. As usual, the derivative spectrum 

displays many fine structures. 

The first prominent structure in our experimental reflectivity spec­

trum is at 2.83 eV. Compared to the value reported by Greenaway and 

Nitche^ ' (2.9 eV) and the one given by Beal et a l . C 6 1 ) (2.8o eV), our 

peak is about 60 meV lower. This difference may be due (a) to the in­

creased accuracy achieved in the modulation spectroscopy, and (b) to the 

shift of peak energies between absorption and reflectivity spectra. The 
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theoretical spectrum in this range shows a weak shoulder at 2.7 eV and a 

peak at 2*9 eV* Fong assigns the peak to the observed structure at 

2.83 eV. Both theoretical structures come from regions near A (line r -»-

A) from transitions of the uppermost'valence band to the lowest conduc­

tion band (8 •+ 9 transitions) except that the 2.7 eV contour does not en­

close the point A. No correlation of this structure with the point L in 

the BZ, as suggested by MBY, was found. Their calculated energies of 

transitions L_ •* L and L„ •+• L_ (assigned by MBY as the direct gap) are 

at 3.47 and 3.6 eV, respectively. Hence, it will be impossible to account 

for the 2.83 etf experimental structure in a spectrum deduced from their 

shortcoming, since the calculated minimum direct gap at 3.43 eV is also 

at L. From our calculation, we suggest that the fundamental direct gap 

of HfS 2 is ft r(r 2~ •* r 3+) with a gap energy of 2.4 eV and rather weak 

dipole transition matrix elements, and the contributj'-n to the 2.83 eV 

structure is due to the volume effect. 

The two next structures around 2.94 and 2.99 eV in the derivative 

reflectivity spectrum agree with the ones at 3.03 and 3.07 eV in the 

transmission data. The splitting in our case is 50 meV, and agrees 

with the value (~ 65 raeV) calculated by MBY for the spin-orbit splitting 

of the r_- * band. However, the intergand energy of r g—»• T.+ given 

by MBY is 4.08 eV which is about 1 eV higher than the measured value of 

result shows a shoulder at 3.1 eV- It is not resolved into two struc­

tures siuce the resolution of the calculation is only 0.1 eV. The con­

tributions to this structure are from 8 -*• 9 transitions near the L point 
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and 7, 8 -*• 11 transitions around the A point. Both regions have strong 

dipole matrix elements. Since part of the contributions associated with 

the degenerate valence bands at the pc^nt A (A_—*• A.+) » it is possible 

that the 50 meV splitting is due to spin-orbit splitting of these degen­

erate bands. 

The 3.2 eV structure in Refs. 59 and 61 is seen in our experimental 

spectrum (Fig. 33) as a shoulder at 3.17 eV with no splitting resolved. 

The transition possibly responsible for the structure is L„ •+ L, ( 7 -*- 9) 

but its contribution is not visible in the calculated spectrum as it is 

masked by the strong peak at 3.3 eV. 

Both experimental and theoretical spectra show a strong peak at 3.3 

eV, which presumably corresponds to the 3.23 eV peak in the absorption 

spectrum. This peak was identified in Ref. 62 as due to T~—*• r,+ tran­

sitions. Their calculated energy of this peak was however, at 4.08 eV. 

The calculation of Fong finds that the peak comes from 8 -> 9 transi­

tions in an extended region very near the TALM plane in the fiZ. A near­

by critical point with M. symmetry is found along R f-r-, 0, -~\ —2-1 at 

3.25 eV. The strong dipole transition matrix elements near the plane en­

hance the intensity of the peak. 

In the higher energy region, both spectra in Fig. 34 show a struc­

ture at 3.5 eV which can be attributed to the M.- •*• M..+ (8 -»- 9) transi­

tions. The theoretical spectrum has a structure at 3.9 eV which differs 

from the experimental structure at 3.8 eV by 0,1 eV and is due to the 

volume effect in two extended regions: (a) 3 -> 9 transitions with cylin­

drical contour surface intersectiong the midpoints of the S and T lines 

and the zone boundaries near L and M; (b) 7 -*• 9 transitions with contour 

surface almost parallel to the ArLM plane. The dipole matrix elements 



associated with these transitions are weak. The peak at 4.4 eV is mainly 

due to the 7 -* 9 transitions with contours similar to the one given in. 

(b) except it is farther away from ArLM planes. 

A fast drop in the reflectivity around 4.1 eV is exhibited in both 

experimental and calculated spectra, although the one in the theoretical 

spectrum appears to be less drastic. A similar dip has been observed in 

Refs. 59 and 61. The calculation of Fong* **' shows that this Is due to 

exhaustion of oscillator strength of the 8 •+• 9 and 7 -+• 9 transitions. 

The experimental reflectivity starts arising gradually after 4.2 eV and 

reaches a weak maximum at 4.9 eV. This is in good agreement with the re­

sult of Greenaway and Nitche. The corresponding structure in the 

theoretical spectrum of Fong is 0,3 eV lower and the magnitude is about 

seven times higher. The main contribution to this peak comes from 7 + 10 

transitions in the region near A but above the I*MK plane. The discrepan­

cy in the higher region has been found in many pseudopotential calcula­

tions of semiconductors* The above discussion is summarized in Table 

VIII. 

F. SbSI 

The semiconducting and ferroelectric crystal SbSI has many unusual 

properties. On cooling down from room temperature, SbSI undergoes sever­

al phase transitions. The high temperature phase above 19° C is 

paraelectric; the low temperature phases are ferroelectric. SbSI has 

very strong anisotropic properties related to the fiber-like nature 

of the crystal structure. It has the largest known piezoelectric con­

stant and saturated polarization. It has strong nonlinear optical 

properties. The phase transition involves relatively large changes 



in the crystal structure, therefore it is plausible that changes in 

the reflectivity can be ot .red across the 19° C phase transition. 

The SbSI crystal used had a dimension of about 10 x 1 x 1 mm . The 

c-axis and the T110] direction were respectively parallel and perpendi­

cular to the rectangular faces. Optical measurements were made on one 

of these faces with light polarized parallel and perpendicular to the c-

axis. Unfortunately, we were not able to obtain a crystal with a suffi­

ciently large surface parallel to either a or 6 axis. 

The spectra of SbSI was measured at many different temperatures, in 

particular, near the phase transitions. No detectable change in the 

spectra was observed at the transitions. The spectra at 5° K and 300° K 

are shown in Fig. 35. At low temperature, the reflectivity with E II c 

has the main peaks at 2.5 and 3.08 eV and weaker ones at 2.7, 3.8, and 

A.2 eV, whereas the one with E 1 c has peaks at 2.5, 3.0, 3.37, and 3.88 

eV. The corresponding derivative spectra have more fine structures as 

expected. The reflectivities decrease znonotonically for hio > 3.5 eV. 

At higher temperatures, the structures become less pronounced and shift 

towards lower energies. They shift by about 0.25 eV from 5 to 300° K. 

A particularly interesting feature of the spectra is the reflectivity 

with E II c is larger than the one with £ 1 c by an overall factor of 1.6 

and by a factor as large as 2 for individual peaks. 

The reflectivities, R(di), for the two different polarizations cal­

culated by the empirical pseudopotential method by C. Y. Fong are 

shown in Fig. 36. Thermal broadening and the Debye-Waller factors were 

not considered in the theoretical results. However, the general shapes 

of these reflectivities for hoi < 3.0 eV resemble the measured results 

at 300° K (Fig. 36). For higher photon energy, the theoretical reflect!-
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vities increases. These results differ from the experimental data. All 

these discrepancies can be attributed to the fact that the bands 29-32 

and 41-42 are too close to the gap. Consequently, they contribute too 

much to the calculated reflectivities above 3.0 eV. They also affect 

the calculated reflectivities below 3.0 eV through the Kramer-Kronig re­

lation. Fong has calculated €_.. (to) and e«i (u) by considering only 

transitions between the top 4 valence bands to the bottom 4 conduction 

bands. The corresponding reflectivities are also shown in Fig. 36. 

Since the lattice constants at low temperature differ from the ones 

quoted above by 2% and no new structure in the optical data is found 

at the phase transition, the latter calculated reflectivities can be com­

pared to the ones measured at 5° K. In the case of E II c, peaks in the 

calculated reflectivity at 2.3, 3.1 and 3.8 eV agree reasonably with the 

experimental results. The first peak comes mainly from 36 -#• 37 transi­

tions in the region near r and A where the dipole matrix elements for 

E JI c are large. The second peak is due to interband transitions 36 -*• 

37, 38, 39, 40 and 35 -*• 37, 38 in a large region with k , the z-component 

of the electron momentum, about halfway between r and Z. The region near 

the XY(a - £) plane with transitions of 33, 34 -»• 36, 37 and 38 contri­

butes also, but the strengths of the dipole matrix elements are weaker. 

The important contributions to the peak at 3.8 eV come from transitions 

of 33 -> 38 with 0.167 < \ < 0.333^-). The main peak for 11 c is at 

2.2 eV and two weak structure are at 3.0 and 3.3 eV. The first peak is 

caused by transitions of 36 -*- 37 and 38 near Y and near 2. The regions 

involved in these transitions are considerably larger than the 2.3 eV 

peak in E II c case, however, the dipole matrix elements for these transi­

tions are smaller and are almost constant throughout the regions. The z-
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components of these matrix elements are mostly zero. Therefore, this 

peak with £ 1 c is mainly due to increase in the joint density of states. 

This is in contrast to the corresponding peak with E 11 c where the effect 

of the dipole matrix elements are dominant. The joint density of states 

at 3.0 eV in f 1 c are the same as in E" II c. Similar to the 2.2 eV 

structure, the dipole moments are weaker in the case of E -L c. The 

slightly higher reflectivity at 3.3 eV compared to the structure at 3.0 

eV in both theory and experiment is due to additional contributions of 

35 -*- 39 in the region near XY plane and 35 •* 40 transitions near T. The 

overall ratio of the calculated reflectivities for the two polarizations 

in considering transitions of 4 valence bands to 4 conduction bands is 

about 1.4. From the above identifications for various structure in the 

spectra, it is therefore believed that the large optical anisotropy of 

SbSI Is mainly due to the difference in the dipole matrix elements for 

the two polarizations. 
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V. CONCLUSION 

Wavelength modulation spectroscopy has been very useful in finding 

the electronic transitions in a large variety of materials. By comparing 

these results to the optical properties calculated by pseudopotential 

methods, identification of the structures with critical points in the 

Brillouin zone can usually be made. In individual materials, observa­

tions were frequently made of specific structures of unique character. 

In PbS, the structures at S.OB eV are believed to be excitonic. In ZnGeP, 

some of the transitions associated with the "pseudodirect" gap are 

observed. In GaSe, the SI transition is deduced to be a three-dimension­

al anisotropic Mfl exciton. Also in GaSe, and in SnSe» and SnS_, the lo­

calization of some optical transitions around either the cation or anion 

is demonstrated. 

It had been hoped to extend the wavelength modulation spectrometer 

to the vacuum ultraviolet region of the spectrum. It was for this rea­

son that the system was encased in an aluminum vacuum chamber, a deuter­

ium lamp constructed, and LiF windows were mounted on the sample dewar. 

The results of this effort were not very satisfactory. The overall sig­

nal intensity was not sufficient to do modulation spectroscopy. The rea­

son for this is not clear, but was probably due to the low intensity of 

the deuterium lamp as compared to the xenon arc lamp used in the near 

ultraviolet region of the spectrum. 

This work was done with support from the U. S, Energy Research and 

Development Administration. 
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FIGURE CAPTIONS 

Schematic of the focusing optics on the entrance to the monochrome-

ter. Mirror M2 is a vibrating mirror which oscillates aB indicated 

by the arrow. Slit S2 of the monochrometer is wide open. 

Schematic of the optical system for the sample and detector. Mirror 

M6 is a chopper mirror rotating at 5 Hz. The sample sits in a helium 

cryrostat which is not shown. The four compensating windows in the 

reference beam are to compensate for the two passes through the two 

cryrostat windows. 

Block diagram of the electronic instrumentation for wavelength modu­

lation spectroscopy. 

Block diagram of the 6 KHz feedback loop and a schematic for the pre­

amplifier. 

Cross-section view of the deuterium lamp. Only one feedthrough for 

the filament is shown. 

Spectrum of deuterium lamp. The intensity is in arbitrary units. 

No correction has been made for dispersion of the photomultiplier 

sensitivity or the monochrometer efficiency. 

Reflectivity and derivative reflectivity of PbTe at 5° K. The dot­

ted curve is the theoretical (l/R)dR/dw spectra calculated by EPM. 

Reflectivity and derivative reflectivity of PbSe at 5° K. The dot­

ted curve is the theoretical (l/R)dR/dcu spectra calculated by EPM. 

Reflectivity and derivative reflectivity of PbS at 5° K, The dotted 

curve is the theoretical (l/R)dR/dco spectra calculated by EPM. 

e1((d) and zA<n) of (a) PbTe, (b) PbSe, and (c) PbS calculated by 

Kramers-Kronig analysis of the (l/R)dR/du spectra. 
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11. de-Mo and de2/doi of (a) PbTe, (b> TbSe, and (c) PbS calculated by 

Kramers-Kronig analysis of the (l/R)dR/dw spectra. 

12. Temper a.ture dependence of the derivative reflectivity (l/R)dR/dco of 

FbS around the E- structure. 

13. Crystal structure of ZnGeP,. 

14. Derivative spectra (l/R)dR/dw of ZnGeP, at 5° K for parallel ( ) 

and perpendicular ( ) polarization. For comparison, the deriva­

tive spectrum of GaP (-•-) is also given. 

15. Reflectivity of ZnGeP at 5° K and at 300° K. 

16. Comparison of the theoretical and epxerimental reflectivity for Zn 

GeP- in the parallel and .perpendicular polarisations. 

17. Experimental (full line) and calculated^ ' (broken line) reflecti­

vity of GaSe. The theoretical curve has been shifted by 0.4 eV to 

higher energies. Structures in the experimental spectrum are la­

belled according to Table III. The corresponding labelling of the 

theoretical curve refers to k-space location and polarization depen­

dence of the transitions involved. 

18. First energy derivative spectrum obtained from the measured (full 
(351 line) and theoretical* ' (broken line) reflectivity of Fig. 17. 

The shift of the theoretical curve and the labelling is as in Fig. 

17. 

19. Several room and low temperature spectra of the SI structure in Ga 

Se around 3.4 eV. (a) Room temperature wavelength modulated reflec­

tivity spectrum, (b) differential electroreflectance spectrum at 

room temperature, (c) room temperature reflectivity specti on, (d) 

reflectivity spectrum at 5° K, Note the well resolved doublet 

structure. 



20. Reflectivity spectra of ten GaS Se- mixed crystals measured at 5° 

K between 3 eV and 6 eV. 

21. Energy diagram of structures observed in the GaS Se, mixed crys­

tal reflectivity which exhibit 4 * 0 energy shift. The structures 

are labelled Gl to G4 indicating the predominant anion (gallium) 

character in the wavefunctions of initial and final states. Well 

resolved structures are indicated by circles, weak structures by 

triangles. / 

72. Energy diagram of reflectivity structures of GaS Se labelled GS1 

to GS6, exhibiting intermediate (A =* 400 roeV) energy shift. T..e 

labelling refers to mixed cation (Ga) and anion (Se, S) character 

of the involved functions. 

23. Experimental (full line) and calculated model (broken line) reflec­

tivity of structures around 4.0 eV in GaS. A two-dimensional M-

c.p. exciton model and its associated continuum transition are used 

in the model reflectivity as explained in the text. 

24. Energy diagram of reflectivity structures of GaS Se, , labelled SI 

to S4, exhibiting strong (A ** 780 meV energy shift. The labelling 

refers to predominant anion (Se, S) character of the involved wave-

functior.s. 

25. Experimental reflectivity spectra (5° K) of the double structure in 

SI in a) GaSe around 3.4 eV and b) GaS around 4.6 eV. 

26. Reflectivity spectrum of SnS« at 5° K and room temperature between 

2 eV and 6 eV. 

27. Wavelength modulated reflectivity spectrum of SnS 2 at 5° K and room 

temperature. 

28. Reflectivity spectrum of SnSe_ and room temperature between 2 eV 
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and 6 eV. 

29. Wavelength modulated reflectivity spectrum of SnSe» at 5° K and room 

temperature. 

30. Comparison of the experimental (5° K) and calculated (Ref. 10) re­

flectivity spectra of SnS . 

31. Temperature dependence of the experimental differential reflectivity 

spectra of SnS„. 

32. Comparison of the experimental (5° K) and calculated (Ref. 58) re­

flectivity spectra of SnSe„. 

33. The wavelength modulated reflectivity at 5° K and the reflectivity 

at 5° k ( ) and at 300° K { ) . 

34. The experimental and theoretical spectra of HfS„. The theoretical 

spectra was calculated by EPM by Fong. 

35. Measured reflectivities and wavelength modulated reflectivities of 

SbSI at 5° K and 300° K. Arrows on the curves indicate the axis of 

the scale. 

36. Comparison between the experimental reflectivity and the calculated 

reflectivity of Fong. The calculated reflectivity is for the 

room temperature paraelectric crystal structure. .The experimental 

spectra is at 5° K in the ferroelectric phase. 
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TABLE CAPTIONS 

Critical point energies of <a) PbTe, (b) PbSe, and (c) PbS. The se­

cond column contains critical points derived from experimentally mea­

sured (l/R)dR/dw. [(v) stands for weak.] The third column has cri­

tical points from dc./du spectra obtained by Kraraers-Kronig analysis. 
(18) 

The fourth column contains the results of EPH calculations. 
(27) 

Theoreticalv ' and experimental reflectivity structure and their 

III. Listing of experimental (5° K) energies for the main structures in 

the reflectivity spectrum of GaSe. The theoretical assignment of 

Jk-space location, polar nation and band numbers of the involved 
(35) transitions are also listed. The experimental (5° K) energies 

of corresponding structures in GaS are given in the last column. 

IV. Reduced effective masses of bands 16 and 19 at the T-point in GaSe 

as obtained from various, electro-absorption and electro-reflectance 

measurements and from several theoretical models involved to explain 

the structure SI around 3.4 eV in GaSe. 

SnS„: Comparison of the low energy stru 

tial reflectivity with the indirect forbidden edge reported in ab­

sorption. 

VI. Listing of experimental energies for the main structures in the re­

flectivity spectrum of SnS- (300° K, 5° K) and results of previous 

experiments. The theoretical assignment, fe-space location, and 

band numbers of the prominent transitions are also listed. 

VII. Listing of experimental energies for the main structures in the re­

flectivity spectrum of SnSe.. We give also the results of previous 
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experiments for comparison. The theoretical assignment, fc-

space location, and band number of the prominent transitions are 

also listed. 

VIII. Comparison of experimental and theoretical critical point et.sr-

gies and their assignment. All energies in eV. 
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TABLE I 

(a) PbTe" 
CHftor experiment*] J.'* *z CP 

Region data Rdui Thio ty ay mm. T r t u i t i o n 
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A ' V r 3 
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B' 
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- C r 2" r T 

: . 0 U ' II E ^ l ) x i - x i 
3.02 3.02 2.97 2.87 

(2.92) 

3.00 3.15 3.09 

3.2 3.22 3.13 3.32 

op 
energy (eV) 

2.310 
2.27* 
2.13s 

j^-Xj^dS,16-17,18) 3.01{ 3.03* 

1 

1 , li 

1(H) 
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Table II (continued) 
:ak Polari- Peak 

zation 
Location in zone cp 

energy (eV) 
(d) (a) 
3.83 »U> E c Xj-Xj^ll,12-17,18) 3.9 

1 A(13-17KO,0,0.6) 
Z(11-17) 
(0.25,0.25,0) 

1.6 

II M15-17X0.34,0,0) 1.76 

1 E 2 r-r(13-18) 4.77 
II (14-17H0.16,0.5,0) 5.05 
1 XU6-20) and 

along £ 
4.96 

- h e r e t i c a l Peak E x p e r i m e n t a l Peak 
P o s i t i o n (eV) P o s i t i o n (eV) 

( a ) (b> ( c ) 

4 . 0 3.74 3 .75 3 . 7 1 3 .83 
( 3 . 7 2 ) 

4 . 6 4 .17 

4 . 7 6 4 . 3 

4 . 7 7 4 . 4 6 

5 . 0 5 4 . 7 3 

4 . 9 6 4 . 7 9 

5 .21 1.92 ( 4 . 9 3 ) 11(1} A U 5 - 1 8 ) ( 0 . 5 , 0 , 0 ) 5 . 2 1 

(a) This work at 5°K 
(t) Thermoreflectance work of Shileika at 120°K (Ref. 28) 
(c) Eleotroreflectanoe work of Shileika at 300°K (Ref. 28) 
(d) Electrorefleotanoe work of Shay at 300°K (Ref.29 ) 
- Wavelength-modulated absorption work of Shileika at 77°K (Ref. 28) 
* spin-orbit Hamiltonian included. 



GaSe CaS 
Experiment Theory Corres­

pondence 
Label 

(this work) 
Energy 

S°K 
Label 

(Ref. 18) 
1 Assignment Energy 

S°K 
SHexcit.) 3.37 1.55 
SI 3.1)0 ! r(xy)l6-i9 1.61 
GS1 3.58 

3.70 

i E(z>18-19 
| T(z)18-19 

032 3.80 E l ! T,S(z)17-19 1.03 
liS3 — 1.20 
S2 1.07 E 2 Kiz,y)15-20 1.82 
Jl I.28 H(z)18-19 1. 30 
G2 1.11 1.12 

GS1 /1.54 
(1.S7 

[E(xy)16-20 
Jr(xy)16-20 
(T(z)17-20 

1.82 

S3 1.86 E(xy)16-20 5.57 
G3 5.03 — 5.03 
SI 5.13 V E(xy>11-20 5.73 
U'l -- 5.73 
GSS 

JSG 

5.56 

5.83 
i 

E1 
r » fl<x,y>18-20 

5.90 
C.20 
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T a b l e IV 

R e f . "l ull 
a 0 . 0 8 9 

a 0 . 1 6 

) a 0. .om-o.09 0 . 0 9 

Technique or 
theoretical model 
EA (ionization field) 
ER (ionization field) 
ER (period of oscillations) 

*A~ c.p. (isotr. 3-D exc.) 
M 0 c.p. (2-D exc.) 
M-, c.p. (hyp. exc.) 
M n c.p. (anis. 3-D exc.) 

a) a f t e r Ref. 43 , EA: e l e c t r o a b s o r p t i o n , ER: e l e c t r o r e f l e c t ­
ance 

b) t h i s w o r k , E f i = 30 meV 
c) t h i s w o r k , E D = 30 meV, tn ,. = 0 . 3 ran, m 

Ref . 9 . B ell 0 c 

b 0 . 1 7 

b 0 . 0 6 

b 0 . 0 6 

c - 0 . 1 7 
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TABLE V 

: SnS 2 D ff. Reflectivivity Absorption 

Reference (This work) (a) <b> (c) 

! 300° K 2.32 eV 2.21 2.07 2 22 : 

. 5° K/77° K 2.SO eV 
(5° K) 

>\. 2.10 
(77" K) 

- : 

a) - Ref. 50 

b) - Kef. 51 

c) - Kef. 53 



5.
58

 
5.

85
 

XI
 u 

5.
22

 
5.

32
 

"!} 
3 

=-2 2 sJt 

3.
37

 
2.

61
 

2.
70

 
2.

81
 

2.
90

 
2.

95
 

•> 

2.
5 

: 
T

hi
s 

w
or

k 
; 

5°
 K

 

; 
La

be
l 

• 
Th

eo
ry

 : 
En

er
gy

 

A
ss

ig
nm

en
t 



TABLE VII SnSe, 

: This work 300° K 1.92 2.88 3.52 3.79 4.U9 4.27 
4.46 

4.76 
5.06 

5.58 : 

0,97 fa) 
: Previous 300* tC 

77' K 

1.09 
1.03 

(b) 
(c) 

1.3 

work 

300* tC 

77' K 0.93 ( c ) 1.3 1.97 3 . 6 3 . 9 4 . 9 «. 6 
( c ) ( c ) <d> ( d ) ( d ) (d) * 

: 77* K 2.99 3.56 3.72 3.65 4.14 4.41 4.88 5.23 : 

' This work 5.02 5.66 ; ' This work 
1.92 3.05 3.60 3.75 3.88 3.95 '..19 4.45 4.91 5.29 : 

! 5° K 3.66 3.91 3.99 
4.05 

k 10 4.55 • 5.06 5.7J : 

Label XI Zl Z2 X2 X3 X4 XS : 

j Theory : Energy 

Assignment 

3.70 

: 6-9 

3.70 

H-9 "••V9 

. 3.91. 

i R ' U 6 - 9 

4.15 

R ' U 6 - 9 

4.55 

F 7-9 

* 4.90 

. h 8-10 

5.55 

a) - Ref. 51 
t>) - Kef. 53 
c> - Ref. 54 
d) - Ref. 55 




