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Abstract

Efficient Bayesian Inference on Classical and Quantile Spectral Analysis of

Multivariate Time Series

by

Zhixiong Hu

Spectral analysis has been widely used to characterize the properties of one or more

time series in the frequency domain. Accurate inference of spectral density matri-

ces is critical for understanding the structure underlying the components of a given

multivariate temporal process, and for revealing potential relationships across its

components. However, inference of spectral density matrices suffers from the curse

of dimensionality. This dissertation first develops methods to estimate the spec-

tral density matrix and functions of this matrix for high-dimensional stationary

time series under a Bayesian framework. We consider a Whittle likelihood-based

spectral modeling approach and impose a discounted regularized horseshoe prior

on the coefficients that define a spline representation of the Cholesky factorization

components of the inverse spectral density matrix. Next, we extend the model to

estimate the time-varying power spectrum and its functions for high-dimensional

nonstationary time series. Under a locally stationary basis representation, two

types of priors on basis coefficients are developed: a slow-varying double gamma

shrinkage prior is used to induce power spectral estimates to evolve smoothly

over time, while a piecewise linear function with a global-local shrinkage prior is

proposed for cases in which the power spectral estimates are expected to display

abrupt changes. Finally, we further develop methods to conduct quantile spectral

analysis for multivariate stationary time series by modeling the matrix of quantile

cross-spectral density kernels via its low-rank factorization. Several customized

xiii



stochastic gradient variational Bayes (SGVB) approaches, supported by parallel

computation and GPU accelerations, are developed to obtain fast approximate

posterior inference in all the spectral modeling frameworks mentioned above. Ex-

tensive simulation studies and data analyses show that our models and methods

for posterior inference are accurate and time efficient. Furthermore, our methods

are superior compared to competing methods for standard and quantile spectral

analysis of multivariate time series.
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Chapter 1

Introduction

Spectral analysis discovers trends, periodic and other characteristics of a time

series by representing these features in the frequency domain. For a multivariate

temporal process, accurate inference of its spectral density matrix is critical for

understanding the structure underlying its components, and for revealing potential

relationships across them. A multivariate stationary temporal process has its

spectral density matrix remaining unchanged over time, while a nonstationary

one has a time-varying power spectrum representing the evolution of the dynamic

latent structure underlying the individual components, as well as the potential

relationships across different components.

Bayesian spectral analysis has been successfully used to analyze temporal data

in several applied settings. For instance, Rosen et al. (2012) analyzed the monthly

El Niño–Southern Oscillation (ENSO) data from 1950 to 2010 by modeling the in-

dividual time-varying spectra of three ENSO indicators (SOI, Nino3.4 index, and

DSLPA) using a Bayesian smoothing spline model for univariate nonstationary

time series and found that the spectra of the three indicators were very similar

and that they did not vary much over time, concluding that it is very unlikely

that there has been a change in the frequency or intensity of ENSO over time.

1



Li and Krafty (2019) extended the univariate method of Rosen et al. (2012) to

analyze multivariate nonstationary time series and modeled the spectral matrix of

the three ENSO indicators jointly. The spectral density and coherence estimates

provided by Li and Krafty (2019) suggested that a mild change might exist in

ENSO during the 1980s. Using the same model, Li and Krafty (2019) also ana-

lyzed the neurophysiological activity during sleep based on EEG sleep data and

provided evidence from the obtained time-varying power spectra estimates that

the transition between sleep stages is sudden. In another neuroscience study, by

means of a Bayesian approach that models the factor representation of the time-

varying spectral matrix for multivariate nonstationary time series, Li et al. (2021)

conducted an analysis of transcranial magnetic stimulation (TMS)-evoked high-

density EEG from a patient with schizophrenia during hospitalization to examine

biological correlates among brain regions, and concluded from their power spec-

tra estimates that the entire process could be approximately broken into three

periods: before TMS, immediately after TMS, and recovering from TMS. The

Bayesian approaches for spectral analysis mentioned above are methodologically

sound and practically relevant. However, they have limitations when a relative

large number of time series components are considered. In the multivariate set-

ting, as the number of components increases, the size of the spectral density

matrix grows quadratically, making estimation and inference rather challenging.

The majority of the previous methods focus on low dimensional modeling when

the time series dimension P < 10, which are quite time-consuming for a larger

P . However, efficient high dimensional spectral analysis is important for many

real-world applications. For instance, in EEG data, the number of brain channels

can be over 60, having a P > 60. This work is motivated by the need to develop

scalable Bayesian methodologies for accurate and time-efficient spectral analysis

2



of high-dimensional time series.

The first contribution of this work is to develop a novel Bayesian model to

obtain scalable and accurate inference on the spectral density matrix, and func-

tions of this matrix, for high-dimensional stationary time series. So far, several

frequency domain methods have been developed for Bayesian spectral analysis of

stationary multivariate time series. Rosen and Stoffer (2007) proposed a Bayesian

approach that uses Markov chain Monte Carlo (MCMC) techniques to obtain

posterior inference in a model that considers smoothing splines to represent the

real and imaginary components of the modified complex Cholesky decomposi-

tion of the inverse spectral density matrix. In earlier related work, Dai and Guo

(2004) used a Cholesky factorization of the spectral density matrix. More recently,

Krafty and Collinge (2013) derived an approach that considers a penalized Whittle

log-likelihood to incorporate regularization on the multivariate power spectra, al-

lowing for varying levels of smoothness among power spectral components. Meier

et al. (2020) modeled the spectral density matrix with matrix-valued mixture

weights induced by a Hermitian positive definite Gamma process, effectively ex-

tending the univariate Bernstein-Dirichlet process prior approach of Choudhuri

et al. (2004) to the multivariate case. These approaches provide key modeling

and inference tools in the spectral domain, however they also have very high com-

putational costs and hence, lack of scalability in high-dimensional and even in

relatively low or moderate-dimensional settings that involve joint analysis of a

collection of time series components.

Following an approach similar to that of Rosen and Stoffer (2007), we model

each component in the Cholesky decomposition of the inverse spectral density

matrix via smoothing splines. We use a rich set of spline basis to represent the

inverse spectral density matrix, preserving model flexibility. In addition, in order

3



to allow for model flexibility while also avoiding overfitting, we consider a mod-

ified version of the regularized horseshoe priors of Piironen and Vehtari (2017),

referred to as discount regularized horseshoe priors, on the parameters that de-

fine the spline representation of the inverse of the spectral density matrix. Our

discounted regularized horseshoe (DRH) prior includes a pre-specified discount

factor on the hyper-parameter that controls the local shrinkage parameters on

spline coefficients. The proposed prior varies the degree of regularization accord-

ing to the smoothness of the basis functions. In addition to providing various

levels of smoothness for the spectral components, the global and local shrinkage

parameters in the proposed prior add significant model flexibility. A detailed dis-

cussion of the proposed method and its comparison to the alternatives can be

found in Chapter 2.

The second contribution of this work is our novel Bayesian approach to ob-

tain estimates on the time-varying power spectra for multivariate nonstationary

time series. Several methods have been developed for the spectral analysis of

multivariate nonstationary time series. The rolling-window procedure (Priestley,

1981) partitions the time series into fixed time blocks and uses local averaging

(Shumway and Stoffer, 2011) to obtain estimates of local power spectra by smooth-

ing the local periodogram. Similar to the rolling-window approach that assumes

second-order frequency domain structures evolve smoothly over time, parametric

(Dahlhaus, 2000; Guo and Dai, 2006) and nonparametric (Sanderson et al., 2010;

Park et al., 2014) methods have been developed to capture changes of the power

spectra over time. Some approaches divide a time series into approximately sta-

tionary segments and obtain estimates of local spectra within segments (Ombao

et al., 2005; Davis et al., 2006), while other approaches, such as the adaptive

Bayesian approaches of Zhang (2016); Li and Krafty (2019) and Li et al. (2021)
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can approximate both abrupt and slowly varying changes also by partitioning the

time series but treating the number of components in the partition, as well as

the location of such components, as unknown parameters and obtain posterior

estimates using Markov chain Monte Carlo (MCMC) techniques.

In practice, a drawback for the adaptive Bayesian approaches of Zhang (2016);

Li and Krafty (2019) is that they are computationally expansive for high-dimensional

analysis due to the large computational cost of estimating the unknown partition

points. As an attempt to improve model scalability, Li et al. (2021) proposed a

frequency domain locally stationary factor model which represents the spectral

matrices in terms of low-rank parsimonious factor loading matrices whose real

and imaginary parts are modeled independently with using the tensor product

of penalized smoothing spline priors. Nevertheless, this approach still requires a

large amount of run time to infer the unknown number of partition components

and their corresponding locations. Additionally, the method may not be accurate

enough due to the fact that estimating the number of partitions brings large model

uncertainty during posterior inference, and it uses a single model to handle two

types of intrinsically different nonstationary processes (slow varying processes and

abrupt changing processes).

We use a Cholesky factorization of the inverse of the local spectral matri-

ces and model the Cholesky components via smoothing splines (Zhang, 2016; Li

and Krafty, 2019) to guarantee positive-definiteness and flexible smoothing of

the power spectra. As mentioned earlier, previous Bayesian approaches (Rosen

et al., 2012; Zhang, 2016; Li and Krafty, 2019; Li et al., 2021) consider time

partitions as unknown parameters and estimate them jointly with the remaining

model parameters, which leads to a highly expensive inference process from the

computational viewpoint. Instead, to improve computation efficiency, we follow
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Davis et al. (2006) and Guo and Dai (2006) and use pre-specified equally-spaced

partitions of the time series process to obtain a locally stationary Whittle like-

lihood approximation. Within each partition component we assume a Cholesky

decomposition of the local spectral density similar to that developed in Chapter

2 for the stationary case, and use a spline representation of the elements of this

decomposition. Under this modeling framework, we consider two types of priors

on the spline coefficients in order to handle both slow varying and abrupt chang-

ing time series. Slow-varying double gamma shrinkage priors (SV-Prior) inspired

by Bitto and Frühwirth-Schnatter (2019) are used to allow the power spectra to

evolve smoothly over time (e.g., for cases in which the power spectra changes

slowly over time, or when it remains constant over time). Alternatively, piecewise

linear functions inspired by Hosseini et al. (2021) are assumed on the time-varying

spline coefficients with shrinkage priors (AC-Prior) to tackle abrupt changing pat-

terns. An efficient model selection procedure based on the deviance information

criterion (DIC; Spiegelhalter et al., 2014) is used to choose between the aforemen-

tioned models when analyzing a particular dataset. We note that the likelihood

function used for posterior inference and model selection is approximated based on

a given partition via products of local Whittle likelihood approximations. Details

of the model specification and evaluation are included in Chapter 3.

The third contribution of this work is the development of a novel methodol-

ogy for Bayesian quantile spectral analysis for multivariate stationary time series.

Classical spectral analysis approaches as those mentioned above are limited to

modeling 1st- and 2nd-order dynamics. Instead, quantile-based spectral methods

are more robust to outliers and capture additional information about temporal

dependence, such as conditional skewness, kurtosis or tail behavior (e.g., see dis-

cussion and examples in Birr et al., 2017 and Zhang, 2019). Classical spectral
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inference is based on using the periodogram as input data. Quantile spectral in-

ference relies on using non-standard versions of periodograms as input data, with

some approaches based on the so called quantile periodograms, or integrated ver-

sions of these (Hagemann, 2013; Hong, 2000), while other approaches are based

on the so called rank-based copula Laplace periodograms (Dette et al., 2015; Kley

et al., 2016). Quantile periodograms were developed in Li (2012) based on the

concept of Laplace periodograms (Li, 2008), which were used to handle heavy-

tailed noise and nonlinear distortions in data acquisition and transmission sys-

tems. Dette et al. (2015) established the matrix of quantile cross-spectral density

kernels (CSDKs) and introduced a class of estimators of CSDKs, the so-called

smoothed rank-based Laplace periodograms (RLPs). Kley et al. (2016) provided

a detailed asymptotic analysis of the smoothed RLPs for univariate time series,

which was later extended to construct quantile spectral estimates of multivariate

time series by Baruník and Kley (2019).

Previous research on Bayesian quantile spectral analysis is fairly limited. Zhang

(2019) proposed a Bayesian copula spectral analysis for univariate stationary time

series, where the Bayesian spectral approach of Rosen and Stoffer (2007) is used

to model the CSDK matrix and the RLPs based on the discrete Fourier transform

(DFT) of the clipped time series (Hong, 2000; Kley et al., 2016). However, the

approach of Zhang (2019) only focuses on univariate time series and potential mul-

tivariate extensions lack feasibility for two main reasons reasons. First, it models

the modified complex Cholesky decompostion of the inverse CSDK matrix, whose

size grows quadratically with respect to the number of the chosen quantiles and

the dimension of time series. Second, the Markov chain Monte Carlo (MCMC)

posterior inference scheme of Zhang (2019) incurs in large computational costs

even for univariate quantile spectral analysis.
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In Chapter 4, we develop a novel scalable Bayesian approach for quantile spec-

tral analysis of multivariate stationary time series that assumes a low-rank factor-

ization of the target CSDK matrix and shrinkage priors on the parameters that

define this factorization to avoid overfitting More specifically, our approach utilizes

the low-rank factor model proposed in Li et al. (2021) to provide a parsimonious

representation of the target complex-valued matrix of quantile cross-spectral den-

sity kernels defined by a complex-valued loading matrix, which is then modeled via

smoothing splines. Furthermore, similar to our approach in Chapter 2, in order

to allow for model flexibility while also avoiding overfitting, we consider discount

regularized horseshoe (DRH) priors on the parameters that define the spline rep-

resentation of the complex-valued loading matrix of the factor model. The DRH

prior, imposed on the spline coefficients of the basis representation of the loading

factor matrix, includes a pre-specified discount factor on the hyper-parameter that

controls the local shrinkage parameters on spline coefficients, allowing us to vary

the degree of regularization according to the smoothness of the basis functions.

The proposed model is referred to as FM-DRH.

Finally, the last contribution of this work is our customized variational Bayes

algorithms for fast, flexible posterior inference of all aforementioned models we

have established (see details in Sections 2.2, 3.2, and 4.2). More specifically, in

order to obtain model scalability while preserving the accuracy, we develop a set of

variational inference (VI) (Blei et al., 2017) approaches, which are facilitated and

scaled up by stochastic optimization (Robbins and Monro, 1951). We adapt the

stochastic gradient variational Bayes (SGVB) approach of Kingma and Welling

(2013) and Ong et al. (2018) that utilizes the gradient of the unnormalized log-

posterior distribution through optimization. Assuming a multivariate Gaussian

variational distribution, SGVB relies on the reparameterization trick to yield a
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simple differentiable unbiased and low-variance gradient estimator (Xu et al., 2019;

Domke, 2019). In comparison to MCMC, SGVB tends to be much faster and

scalable for large-scale inference problems. The proposed framework is highly

parallelizable and compatible with GPU acceleration, providing a computationally

efficient framework for spectral modeling and inference of high-dimensional time

series. We present extensive simulation studies in Sections 2.3, 3.3, and 4.3 that

show that our inferences are accurate and time efficient, and that the proposed

methods are superior to competing approaches for the multivariate stationary

case, the multivariate non-stationary case and the multivariate quantile case.

The details of these topics are presented in the following chapters, organized

as follows. Chapter 2 develops the novel model with customized SGVB algorithm

for Bayesian inference for spectral analysis of multivariate stationary time series.

In Chapter 3, we introduce the proposed modeling procedure for spectral analysis

of multivariate nonstationary time series. In Chapter 4, we develop the FM-DRH

model as well as the corresponding SGVB algorithm for quantile spectral analysis.

Finally, in the last chapter, we conclude with a brief review of the methods covered

and provide future directions.
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Chapter 2

Spectral Analysis of Multivariate

Stationary Time Series

In this chapter, we introduce a novel efficient Bayesian framework for spectral

analysis of multivariate stationary time series. The remainder of the chapter is

organized as follows. Section 2.1 specifies the model and priors used for spectral

analysis of stationary multivariate time series. Section 2.2 describes the pro-

posed stochastic gradient variational Bayes scheme for fast and scalable posterior

inference. Section 2.3 reports results of extensive simulation studies that illus-

trate the accuracy and scalability of the proposed approach. Section 2.4 applies

the proposed framework to the analysis of multi-location wind speed time series

data from the Iowa Environmental Mesonet (IEM) database (Todey et al., 2002).

This section also presents the results of the analysis of a multi-channel electroen-

cephalogram dataset from the UCI Machine Learning Repository (Dua and Graff,

2017).
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2.1 Model Specification

2.1.1 The Modified Complex Cholesky Decomposition

Let {xt} denote a zero-mean P -dimensional time series process. Consider a

realization {x1, ...,xn} of such process, or x1:n. These data can be represented in

the frequency domain via the discrete Fourier transform (DFT),

y (νk) = n− 1
2

n∑
t=1

xt e−2π i νkt,

where νk = k/n denote Fourier frequencies, k = 0, 1, ..., n − 1. Because the

discrete Fourier transform is an even function of ν, there are only [n/2] distinct

y (νk). If we assume {xt} to be stationary with P × P autocovariance matrix,

Γ(h) = {γil(h)}, satisfying ∑∞
h=−∞ |γil(h)| < ∞ for all i, l = 1, ..., P where

γil(h) = E[xi,t xl,t+h], there exists a P × P spectral density matrix

f(ν) =
∞∑

h=−∞
Γ(h) e−2π i νh,

where ν ∈ [−0.5, 0.5] is a frequency measured in cycles per unit time. Note that

f(ν) = f ∗(−ν) where ∗ denotes the conjugate transpose. Additionally, f(ν)

is also positive definite. The diagonal entries of f(ν), fjj(ν) for j = 1, ..., P ,

correspond to the spectral densities of each of the P components of the time

series xt. The off-diagonal elements of the spectral matrix can be combined to

define the squared coherence

ρ2
il(ν) = |fil(ν)|2

fii(ν)fll(ν) ,
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with ρ2
il(ν) ∈ [0, 1], where i, l = 1, ..., P with i ̸= l. The coherence is a frequency-

domain analog of a the correlation between two components. It measures the

strength of the association of the different time series components for a given

frequency ν. Squared coherence values closer to one indicate strong association,

while values close to zero show little or no association between components i and

l.

Following an approach similar to that in Rosen and Stoffer (2007), we use

a Cholesky factorization of the inverse of the spectral density matrix and then

represent the components of this factorization via smoothing splines, as follows.

Let yk ≡ y (νk) and fk ≡ f(νk) with f the spectral density matrix. Then, the

multivariate extension of the Whittle likelihood approximation (Whittle, 1957) is

given by

L (y1:N ; f1:N) ≈
N∏

k=1
det (fk)−1 exp

(
−y∗

kf−1
k yk

)
,

with N = [n/2]. To ensure that f is positive definite, f−1
k can be modeled through

the modified complex Cholesky factorization:

f−1
k = T∗

kD−1
k Tk, (2.1)

where Dk = diag
(
δ2

1k, . . . , δ
2
pk

)
, and Tk is a complex unit lower triangular matrix

such that

Tk =



1

−θ(k)
21 1

−θ(k)
31 −θ(k)

32 1
... ... . . .

−θ(k)
p1 −θ(k)

p2 . . . −θ(k)
p,p−1 1


. (2.2)
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Consequently, the likelihood can be rewritten as:

L (y1:N ; f1:N) ∝
N∏

k=1

P∏
j=1

δ−2
jk exp

−
|yjk −∑j−1

l=1 θ
(k)
jl ylk|2

δ2
jk

 , (2.3)

with yjk denoting the j-th dimension of yk, and | · | denoting the absolute value.

Note that (2.3) decomposes the likelihood into P components. For j = 1, ..., P ,

each component is written as

Lj (y1:N ; f1:N) =
N∏

k=1

δ−2
jk exp

−
|yjk −∑j−1

l=1 θ
(k)
jl ylk|2

δ2
jk

 , (2.4)

such that L (y1:N ; f1:N) ∝ ∏P
j=1 Lj (Y; f1:N) and so, posterior inference can be

obtained in parallel over j.

2.1.2 Prior Specification

Rosen and Stoffer (2007) used a basis representation to model the entries of the

Dk’s and Tk’s. Our proposed approach considers the same representation, which is

briefly described below, but uses a different prior structure on the parameters that

define this representation. More specifically, the Demmler-Reinsch basis functions

(Eubank, 1999) are used to represent each log δ2
jk and the real and imaginary parts

of each θ
(k)
jl in terms of M -truncated smoothing splines:

log δ2
j,k = γj,0 + γj,1νk +

M−1∑
s=1

ψs (νk) γj,s+1,

ℜ(θ(k)
jl ) = αjl,0 + αjl,1νk +

M−1∑
s=1

ψs (νk)αjl,s+1,

ℑ(θ(k)
jl ) = βjl,0 + βjl,1νk +

M−1∑
s=1

ψs (νk) βjl,s+1 ,

(2.5)

where ψs(νk) =
√

2 cos (sπ νk). M is a pre-specified constant determining the
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number of basis functions to be included and therefore the model flexibility. Dif-

ferent options of spline basis (e.g., B-spline, P-spline) satisfying user-specific needs

can be easily incorporated with our framework (for instance, a spectra lying within

certain frequency bands can be handled by B-spline basis with selective knots).

Let

γj = (γj,0, ..., γj,M)′, αjl = (αjl,0, ..., αjl,M)′, βjl = (βjl,0, ..., βjl,M)′,

Xk = (1, νk, ψ1(νk), ..., ψM−1(νk)).

Then, the aforementioned smoothing splines in (2.5) can be rewritten as:

log δ2
j,k = Xkγj, ℜ(θ(k)

jl ) = Xkαjl, ℑ(θ(k)
jl ) = Xkβjl. (2.6)

For notation brevity, let αj· denote {αj1, ...,αjj−1} and βj· denote {βj1, ...,βjj−1}.

By plugging (2.6) into (2.4), the above Lj (y1:N ; f1:N) can be reparameterized as

Lj (y1:N ;γj,αj·,βj·), where for every j = 1, ..., P :

log Lj (y1:N ;γj ,αj·,βj·) = −
N∑

k=1

[
Xkγj + |yjk −

∑j−1
l=1 (Xkαjl + i Xkβjl) ylk|2

eXkγj

]
.

(2.7)

Note that in the case of k = 1, L1 depends solely on γ1.

Our goal is to obtain posterior estimates of the γj’s, αjl’s, and βjl’s. Hence,

priors on spline coefficients are needed. One option is to use normal priors as in

Rosen and Stoffer (2007); Zhang (2019). We show later via simulation study that

such priors can be inadequate to handle cases in which some of the time series

components require a large number of bases in their representation, while others

require a small number, thus failing to provide a flexible modeling framework

that can adequately capture this situation. An ideal prior setting should allow the

selection of enough basis terms to achieve a good fit, while also avoiding overfitting
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for each component. To achieve this, our prior setting is based upon the so-

called regularized horseshoe prior (Piironen and Vehtari, 2017). This is a global-

local shrinkage prior with a global parameter that provides shrinkage towards

zero for all the components sharing this parameter, and local, or component-

specific parameters that allow some of individual components to escape from the

shrinkage. Xie (2018) first explored the use of this prior in spectral analysis of

univariate stationary time series. Here we extend this approach to develop a novel

model and related inference procedure for accurate and computationally efficient

Bayesian multivariate spectral analysis.

The proposed prior distribution structure is as follows. First, we impose no

shrinkage on γj,0 and γj,1 and assume that γj,s ∼ N(0, 10) for all j and s = 0, 1.

This is based on the idea that the individual spectral densities will have at the

very least a baseline basis representation that is non-zero on the intercept and

slope terms, and possibly a more sophisticated structure that can be captured by

the regularized horseshoe prior on the remaining parameters as explained below.

We have found that a prior variance of 10 (or any value within [10, 105] that leads

to a non-informative prior) for these terms typically works well in practice. Then,

for s = 2, . . . ,M we assume

γj,s|λjs, τj ∼ N
(

0,
c2τ 2

j λ
2
js

c2 + τ 2
j λ

2
js

)
,

where c is a fixed constant. We discuss the selection of c below. Similarly, for

s = 0, . . . ,M ,

αjl,s|λjls,(re), τjl ∼ N
0,

c2τ 2
jlλ

2
jls,(re)

c2 + τ 2
jlλ

2
jls,(re)

 ,
βjl,s|λjls,(im), τjl ∼ N

0,
c2τ 2

jlλ
2
jls,(im)

c2 + τ 2
jlλ

2
jls,(im)

 .
The parameters τj and τjl above control the the overall roughness of the spec-
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tral density matrix for each component j as a function of the frequency. We assume

τj, τjl ∼ C+(0, cτ ), where C+ denotes Half-Cauchy distribution and cτ is a fixed

constant. We also have local parameters λjs, λjls,(re) and λjls,(im) which adjust the

roughness as a function of the frequency according to individual Demmler-Reinsch

basis with λjs, λjls,(re), λjls,(im) ∼ C+(0, cs). Here, cs is a pre-specified “discount

effect” function varying with s. The choices of cτ and cs are described below.

The prior structure above has the following features. First, as it was previously

mentioned, it assumes that the diagonal entries of a spectral density matrix are

all non-zero, and so it does not impose a shrinkage prior on γj,0 and γj,1. On the

other hand, a global-local shrinkage prior is proposed on the rest of γj,s’s.

Second, the sparsity of f−1
k ’s is directly controlled by θjl, whose real and imag-

inary parts are modeled by splines with coefficients αjl and βjl accordingly. To

detect sparsity patterns on the off-diagonal entries in the spectral matrix, group

shrinkage effects are proposed on each pair of {αjl,βjl} by letting every coeffi-

cient pair, αjl,s and βjl,s, share the same global parameter, τjl. In practice, the

lack of association between the components of the multivariate time series will be

inferred in terms of the shrinkage of the corresponding estimates of the {αjl,βjl}

pairs towards zero. We have found results to be robust to the choice of hyper-

parameters, with c ∈ (1, 105) and cτ ∈ (10−5, 10−1) providing indistinguishable

estimates in all empirical examples considered. Thus, we simply set c = 2 and

cτ = 0.01 by default.

Third, the discount effect function cs is used to heuristically gain model flex-

ibility. Previous studies do not provide a general criterion on how to optimally

choose the number of basis, M . Rosen et al. (2009, 2012); Zhang (2016); Krafty

et al. (2017) and Zhang (2019) suggest using M = 10. However, such choice is

based on their specific prior structure and simulation studies, which lacks gener-
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alization and may not be accurate in some settings. We want our approach to

incorporate more basis functions when needed in order to preserve model flexi-

bility in general situations. The cosine bases, ψs(νk), allow for modeling more

volatile behavior with larger s, which is generally less likely to appear in practical

settings. Therefore, in addition to the regularization obtained from the regular-

ized horseshoe prior above, we further penalize the appearance of bases according

to the value of s. Coefficients of basis terms with larger s will be more likely to

be shrunk towards zero, unless the need to include them in the model is strongly

supported by the data. In this way, one can simply choose a relatively large M

and the proposed prior will then automatically preserve the informative bases

and will shrink towards zero those that are not needed. Inspired by the shape

of the sigmoid function Sig(x) = [1 + exp(−x)]−1, we choose the form of cs as

cs = Sig(−as + b) such that cs is a monotone decreasing function of s and is

bounded between 0 and 1. Here a and b are fixed constants defining the shape

of the function. a determines how fast the shrinkage level grows. If a is small, cs

decreases slowly, meaning the shrinkage level grows slowly. On the other hand,

a larger a indicates a faster growth of the shrinkage level. Meanwhile, b controls

when the growth starts. A larger b causes later decrease of cs, or equivalently,

later growth of the shrinkage level. We proposed a default choice of a = 1 and

b = M/2. This choice is justified through experimentation via simulation studies

and real data analyses.

We refer to the prior structure above as the discounted regularized horse-

shoe (DRH), and the DRH model to the Bayesian smoothing splines model for

multivariate spectral analysis that assumes the DRH prior. We show later via

simulation studies that DRH can easily handle more than M = 30 bases, which

results in much richer representations than those considered in previous studies.
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Figure 2.1: Sig(−as+ ab) as a function of s. Left: varying a values while fixing
b = 25. Right: varying b values while fixing a = 1.

It should be noted that this notion of increasing the penalization as M increases

was also used by Li and Krafty (2019); Li et al. (2021). The key difference is that

our approach is based on a regularized horseshoe prior structure while that of Li

and Krafty (2019) uses normal priors without a global-local shrinkage structure,

and the prior in Li et al. (2021) is designed for a stationary factor model repre-

sentation of the spectral density matrix that is totally different from the modified

complex Cholesky representation used here. Section 2.3 includes a comparison

between our approach and other currently available approaches in extensive simu-

lation studies. In summary, the DRH joint prior for the j-th likelihood component

can be written as:

π
(j)
DRH(·) =

1∏
s=0

p(γj,s)
M∏

s=2
p(γj,s |λjs, τj) p(λjs) p(τj)

j−1∏
l=1

M∏
s=0

p(αjl,s |λjls,(re), τjl) p(λjls,(re))

j−1∏
l=1

M∏
s=0

p(βjl,s |λjls,(im), τjl) p(λjls,(im)) p(τjl).

(2.8)

We further take the log transformation on all λ and τ to satisfy the positive

constraint of these parameters.
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2.2 Posterior Computation

In this section, we describe our approach to adapting variational Bayes tech-

niques to obtain posterior inference of the proposed DRH spectral model. We take

advantage of the power of modern computational resources, such as graphic pro-

cessing units (GPUs), in order to provide a flexible, scalable and computationally

efficient inference scheme for high-dimensional time series. Our posterior inference

scheme is based on the stochastic gradient variational Bayes (SGVB) approach

(Kingma and Welling, 2013). As explained above, the likelihood and priors can

be decomposed into P components so we consider inference on each component

in parallel. Let vj denote all the model parameters for the jth component. The

joint log density for the jth component can be written as:

log p(vj, y1:N) = logLj (y1:N ; vj) + log π(vj), (2.9)

where logLj(·) is defined in (2.7). π(·) is the proposed prior in (2.8). The

true posterior is given by p(vj | y1:N) = p(vj, y1:N) / p(y1:N), with p(y1:N) an

intractable normalizing constant, thus p(vj | y1:N) also becomes intractable.

The goal of variational inference is to find a surrogate distribution that is most

similar to the true posterior. Let qϕj
(vj) denote the surrogate distribution of

p(vj | y1:N), where ϕj are unknown learnable parameters. The so-called evidence

lower bound (ELBO) between qϕj
(vj) and p(vj | y1:N) is defined as L

(
pj, qϕj

)
=

Evj∼qϕj
(vj)

[
log p(vj, y1:N) − log qϕj

(vj)
]
. The goal of variational inference is to

find the values of ϕj that maximize ELBO.

We consider qϕj
(vj) = N(vj | µj,Σj) as the default surrogate distribution for

p(vj | y1:N). Σj is a diagonal matrix with diag(Σj) = σ2
j . This is one of the

most popular choices of a surrogate distribution for SGVB, since the diagonal

19



structure of the variance-covariance matrix significantly simplifies computations.

We show in experiments that the SGVB approximate inference works well in

terms of covering the underlying true spectra. Having said this, the proposed

framework is friendly to user-specified surrogate distributions, meaning that we

can consider more sophisticated choices if needed in practice. For instance, the

Gaussian variational approximation with a factor covariance structure (Ong et al.,

2018) is an alternative that we have also implemented and that leads to improved

uncertainty quantification in low-dimensional and moderate-dimensional practical

settings as illustrated in Section 4.1.

Next, to improve run-time convergence, we utilize a reparameterization trick

(Kingma and Welling, 2013) on vj to obtain more accurate estimates of the gradi-

ent of the variational objective (Xu et al., 2019; Domke, 2019). More specifically,

we set vj = µj + σj ⊙ ϵj, such that ϵj ∼ N(0, I) where I denotes the identity

matrix, and ⊙ denotes element-wise product. To guarantee that the components

σ2
j are positive, we take the log transformation, i.e., ζj = logσ2

j . Accordingly,

ϕj = {µj, ζj}, and the ELBO between p(vj | y1:N) and qϕj
(vj) can be written as:

L
(
pj, qϕj

)
= Eϵj∼N(0,I)

[
log p(µj + exp ζj

2 ⊙ ϵj , y1:N)
]

− Eϵj∼N(0,I)

[
log qϕj

(µj + exp ζj

2 ⊙ ϵj)
]
.

(2.10)

With one sample ϵ
(1)
j ∼ N(0, I), the SGVB gradient estimator of (2.10) is given

by:
∇ϕj

L
(
pj, qϕj

)
≃∇ϕj

log p(µj + exp ζj

2 ⊙ ϵ
(1)
j , y1:N)

−∇ϕj
log qϕj

(µj + exp ζj

2 ⊙ ϵ
(1)
j ).

(2.11)

We found that (2.11) led to a fast convergence in our experiments. More discus-

sions on the convergence of SGVB in our studies are included in supplementary
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materials Section S.1. Alternatively, in the Gaussian variational approximation

with a factor covariance structure of Ong et al. (2018), the surrogate poste-

rior for a m-dimensional parameter vector v is defined as v ∼ N(µ,Σ) where

Σ = BBT + Iσ2. B is a m× q full rank matrix with q << m. The reparameter-

ization trick for the factor covariance structure can be conducted by calculating

v = µ + Bξ + σ ⊙ ϵ with ξ ∼ N(0, Iq) and ϵ ∼ N(0, Im), where Iq, Im denote

the q, m-dimensional identity matrices. The factor covariance structure allows

the variational Gaussian approximation to also capture dependency among the

parameters, however, estimating B can be computational intense with longer run

time and more parameter storage when m and q are large. When q = 0, the factor

covariance structure reduces to the diagonal covariance structure. A comparison

between the aforementioned two surrogate choices is presented in Section 2.3.1.

In practice, we propose the so-called three-phase Variational Bayes (TPVB)

for posterior inference, as illustrated in Algorithm 1, to stabilize the inference

process. Note that Algorithm 1 presents the version with the default Gaussian

surrogate distribution with a diagonal covariance matrix, but this algorithm can

be easily modified to incorporate the surrogate distribution with a factor covari-

ance structure. In particular, Phase 1 uses (2.9) as the objective function to

obtain a point approximation, ṽj = arg maxvj
log p(vj,y1:N) by gradient ascent.

Phase 2 fixes µj = ṽj and only updates ζj by SGVB to maximize (2.10). Fi-

nally, both previously updated µj and ζj are fine-tuned at Phase 3 by SGVB to

maximize (2.10). Results from our extensive simulation studies below show that

our proposed TPVB achieves high numerical stability. We built the model and

implemented the experiments in Python 3.7 with Tensorflow-Probability and

Tensorflow (Abadi et al., 2015) packages. All gradients are computed via auto-

differentiation modules in Tensorflow. At each iteration, we use Adam (Kingma
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Algorithm 1: Three-Phase Variational Bayes (TPVB) Inference
Input : DFT transformed observations of P -dimensional time series,

y1:N .
Output: variational posteriors qϕj

(vj), j = 1, ..., P .
Params: (parameters) ϕ1, ...,ϕp, with ϕj = {µj, ζj}, j = 1, ..., P .

1 for j ∈ {1, ..., p} do
2 Phase 1–Point Approximation: maximizes (2.9) w.r.t vj, while in

iteration do
3 Compute the gradients of vj;
4 Update vj via gradient ascent;
5 end
6 Fix µj equal to the last updated vj in Phase 1.
7 Phase 2–Uncertainty Quant: maximize (2.10) w.r.t ζj, while in

iteration do
8 Draw ϵj ∼ N(0, I) and compute the SGVB gradients of ζj using

(2.11);
9 Update ζj via gradient ascent;

10 end
11 Phase 3–Fine-tuning (Optional): while in iteration do
12 Draw ϵj ∼ N(0, I) and compute the SGVB gradients of both µj

and ζj using (2.11);
13 Update µj and ζj via gradient ascent;
14 end
15 end

and Ba, 2017) to update model parameters via gradient ascent.

2.3 Simulation Studies

In this section, we show the accuracy and efficiency of our methods through

simulations. In all cases below, for all smoothing splines, we set the number of

basis to M = 30. This provides much richer representations in comparison to

those used in previous studies where M = 10 regardless of the time series length

or their underlying spectral complexity. We show that the DRH spectral model

can effectively handle a large M and lead to accurate spectral inference for various
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spectral density shapes. During the TPVB inference process, the learning rate is

used as a hyper-parameter to control the rate at which the algorithm updates the

parameter estimates. The learning rates in Adam optimizers are set to be 0.0005,

0.05 and 0.005, respectively for each phase, to obtain gradient descent updates for

trainable parameters. We decide the number of iterations by monitoring the values

of the objective function, and stop the training when a typical convergent pattern

is reached. That leads to approximately 5000, 500, and 500 iterations required for

each of the 3 phases. The convergence of the TPVB algorithm is monitored via

plots of the log-posterior and the evidence lower bound, as shown in for in Section

S.1 of the Supplementary Material. The simulation experiments are executed

on a x64-based PC with a 2.60-GHz Intel® CoreTM i7-9750H CPU and a Nvidia

GeForce GTX 1660 Ti GPU card. We illustrate the accurate performance of the

proposed framework for both low and large dimensional spectral analysis, provide

comparisons to other available approaches, and discuss model scalability.

2.3.1 Simulation Study 1

In this study, we show that the inference obtained by the proposed TPVB is

an excellent approximation to the full posterior inference obtained from Markov

Chain Monte Carlo (MCMC) methods. We simulate 100 datasets containing

xt = (x1,t, x2,t)′, for t = 1, · · · , 1024, from the following identifiable and stationary

bivariate vector autoregressive–moving-average VARMA(2,2) process:

xt =

 0.2 0.5

0 −0.2

xt−1 +

 0 0

0.5 −0.2

xt−2 + wt

+

 0.6 0

0.2 −0.5

wt−1 +

 0.3 0

0 0.3

wt−2,

(2.12)
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where wt are independent zero-mean bivariate Gaussian random variables whose

components have unit variance and pairwise correlation 0.8. The average squared

error (ASE) was used to numerically summarize the performance of the estima-

tors of the spectral components. The ASE of a given posterior spectral estimator

is obtained by averaging squared errors across an equally spaced grid of 500 fre-

quencies. For example, the ASE of f̂11(ν), a posterior mean estimator of f11(ν),

is computed as: ASE = 1
500

∑500
k=1

[
f̂11(νk) − f11(νk)

]2
, with νk = k/1000.

For each of the 100 datasets, we fit the same DRH model, with the same

prior structure, and compare the posterior estimates given by Hamiltonian Monte

Carlo (HMC; Neal, 2011), TPVB with the default Gaussian surrogate having a

diagonal covariance structure (q = 0) defined in Section 2.2, and TPVB with

Gaussian surrogate having a factor covariance structure (Ong et al., 2018) defined

in Section 2.2 with q = 5 and q = 10 factors.

We averaged the ASEs for each inference scheme over the 100 datasets to ob-

tain means and standard deviations of ASEs for the two spectral densities, f11

and f22, and for the squared coherence, ρ2
12. Table 2.1 shows the ASE and run

time results obtained by all the methods. In general, we note that all three TPVB

approximations slightly underestimate the posterior variability, as expected, how-

ever, the results are pretty similar to those obtained under the HMC scheme.

The incorporating a factor covariance structure in the variational surrogate dis-

tribution mitigates the uncertainty underestimation issue in variational inference,

with posterior variability closer to HMC as q increases. We also compared the

GPU running time for all schemes. TPVB (q = 0) takes on average 42 seconds

to run per dataset. By utilizing the factor covariance structure in the variational

surrogate distribution, the average run time for TPVB increases to 62 seconds

when q = 5, and 72 seconds when q = 10, indicating that even though such factor

24



covariance structure provides more accurate estimates on posterior variability, it

also requires higher computation costs than the default choice. Note that, the run

time of TPVB does not significantly change by the posterior sample size. The run

time for HMC, however, grows with respect to the required posterior sample size.

On average, HMC takes roughly 380 seconds per dataset to collect ten thousand

posterior samples. Given that we do not know in advance how many posterior

samples are required, and usually more than ten thousand samples are required

for HMC convergence, TPVB ends up being much faster in practice.

Table 2.1: Means (standard deviations) of the run time and ASE values of
posterior estimates for spectral components obtained from the DRH model us-
ing TPVB and HMC inference schemes with 10000 posterior samples based on
100 simulated datasets of the VARMA process (2.12). In TPVB, the Gaussian
variational surrogate distributions with diagonal covariance (q = 0) and factor
covariance structures under q = 5, 10 are compared.

f11 f22 ρ2
12 (×103) Runtime [sec]

HMC 0.44 (0.37) 0.28 (0.23) 0.26 (0.18) 382 (65)
TPVB (q=10) 0.44 (0.36) 0.29 (0.21) 0.27 (0.16) 72 (16)
TPVB (q=5) 0.46 (0.32) 0.28 (0.18) 0.26 (0.12) 62 (15)
TPVB (q=0) 0.45 (0.31) 0.27 (0.16) 0.26 (0.10) 46 (12)

Figure 2.2 displays the posterior estimates for the individual spectral densities

and the coherence given by TPVB (q = 0). It can be seen that the estimates

approximate the true curves smoothly. In comparison to the factor covariance

structure, TPVB (q = 0) is more computational efficient, and preserves similar

accuracy regarding to power spectrum estimates (similar mean ASEs). Consid-

ering that the main focus of this paper is the high-dimensional model scalability,

we focus on the TPVB (q = 0) in the following sections of this chapter, noting

that the variational Bayeses approximation can be improved by using the factor

covariance structure in the surrogate distribution.
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Figure 2.2: Posterior inference of log spectral densities and squared coherence for
the VARMA process (2.12) given by the proposed DRH TPVB framework (top
frames) and HMC algorithm (bottom frames). Grey regions are 95% posterior
intervals. Lines are true values. Dots represent log periodogram.

Similar results in terms of the accuracy of the variational approximations were

obtained in another simulation study that considers a VAR(2) bivariate structure

(see supplementary materials S.3 for details).

2.3.2 Simulation Study 2

The computation efficiency gained by TPVB allows us to analyze higher di-

mensional time series in the spectral domain. We simulated 20 datasets containing

21-dimensional time series where each multivariate time series was constructed by

combining 7 groups of 3-dimensional time series. We generated each group of time
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series from one of 7 3-dimensional VAR processes of order 3. The explicit data

generation procedure is detailed in Section S.2 of the Supplementary Material.

Each of the 20 simulated datasets consists of 21 time series components, xt =

(x1,t, x2,t, ..., x21,t)′ for t = 1 : n, where components within each of the 7 groups

allow non-zero coherence, but components that are not in the same group have

zero coherence. We considered different scenarios with n set to 128, 256, 384, 512,

and 640. For each n, we calculate the ASEs for our DRH model, the SPEC model

of Rosen and Stoffer (2007), and the factor model (FM) for stationary time series

of Li et al. (2021), all fitted by TPVB on every replication. We set M = 30 for all

models. Note that, the SPEC model does not consider a global-local regularization

in the prior, and instead assigns normal priors to spline coefficients. Unlike DRH

and SPEC which model the modified complex Cholesky factorized components of

the inverse spectral matrix, the FM tries to learn a low-rank decomposition of the

spectral matrix.

Considering that there are 21 spectral densities and 210 squared coherences

in total, it is impractical to list all the results individually. Instead, we visualize

the ASEs for all the spectral densities and squared coherences in the two boxplots

shown in Figure 2.3. This figure presents the boxplots of ASEs varying by the

length n of the time series. It can be seen that in comparison to SPEC and FM,

DRH provides much better estimates of pairwise squared coherences (see right

plot in Figure 2.3), and still offers competitive results in terms of the inference

for spectral densities for all n (left plot in the same figure). To further illustrate

the accuracy of the proposed approach, we also provide inference results for some

spectral densities and some coherences. Figure 2.4 shows DRH inference for the

first 8 spectral densities in one of the 21-dimensional datasets of length n = 640,

while Figure 2.5 displays DRH inference for 8 randomly chosen squared coherence
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terms. In general, we see that the proposed model adequately captures the be-

haviour of the spectral densities and coherences (both zero and non-zero terms).

We note that obtaining results using the TPVB approximation for the proposed

DRH for a 21-dimensional dataset with a length of 640 observations took less than

9 minutes in the same hardware platform described above.

Figure 2.3: Log-scaled boxplots of averaged squared errors (ASEs) of spectral
densities (left frame) and squared coherence estimates (right frame) given by our
DRH model, the SPEC model, and factor model (FM), all fitted by TPVB for
simulated 21-dimensional time series with length n.

2.3.3 Simulation Study 3

This section discusses model scalability as time series dimension considerably

increases (P > 100). None of the alternative approaches reviewed in the Introduc-

tion can be feasibly scaled to consider spectral analysis of multivariate time series

of this dimension. For this study, we independently generated [P/3] times from the

3-dimensional VAR(3) process used in Section 2.3.2. The resulting [P/3] sets of 3-

dimensional times series were combined into a P -dimensional time series, and were

modeled jointly. Specific details of the data generation procedure are included in

supplementary materials Section S.2. We consider values of P = 30, 45, 60, 75, 90

and 105. Figure 2.6 shows the boxplots of ASE values for the spectral densities
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Figure 2.4: Posterior inference of the first 8 log spectral densities given by the
proposed DRH TPVB framework for a 21-dimensional dataset of length n = 640.
Grey regions correspond to 95% posterior intervals. Lines are true values. Dots
represent log periodograms.

Figure 2.5: Posterior inference of 8 randomly chosen squared coherences ob-
tained from the proposed DRH TPVB framework for a 21-dimensional dataset of
length n = 640. Grey regions are 95% posterior intervals. Lines are true values.
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Figure 2.6: Log-scaled boxplots of averaged squared errors (ASEs) of spectral
densities (left frame) and squared coherences (right frame) given by the DRH
TPVB framework fitted on multivariate time series of dimension P , with fixed
length n = 1024.

and coherencies for different values of P for datasets of length n = 1024. It can be

seen that the ASEs for the spectral densities remain in the same range of values as

the dimension of the time series increases. For the pairwise squared coherences,

the median ASE, indicated by the dark horizontal line in each boxplot, stays

mostly constant, but there is slightly more variation as the number of time series

increases, which is expected as the number of pairwise comparisons increases from

435 for P = 30 to 5,460 for P = 105.

Figure 2.7: DRH TPVB framework runtime (in minutes) per dataset, where n
denotes length of observed time series, and P denotes the multivariate time series
dimension. Left: runtime change by n with P = 105. Right: runtime change by
P with n = 1024.
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To illustrate the time efficiency of the DHR TPVB, we also evaluate how the

model runtime is affected by the length, n, and the dimension, P of the multivari-

ate time series. Figure 2.7 shows that the runtime increases as n and P increase,

but is still quite affordable: our framework can analyze a 105-dimensional time

series with 1024 observations in less than 24 mins. Considering that the inference

process can use parallel computing and we have so far only used one GPU for

computation, the increase of run time for even larger dimensional analyses could

be made up by using multiple GPUs, or Tensor Processing Units (TPUs). One of

our future goals is developing reliable code for effective multi-GPU utilization.

2.3.4 Simulation Study 4

The DRH prior defined in Section 2.1.2 is based upon the regularized horseshoe

prior, which is one of the global local shrinkage priors. As an alternative, the

normal gamma prior also belongs to the global local shrinkage prior family (Griffin

and Brown, 2010; Bitto and Frühwirth-Schnatter, 2019). In this study, we compare

the DRH with the normal gamma shrinkage prior. In our context, we impose the

normal gamma (NG) prior on basis coefficients such that

γj,s | λ2
js ∼ N

(
0, λ2

js

)
, λ2

js ∼ Ga(1, τ 2
j /2),

αjl,s | λjls,(re) ∼ N
(
0, λ2

jls,(re)

)
, λ2

jls,(re) ∼ Ga(1, τ 2
jl/2),

βjl,s | λjls,(im) ∼ N
(
0, λ2

jls,(im)

)
, λ2

jls,(im) ∼ Ga(1, τ 2
jl/2),

where λ2
js, λ

2
jls,(re), λ

2
jls(im) are local parameters and τ 2

j , τ
2
jl are global parameters

that τ 2
j , τ

2
jl ∼ Ga(0.001, 0.001) (an informative prior). To compare the perfor-

mance of the proposed DRH and NG. We conduct a simulation study to simulate
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50 P -dimensional time series of length 1024 independently from

Xt = wt + Φ1wt−1 + Φ2wt−2, (2.13)

where wt
iid∼ N(0,Ω) with Ω = IP/3 ⊗ Ω0, and Ω0 is a 3 × 3 matrix that has 1’s on

the diagonal and 0.5 off the diagonal. ⊗ denotes the Kronecker product. IP/3 is

a P/3 × P/3 identity matrix. Φ1 = IP/3 ⊗ Φ0
1, and Φ2 = IP/3 ⊗ Φ0

2 with

Φ0
1 =


0.6 0 0

0.2 −0.5 0

0.1 0.3 0.4

 , Φ0
2 =


0.3 0 0

0 0.3 0

0 0 0

 .

To allow for a more concise summarization of the accuracy given by different

models, instead of calculating ASEs for every component of the power spectrum

individually, we calculate the mean integrated squared error (MISE) (Li et al.,

2021) for stationary process over the whole spectral matrix f(ω) by

MISE = 1
500

500∑
k=1

∥∥∥f̂ (νk) − f (νk)
∥∥∥2

F
,

where ∥·∥F is the matrix Frobenius norm. νk = k/1000 for k = 1, ..., 500 are the

prespecified equally spaced frequency grids. f̂ is the obtained posterior estimate

of f . Furthermore, the performance of diagonal and off-diagonal estimators are

investigated separately by

MISEd = 1
500

500∑
k=1

∥∥∥diag[f̂ (νk)] − diag[f (νk)]
∥∥∥2
,

MISEo = 1
500

500∑
k=1

∥∥∥f̂ (νk) − f (νk)
∥∥∥2

F ∗
,
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Table 2.2: Simulation results for the process (2.13) based on 50 repetitions:
means (standard deviations) of the MISE, MISEo, and MISEd given by the pro-
posed DRH, NG, and the baseline SPEC by Rosen and Stoffer (2007).

P Model MISE MISEd MISEo

3
DRH 0.38 (0.04) 0.22 (0.03) 0.16 (0.02)
NG 0.42 (0.03) 0.24 (0.03) 0.18 (0.02)
SPEC 0.47 (0.06) 0.27 (0.03) 0.20 (0.03)

12
DRH 1.66 (0.09) 0.82 (0.04) 0.84 (0.06)
NG 1.82 (0.09) 0.89 (0.04) 0.93 (0.06)
SPEC 2.24 (0.14) 1.02 (0.08) 1.24 (0.11)

24
DRH 3.27 (0.13) 1.59 (0.08) 1.68 (0.09)
NG 3.66 (0.14) 1.76 (0.08) 1.90 (0.09)
SPEC 5.15 (0.26) 2.21 (0.13) 2.94 (0.18)

48
DRH 7.27 (0.30) 3.04 (0.16) 4.23 (0.21)
NG 7.90 (0.27) 3.39 (0.16) 4.51 (0.19)
SPEC 10.57 (0.50) 4.03 (0.22) 6.54 (0.35)

96
DRH 16.39 (0.32) 6.22 (0.22) 10.17 (0.28)
NG 18.57 (0.34) 6.85 (0.21) 11.72 (0.27)
SPEC 23.10 (0.64) 7.38 (0.39) 15.62 (0.47)

where ∥A∥F ∗ =
√∑P

i=1
∑

j ̸=i A
2
ij. We use MISE, MISEd and MISEo to jointly

evaluate the performance of candidate models.

We compare the proposed DRH model, NG model and the baseline SPEC

model (Rosen and Stoffer, 2007) in Table 2.2. It can be seen that both DRH

and NG outperform the baseline, but DRH performs better than NG. Two com-

ments should be noted with this study. First, both DRH and NG outperforming

the baseline indicates that, the global-local shrinkage prior is indeed useful to

automatically shrink non-informative basis towards zeros such that we can set a

large basis number (30 basis used in this simulation) in advance to preserve model

flexibility at the beginning and worry less about overfitting the data. Second, the

better outcomes given by DRH in comparison to NG imply that, even though both
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priors belong to the global-local shrinkage family that includes both individual

smoothing and global shrinkage components altogether, the DRH provides better

estimates due to the benefits from (1) the discounted effect that varies the degree

of regularization according to the smoothness of the spectral components; (2) the

regularized horseshoe structure where parameters with significantly large values

could escape from the shrinkage.

2.4 Data Analyses

2.4.1 Analysis of California Wind Profile

We test our method on data from the Iowa State University Environmen-

tal Mesonet (IEM) Automated Surface System (ASOS) database (Todey et al.,

2002; Mannarano, 1998). This is a publicly available repository of automated

airport weather observations and general basic weather reports from the National

Weather Service (NWS), the Federal Aviation Administration (FAA) and the De-

partment of Defense (DOD). We consider wind speed data taken from 6 airports

in California: EDU (Davis), SAC and SMF (Sacramento), MRY (Monterey), SNS

(Salinas), and WVI (Watsonville). Note that EDU, SAC and SMF are located

in Sacramento area, while MRY, SNS and WVI are located near the Monterey

Bay in the Monterey and Santa Cruz counties. Our goal is to infer 6 spectral

densities and 15 pairs of squared coherences in order to provide insight into the

temporal relationships across different locations over a particular period of time.

We consider the median wind speed every 2 hours, starting from 06/01/2019 12:00

am to 08/31/2019 11:59 pm, for each location. Given that our method is based

on the assumption of stationarity, we consider a period of time within the sum-

mer months to avoid extreme values and non-stationarities related to rainfall and
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Figure 2.8: Standardized first differences of median wind speed measurements
every two hours between 06/01/2019 12:00 am and 08/31/2019 11:59 pm from
selected California airports.

storms that occur in other months. We note that there is essentially no rain-

fall during this period within these locations. Prior analyses of wind profiles in

some of these locations have shown quasi-periodic patterns every 24-hours (Gar-

cia et al., 2020). Here we focus on spectral inference on frequency values that are

away from zero, therefore, in order to remove any local trends we jointly analyze

6-dimensional data corresponding to the first order differences for each time series.

We further standardized each detrended time series by subtracting its mean and

dividing by its standard deviation to enhance computation stability. The resulting

6-dimensional time series data with 1,104 observations along with their locations

are shown in Figure 2.8. Additional stationarity diagnostics of the differenced

time series are included in Section S.4 of the Supplementary Materials. For this

analysis we set M = 30. The prior hyperparameters and algorithmic settings for

the DHR TPVB inference are the same as those discussed in Section 2.3.

Figures 2.9 and 2.10 show the posterior estimates and 95% posterior intervals

given by TPVB under the proposed DHR model. It can be seen that our esti-

mates smoothly follow the trajectories of the observed log periodograms. Note

that all the estimated spectral densities have a peak around frequency 0.08 (ap-
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Figure 2.9: Results of the wind profile analysis: Posterior inference of log spec-
tral densities given by the proposed DRH TPVB framework. Lines are posterior
mean estimates. Grey regions are 95% posterior intervals. Dots represent ob-
served log periodograms.

proximately 1/12), indicating a strong daily periodic behavior at each location,

with higher power around 0.08 for those locations closer to coastal areas (MRY,

SNS, WVI). This is consistent with the quasi-periodic nature of the daily wind

profile during summer months in such locations (Garcia et al., 2020). Figure 2.10

shows that squared coherences are inferred be non-zero only for pairs of sites that

are geographically close to each other, i.e., non-zero squared coherences between

pairs in the group (EDU, SAC, SMF), and between pairs in the group (MRY,

SNS, WVI), but zero coherence between pairs in which the two series are in dif-

ferent groups. This shows that locations that are next to each other share strong

coherences in the 1-st order differences of their wind profile patterns at certain
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Figure 2.10: Result of the wind profile analysis: posterior inference of squared
coherences given by the proposed DRH TPVB framework. Lines are posterior
mean eatimates. Grey regions are 95% posterior intervals.

frequencies, while this is not the case for locations that are far apart. We also see

that the coherence is higher for lower frequencies and, for most pairs, the highest

coherence occurs near the 0.08 frequency (daily quasi-periodicity).

2.4.2 Analysis of Multi-Channel EEG Data

We demonstrate the proposed methodology through the analysis of a multi-

channel EEG data set available at the UCI Machine Learning Repository (Dua

and Graff, 2017). These data arise from a large study aiming to examine EEG

correlates of genetic predisposition to alcoholism. The dataset includes measure-

ments from 61 electrodes placed on the scalp of each participant (Zhang et al.,

1995) sampled at 256 Hz for 1 second. The full dataset contains a total of 122
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Figure 2.11: Schematic representation of the 61-channel EEG locations.

subjects with two groups of subjects, alcoholic subjects and control subjects. Each

subject completed 120 trials under different stimuli. During each trial, each sub-

ject was exposed to either a single stimulus (S1) or to two stimuli (S1 and S2)

which were pictures of objects chosen from the 1980 Snodgrass and Vanderwart

picture set (Snodgrass and Vanderwart, 1980).

We analyze the small dataset version that includes EEG recordings for one

alcoholic subject and one control subject. In particular, we consider data from

the first trial for each of the subjects under a single stimulus, consisting of two

256-length, 61-dimensional time series, one for an alcoholic subject and another

one for a control subject. Figure 2.11 presents the schematic representation of

the channel locations. Table 2.3 lists the analyzed 61 EEG channels included

in the dataset and their corresponding indices used in this paper. Figure 2.12
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displays the detrended time series by taking the 1-st order difference from raw

data for both alcoholic and control subjects, where we removed local trends by

taking the 1-st order difference. The detrended time series were treated as being

stationary, which is not an unreasonable assumption considering their short length

(n = 256). We fit our proposed DRH multivariate spectral model with M = 10

and the same hyperparameters and TPVB inference setting discussed in Section

2.3 to the two 61-dimensional time series separately. We obtain fast results leading

to approximate posterior inference of the spectral density matrix for the two 61-

dimensional time series.

Table 2.3: 61 selective EEG channels included in EEG Database Data Set, UCI
Machine Learning Repository (Dua and Graff, 2017) that are used in our study
. Row and column indices indicate the corresponding channel ID (row index +
column index) used in our model. For instance, AF1, F1, and P1 are accordingly
the 1-st, 20-th, and 44-th dimension of the model inputs.

0 1 2 3 4 5 6 7 8 9

1 AF1 AF2 AF7 AF8 AFZ C1 C2 C3 C4 C5
11 C6 CP1 CP2 CP3 CP4 CP5 CP6 CPZ CZ F1
21 F2 F3 F4 F5 F6 F7 F8 FC1 FC2 FC3
31 FC4 FC5 FC6 FCZ FP1 FP2 FPZ FT7 FT8 FZ
41 O1 O2 OZ P1 P2 P3 P4 P5 P6 P7
51 P8 PO1 PO2 PO7 PO8 POZ PZ T7 T8 TP7
61 TP8

We summarize the results in terms of posterior estimates of the spectral den-

sities for the individual channels for the alcoholic and control subjects, and also

look at summary measures related to the coherence across channels for a specific

frequency band. More specifically, we focus on computing frequency-band col-

lapsed measures at the beta band (16–31 Hz), as this frequency band has been

found to provide important neurophysiological information (Ferrarelli et al., 2019;

Li et al., 2021). Frequency-band collapsed measures can be computed as inte-
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Figure 2.12: Detrended 61-channel EEG data of one alcoholic subject and one
control subject exposed to a single stimuli, sampled at 256 Hz for 1 second. The
data has been detrended by 1-st order differences.

grals of the power spectra (Li et al., 2021). The beta-band collapsed squared

coherence between channels j and l is defined as ρ2,β
jl =

∣∣∣fβ
jl

∣∣∣2 /{fβ
jjf

β
ll

}
, where

fβ =
∫ 31

16 f(ν) dν defines beta-band collapsed spectral matrix. Figure 2.13 shows

the estimated beta-band log spectral densities of 61 channels for alcoholic and

control subjects under the same stimulus. Figure 2.14 and 2.15 presents the cor-

responding estimated beta-band squared coherences. We see that, in comparison

to the control subject, the alcoholic subject shows a smaller number of non-zero

coherences among channels over beta band. Figure 2.16 presents the estimated

top 20 largest beta-band squared coherences for each of the groups. We see that

most of the actively connected channel pairs differ between groups. For instance,

the estimated beta-band squared coherence of the channel pair, C1-C3, is rela-

tively high in the alcoholic subject, but essentially zero in the control subject.

In contrast, channel pairs such as AF1-AF2 and C4-FC4 are estimated to have

large coherences in the control subject, while showing zero coherence in the al-

coholic subject. We note that even though many of the large coherence values

occur between nearby locations, some non-negligible coherence values occur be-
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Figure 2.13: Result of EEG analysis: posterior estimates of log beta-band col-
lapsed spectral densities for alcoholic (left) and control (right) subjects.

tween channels that are not very close to each other, particularly for the control

subject.

This analysis illustrates that our proposed spectral method leads to fast spec-

tral inference that can offer helpful insight to neuroscientists that need to analyze

large-dimensional brain signals recorded in experimental settings that involve mul-

tiple trials and/or subjects.

2.5 Conclusions and Future Work

The proposed novel modeling and inference framework provides accurate and

computationally fast approximate Bayesian spectral inference for multivariate

time series. We showed that the discounted regularized horseshoe prior leads

to accurate inference of spectral densities and squared coherences in several simu-

lation settings involving multivariate time series. Furthermore, the proposed infer-

ence scheme, that utilizes stochastic gradient variational Bayes, is highly scalable

and efficient, providing solid computational support for large-dimensional spectral

analysis.
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Figure 2.14: Result of EEG analysis: posterior estimates of beta-band collapsed
squared coherences for alcoholic subject.
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Figure 2.15: Result of EEG analysis: posterior estimates of beta-band collapsed
squared coherences for control subject.
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Figure 2.16: Top: top-20 largest estimated beta-band collapsed squared co-
herence pairs in alcoholic group and their contrasts in control group. Bottom:
top-20 largest estimated beta-band collapsed squared coherence pairs in control
group and their contrasts in alcoholic group. There are only limited common pairs
(bold) existing in both top-20 groups.

Future work involves extending the current prior setting. Note that, we have

discussed the normal-gamma prior by Griffin and Brown (2010) in Section 2.3.4.

Other possible extensions include the modifications of the normal-gamma prior

by Huber and Feldkircher (2019), as well as exploring the benefits of introducing

additional sparsification procedures similar to those of Huber et al. (2021), where

a parameter sparsification step is proposed after obtaining the posterior estimates

using global-local shrinkage priors to further reduce storage load and improve

performance.

More relevant extensions in terms of increasing the applicability of the pro-

posed modeling framework and related inferential procedures include considering

multivariate spectral analysis for non-stationary time series which we have done

in Chapter 3, as well as hierarchical model formulations that allow us to jointly

analyze multi-trial data.
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Chapter 3

Spectral Analysis of Multivariate

Nonstationary Time Series

In this chapter, we extend the proposed framework in Chapter 2 to scalable

Bayesian spectral analysis for multivariate nonstationary time series whose power

spectrum evolve over time. The remainder of this chapter is organized as follows.

Section 3.1 specifies the model and priors used for spectral analysis of nonsta-

tionary multivariate time series. Section 3.2 describes the proposed stochastic

gradient variational Bayes posterior inference scheme as well as the model se-

lection metric. Section 3.3 reports results of extensive simulation studies that

illustrate the accuracy and scalability of the proposed approach in comparison to

the current alternatives. Section 3.4 applies the proposed method to the analy-

sis of multi-location wind profiles from the Iowa Environmental Mesonet (IEM)

database (Todey et al., 2002) and a multi-channel EEG data (Prado et al., 2001).
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3.1 Model Specification

We consider time-varying spectral analysis of a locally stationary P -dimensional

time series defined through a Cramér representation (Priestley, 1965). Formally,

consider a RP -valued time series of length T , {Xt : t = 1, ..., T}, of the form:

Xt =
∫ 1/2

−1/2
A(t/T, ω) e2π i tωdZ(ω),

where A(u, ω) is a complex-valued time-varying transfer function of scaled time

u ∈ [0, 1] and frequency ω ∈ R such that A(u, ω) is a nonsingular P × P complex

valued matrix with A(u, ω) = A(u, ω + 1) and A(u, ω) = A(u,−ω)∗, where ∗

denotes the conjugate transpose. Z(ω) is a Hermitian P -dimensional orthogonal

increment zero-mean process with a unit variance. We assume that the cumulants

of dZ exist and are bounded for all orders in order to assure that the spectral

estimators are well behaved (Guo and Dai, 2006; Li and Krafty, 2019).

Our goal is to efficiently estimate, with high accuracy and low time consump-

tion, the time-varying spectrum

f(u, ω) = A(u, ω)A(u, ω)∗, u ∈ [0, 1], ω ∈ R,

which is a P × P positive definite Hermitian matrix for any u and ω. Following

Li and Krafty (2019) and Li et al. (2021) we further impose some regularity

conditions and assume that for every u, each component of f(u, ·) has a square-

integrable first derivative as a function of frequency and that for every ω, each

component of f(·, ω) is assumed to be continuous as a function of scaled time at

all but a possible finite number of points. This allows components of spectrum

to evolve not only continuously, but also abruptly in time, which is more flexible

in comparison to the ones proposed by Dahlhaus (2000) and Guo and Dai (2006)
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where the time-varying spectrum is required to be continuous in both time and

frequency domains.

3.1.1 Locally Stationary Approximation

A locally stationary time series {Xt : t = 1, ..., T} can be be well approximated

by a piecewise stationary process (Adak, 1998; Guo and Dai, 2006; Li and Krafty,

2019; Li et al., 2021). Given a partition of the time series into L segments defined

by partition points ξ = (ξ0, ..., ξL) with ξ0 = 0 and ξL = T such that Xt is

approximately stationary within the segments {t : ξℓ−1 < t ≤ ξℓ} for ℓ = 1, ..., L,

then

Xt ≈
L∑

ℓ=1

∫ 1/2

−1/2
A(uℓ, ω) I(ξℓ−1, ξℓ](t) e2π i tωdZ(ω),

where IΩ(t) is the indicator function such that IΩ(t) = 1 if t ∈ Ω and 0 otherwise

and uℓ = ξℓ−1+ξℓ

2T
is the scaled midpoint of the ℓ-th segment. For any t ∈ (ξℓ−1, ξℓ],

let Aℓ(ω) = A(uℓ, ω). Then, within each ℓ-th segment, the time series is approxi-

mately second-order stationary with local power spectrum fℓ(ω) = Aℓ(ω)Aℓ(ω)∗

that stays the same for any t ∈ (ξℓ−1, ξℓ].

Given the partition ξ, the local discrete Fourier transform (DFT) at frequency

ωℓn within segment ℓ can be defined as

Y ℓn = T
−1/2
ℓ

ξℓ∑
t=ξℓ−1+1

X t exp (−2π iωℓnt) ,

ℓ = 1, . . . , L, n = 1, . . . , Nℓ,

where Tℓ denotes the number of time points in the ℓ-th segment, ωℓn = n/Tℓ,

n = 1, ..., Nℓ are Fourier frequencies with Nℓ = ⌊(Tℓ − 1)/2⌋. If Xt is a zero-mean

process, under the multivariate extension of the Whittle approximation (Whit-

tle, 1957), Y ℓn are approximately independent zero-mean complex multivariate
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Gaussian random variables with covariance matrices fℓ(ωℓn). The sum of local

log-Whittle likelihoods of Y ℓn leads to an approximation of the total log-likelihood

given by:

L(Y | f1:L, ξ, L) ≈
L∑

ℓ=1

Nℓ∑
n=1

{
log |fℓ(ωℓn)|−1 − Y ∗

ℓn f
−1
ℓ (ωℓn)Yℓn

}
. (3.1)

Here Y = {Yℓn : ℓ = 1, ..., L, n = 1, ..., Nℓ} represents the collection of all local

discrete Fourier transforms and f1:L = {fℓ(·) : ℓ = 1, ..., L} is the collection of

all local power spectra that need to be estimated. Note that, several previous

approaches (Rosen et al., 2012; Zhang, 2016; Li and Krafty, 2019; Li et al., 2021)

treat both the locations that define the partition ξ and the number of components

in the partition, L, as random variables, hence ξ and L are estimated along

with other model parameters, which makes the computational cost extremely

expensive. Instead, we fix L as a constant, and take ξ as the known equally-

spaced partition (Davis et al., 2006; Guo and Dai, 2006). In the ℓ-th partition

component, the number of time points, Tℓ = ⌊T/L⌋ where ⌊·⌋ denotes the round

towards floor, are the same for all ℓ = 1, ..., L − 1. In the last element of the

partition, TL = T − ⌊T/L⌋ × (L − 1) to satisfy either of two situations when T

can, or cannot, be fully divided by L. Accordingly, the partition points are given

by ξℓ = ℓ⌊T/L⌋ for ℓ = 1, ..., L − 1. On the one hand, L should be sufficiently

large to ensure that the slow varying model can lead to smooth estimates of the

power spectra over time, and the abrupt changing model is given a rich set of

change-point candidates to consider. On the other hand, Tℓ should also be chosen

such that there are enough observations in each partition. In practice, we have

found out by sensitivity analysis that having at least 100 observations in each

partition generally works well. Hence, we set Tℓ = 100, and L = ⌊T/100⌋. In

reality, the partition can also be prespecified for the specific application and hand
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and the scientific questions of interest. The proposed priors on splines coefficients

over partitions, including the time varying double gamma shrinkage prior defined

in Section 3.1.2, and the abrupt changing prior in Section 3.1.2, help preserve

high model accuracy for both slow varying and piecewise stationary analysis. The

customized variational Bayes inference scheme in Section 3.2.1 results in fast and

scalable posterior inference. The model selection procedure proposed in Section

3.2.2 automatically picks the winner prior. Extensive simulation studies in Section

3.3 show that the inferences are accurate and time efficient, and that our method

is superior to competing methods.

3.1.2 Prior Specification

To guarantee positive-definiteness and flexible smoothing of f , we use a Cholesky

factorization of the inverse of the power spectrum and then model the components

of this factorization via smoothing splines (Rosen et al., 2009, 2012; Zhang, 2016;

Li and Krafty, 2019). By modified Cholesky decomposition, the local power spec-

trum can be represented as

f−1
ℓ (ω) = Θℓ(ω)Ψℓ(ω)−1Θℓ(ω)∗, ℓ = 1, . . . , L, (3.2)

where Ψℓ(ω) is a positive diagonal matrix and Θℓ(ω) is a complex-valued P × P

lower triangular matrix with ones on the diagonal. Let ψℓjj(ω) be the j-th diagonal

element of Ψℓ(ω) for j = 1, ..., P . Let θℓjk(ω) be the jk element in Θℓ(ω) for

j > k, k = 1, ..., P . Every ψℓjj(ω), ℜ{θℓjk(ω)}, and ℑ{θℓjk(ω)} can be modeled

by smoothing splines with Demmler-Reinsch bases Eubank (1999) as of (Rosen
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et al., 2012; Zhang, 2016; Li and Krafty, 2019; Li et al., 2021)

ℜ {θℓjk(ω)} = αℓjk0 + αℓjk1 ω +
S−1∑
s=1

αℓjk(s+1)
√

2 cos(πsω),

ℑ {θℓjk(ω)} = βℓjk0 + βℓjk1 ω +
S∑

s=1
βℓjk(s+1)

√
2 cos(πsω),

log {ψℓjj(ω)} = γℓjj0 + γℓjj1 ω +
S−1∑
s=1

γℓjj(s+1)
√

2 cos(πsω).

(3.3)

S is is a pre-specified constant determining the number of basis functions to be

included and therefore the model flexibility. We follow the previous studies and

set S = 10 (Rosen et al., 2012; Zhang, 2016; Li and Krafty, 2019; Li et al., 2021)

to accounts for sufficiently large total variance of the full smoothing spline when

T ≤ 4000 (Krafty et al., 2017). One later variant of (3.3) changes the cosine basis

on ℑ {θℓjk(ω)} into sine basis to account for ℑ {θℓjk(ω)} being an odd function

(Zhang, 2016; Li and Krafty, 2019; Li et al., 2021). In our simulation studies

and a number of data analyses, we have found out that both forms provide quite

similar estimates.

For notation brevity, let γℓjj = {γℓjj0, ..., γℓjjS}′, αℓjk = {αℓjk0, ..., αℓjkS}′, and

βℓjk = {βℓjk0, ..., βℓjkS}′. Let Bℓn = {1, ωℓn,
√

2 cos(πωℓn), ...,
√

2 cos(π(S−1)ωℓn)}

be the spline basis vector at Fourier frequency ωℓn in ℓ-th partition. Then (3.3)

can be written as:

ℜ {θℓjk(ωℓn)} = Bℓnαℓjk, ℑ {θℓjk(ωℓn)} = Bℓnβℓjk,

log {ψℓjj(ωℓn)} = Bℓnγℓjj.
(3.4)

Taking (3.2) and (3.4) into (3.1) while fixing ξ and L, we have that the total
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log-likelihood can be rewritten as

L(Y | αℓjk, βℓjk, γℓjj) ∝

−
L∑

ℓ=1

Nℓ∑
n=1

P∑
j=1

{
Bℓnγℓjj + |Yℓnj −∑j−1

k=1 (Bℓnαℓjk + iBℓnβℓjk)Yℓnk|2

exp{Bℓnγℓjj}

}
,

(3.5)

where Yℓnj is the j-th element (dimension) of Yℓn. Estimating f is now equivalent

to estimating αℓjk, βℓjk, and γℓjj for all ℓ = 1, ..., L, j > k = 1, ..., P . We now

consider two types of priors on the model parameters. These prior classes lead

to two types of models for spectral analysis of multivariate non-stationary time

series data, one model that allows for slow-varying changes of the spectral density

matrix over time, and another model that considers abrupt changes of the spectral

density matrix.

Slow varying prior

We consider a prior structure on the Cholesky components that allows some

of the components to remain static, while others can vary over time. In addition,

it also induces sparsity. To construct posterior estimates that satisfy all above

properties, we proposed using time-varying double gamma shrinkage priors (Bitto

and Frühwirth-Schnatter, 2019) on αℓjk, βℓjk, and γℓjj. Note that Bitto and

Frühwirth-Schnatter (2019) developed such priors for time domain time-varying

parameter models. Here we use them in the frequency domain. Formally, for

every ℓ = 1, ..., L, j > k, k = 1, ..., P , and s = 0, ..., S, we define the slow varying

prior (SV-Prior) distributions as follows:

• Priors on the parameters that model the real parts of the off diagonal ele-
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ments in the Cholesky decomposition:

αℓjks = αjks +
√

δ2
αjks α̃ℓjks, α̃ℓjks ∼ N

(
α̃(ℓ−1)jks, 1

)
,

αjks ∼ N
(
0, τ2

αjks

)
, τ2

αjks ∼ Ga
(
aτ , aτ λ2

αjk/2
)

, λ2
αjk ∼ Ga(e1, e2),

δ2
αjks ∼ Ga

(
1/2, 1/(2ζ2

αjk)
)

, ζ2
αjk ∼ Ga

(
aζ , aζκ2

αjk/2
)

, κ2
αjk ∼ Ga (d1, d2) ,

• Priors on the parameters that model the imaginary parts of the off diagonal

elements in the Cholesky decomposition:

βℓjks = βjks +
√

δ2
βjks β̃ℓjks, β̃ℓjks ∼ N

(
β̃(ℓ−1)jks, 1

)
,

βjks ∼ N
(
0, τ2

βjks

)
, τ2

βjks ∼ Ga
(
aτ , aτ λ2

βjk/2
)

, λ2
βjk ∼ Ga(e1, e2),

δ2
βjks ∼ Ga

(
1/2, 1/(2ζ2

βjk)
)

, ζ2
βjk ∼ Ga

(
aζ , aζκ2

βjk/2
)

, κ2
βjk ∼ Ga (d1, d2) ,

• Priors on the parameters that model the real diagonal elements in the

Cholesky decomposition:

γℓjjs = γjjs +
√

δ2
γjjs γ̃ℓjjs, γ̃ℓjjs ∼ N

(
γ̃(ℓ−1)jjs, 1

)
,

γjjs ∼ N
(
0, τ2

γjjs

)
, τ2

γjjs ∼ Ga
(
aτ , aτ λ2

γjj/2
)

, λ2
γjj ∼ Ga(e1, e2),

δ2
γjjs ∼ Ga

(
1/2, 1/(2ζ2

γjj)
)

, ζ2
γjj ∼ Ga

(
aζ , aζκ2

γjj/2
)

, κ2
γjj ∼ Ga (d1, d2) .

Log-transformations are further proposed on all the δ2
· , τ 2

· , λ2
· , ζ2

· , and κ2
· to

guarantee that their final posterior estimates are positive values. Finally, we set

aτ = aζ = 1 as hyperparameters (Bayesian Lasso). We set e1 = e2 = d1 = d2 =

0.001; values of e1, e2, d1 and d2 in [0.1, 0.0001] lead to similar results. The priors

on initial parameters α̃0jks, β̃0jks and γ̃0jks are chosen to be N(0, σ2
0). The choice

of σ2
0 is robust for 1 ≤ σ2

0 ≤ 104, hence, we simply set σ2
0 = 1.

We now highlight some important features of the proposed prior structure.

Since the prior structure on αℓjk, βℓjk, and γℓjj is the same, we solely explain

the main features of the prior on αℓjk for illustrative purposes. First, each αℓjsk

is decomposed into the sum of one static term, denoted as αjks, that serves as a

baseline remaining the same over all time partitions ℓ, and a time-varying term,

denoted as α̂ℓks, that allows us to incorporate changes over time partitions. Such
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parameterization allows us to handle static and time-varying coefficients sepa-

rately in order to achieve posterior inference. Second, double gamma (or normal

gamma, accordingly) shrinkage priors are imposed on both, the baseline αjks and

δ2
αjks (the variation of α̂ℓks) to allow for different evolving patterns on αℓjks. Hence,

for the Cholesky components: if both αjks and δ2
αjks (or δ2

αjks only) escape from

the shrinkage, αℓjks will change over ℓ, causing the corresponding Cholesky com-

ponent to change over time; if αjks escapes from the shrinkage but δ2
αjks shrinks

towards zero, αℓjks will be static but non-zero; if both αjks and δ2
αjks shrink to-

wards zero, αℓjks will also shrink towards zero in both time and frequency domains.

Such prior structure enables the model to capture various evolving patterns of the

power spectrum.

Note that, Bitto and Frühwirth-Schnatter (2019) have provided two options

for choosing aτ and aζ . One is to treat them as model parameters and impose

an exponential prior on them. The other is to fix aτ = aζ = 1, which reduces

the double gamma to a special case, the Bayesian Lasso prior (Park and Casella,

2008). Since we have found out that these two options result in very similar power

spectrum estimates and using fixed value simplifies the model, we apply Bayesian

Lasso by default.

Abrupt changing prior

To take into account the possible abrupt changing behaviour of the power

spectrum for nonstationary time series, we also develop the following prior for

change-point detection. For every ℓ = 1, ..., L, j > k, k = 1, ..., P , and s = 0, ..., S,
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the abrupt changing prior (AC-Prior) is defined as follows:

αℓjks = αjks +
L∑

i=1
α̃ℓjks I{ℓ>i}, βℓjks = βjks +

L∑
i=1

β̃ℓjks I{ℓ>i},

γℓjjs = γjjs +
L∑

i=1
γ̃ℓjjsI{ℓ>i},

with I{ℓ>i} = 1 if ℓ > i and I{ℓ>i} = 0 otherwise,

α̃ℓjks, β̃ℓjks, γ̃ℓjjs ∼ N

(
0, τ 2λ2

ℓ

1 + τ 2λ2
ℓ

)
,

with λℓ ∼ C+(0, 1), τ ∼ C+(0, 0.01), and finally,

αjks ∼ N
(
0, τ 2

αjks

)
, τ 2

αjks ∼ Ga
(
aτ , aτλ

2
αjk/2

)
, λ2

αjk ∼ Ga(e1, e2),

βjks ∼ N
(
0, τ 2

βjks

)
, τ 2

βjks ∼ Ga
(
aτ , aτλ

2
βjk/2

)
, λ2

βjk ∼ Ga(e1, e2),

γjjs ∼ N
(
0, τ 2

γjjs

)
, τ 2

γjjs ∼ Ga
(
aτ , aτλ

2
γjj/2

)
, λ2

γjj ∼ Ga(e1, e2),

with aτ = aζ = 1, and e1 = e2 = d1 = d2 = 0.001 as in Section 3.1.2. The

log-transformations are further proposed on all τ 2
· and λ2

· to guarantee that their

posterior estimates are positive.

The prior formulation, different from the slow varying prior defined in Section

3.1.2, allows spline coefficients to be piecewise constant and change abruptly at

certain partitions if needed. The piecewise linear functions are used such that

αℓjks, βℓjks, and γℓjjs remain piecewise constant over ℓ. Considering that the

piecewise stationary processes usually have only few change points spread out

over time, a regularized horseshoe prior (Piironen and Vehtari, 2017) that belongs

to the global-local shrinkage family is imposed on the piecewise parameters α̃ℓjks,

β̃ℓjks, and γ̃ℓjjs. The global parameter τ controls the shrinkage effect for all parti-

tions, while the local parameters λl allows few individual partitions to escape from
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the shrinkage if the partition contains a change point such that there is enough

information leading to the change of values of the power spectrum, consequently,

the spline coefficients. Note that, if ξℓ is not a change point, all the corresponding

piecewise coefficients α̃ℓjks, β̃ℓjks, and γ̃ℓjjs should shrink towards zero simultane-

ously. Hence, for each ℓ, α̃ℓjks, β̃ℓjks, and γ̃ℓjjs share the same local parameter λℓ

to achieve shrinkage effect in a group manner. Finally, the Bayesian lasso prior

defined in Section 3.1.2 is still proposed on the baseline αjks, βjks, and γjjs to

allow both zero and non-zero baseline estimates.

3.2 Posterior Computation

3.2.1 Variational Bayes Posterior

In this section, we describe our approach to adapt variational Bayes techniques

to obtain posterior inference of the proposed nonstationary multivariate spectral

model. We take advantage of the power of modern computational resources, such

as graphic processing units (GPUs), in order to provide a flexible, scalable and

computationally efficient inference scheme for high-dimensional time series. Our

posterior inference scheme is based on the stochastic gradient variational Bayes

(SGVB) approach (Kingma and Welling, 2013). To allow a more compact pre-

sentation (Li et al., 2021), we define Ξ as the collection of all parameters, includ-

ing coefficients of basis functions,
{
αjks , α̃ℓjks , βjks , β̃ℓjks , γjjs , γ̃ℓjjs

}
, and other

prior parameters, such as {log τ 2
· , log λ2

· , log δ2
· , log ζ2

· , log κ2
· }, for ℓ = 1, ..., L,

j > k = 1, ..., P , and s = 1, ..., S. The joint log density of frequency-domain

observations Y and model parameters Ξ can be written as:

log p(Ξ,Y ) = L(Y | Ξ) + log π(Ξ), (3.6)
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where L(Y | Ξ) is defined in (3.5), and π(Ξ) is the joint prior defined by either

the SV-Prior in Section 3.1.2 or the AC-Prior in Section 3.1.2. As mentioned

in Section 2.2, to mitigate the VI uncertainty underestimation without losing

run-time efficiency, we consider the Gaussian variational approximation with a

factor covariance structure of Ong et al. (2018). Given a m1-dimensional Ξ, its

surrogate posterior is defined as qΦ(Ξ) = N(Ξ | µ,Σ) where Σ = BBT + Im1σ
2

and B is a m1 × m2 full rank matrix with m2 << m1. The reparameterization

trick for the factor covariance structure can then be conducted by calculating

Ξ = µ+Bξ+σ⊙ϵ with ξ ∼ N(0, Im2) and ϵ ∼ N(0, Im1), where Im1 , Im2 denote

the m1, m2-dimensional identity matrices. ⊙ denotes element-wise product. The

log-transformation is further taken on σ2 to guarantee the positivity. Accordingly,

Φ = {µ , logσ2,B} are surrogate parameters, and the ELBO between p(Ξ | Y )

and qΦ(Y ) becomes:

L (p, qΦ) = Eξ, ϵ [log p(µ + Bξ + σ ⊙ ϵ,Y ) − log qΦ(µ + Bξ + σ ⊙ ϵ)] . (3.7)

With a single sample ξ(1) and ϵ(1), the SGVB gradient estimator of (3.7) is given

by:

∇ΦL (p, qΦ) ≃ ∇Φ

[
log p(µ + Bξ(1) + σ ⊙ ϵ(1),Y ) − log qΦ(µ + Bξ(1) + σ ⊙ ϵ(1))

]
.

(3.8)

We set m2 = 4 as suggested in Ong et al. (2018). We have empirically found that

(3.8) led to a fast convergence practically.

In practice, we propose the locally stationary variational Bayes posterior in-

ference scheme, as illustrated in Algorithm 2, to stabilize the inference process. In

particular, Phase 1 uses (3.6) as the objective function to obtain a point approxi-

mation, Ξ̂ = arg maxΞ log p(Ξ,Y ). Phase 2 fixes µ = Ξ̂ and only updates logσ2

by SGVB to maximize (3.7). Finally, both previously updated µ and logσ2 are
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Algorithm 2: Locally Stationary Variational Bayes Posterior Inference.
Input : Local DFT transformed observations of P -dimensional time

series, Y .
Output: Variational posteriors qΦ(Ξ), and power spectrum estimates.
Params: Φ = {µ, logσ2,B}.

1 Phase 1–Point Approximation: maximizes (3.6) via Ξ, while iterating
do

2 Take the gradients of Ξ from (3.6);
3 Update Ξ via Adam optimizer;
4 end
5 Fix µ equal to the last updated Ξ in Phase 1.
6 Phase 2–Uncertainty Quant: maximize (3.7) via logσ2 and B, while

iterating do
7 Draw ξ(1) ∼ N(0, Im1), ϵ(1) ∼ N(0, Im2) and compute the SGVB

gradients of logσ2 and B using (3.8);
8 Update logσ2 and B via Adam optimizer;
9 end

10 Phase 3–Fine-tuning (Optional): while iterating do
11 Draw ξ(1) ∼ N(0, Im1), ϵ(1) ∼ N(0, Im2) and compute the SGVB

gradients of µ, logσ2 and B using (3.8);
12 Update µ, logσ2 and B via Adam optimizer;
13 end
14 Draw posterior samples of Ξ from the learnt qΦ(Ξ) and compute power

spectrum estimates.

fine-tuned at Phase 3 by SGVB to maximize (3.7). Results from our extensive

simulation studies below show that our proposed TPVB achieves high numerical

stability. We built the model and implemented the experiments in Python 3.7

with Tensorflow-Probability and Tensorflow (Abadi et al., 2015) packages.

All gradients are computed via auto-differentiation modules in Tensorflow. At

each iteration, we use Adam (Kingma and Ba, 2017) to update model parameters.

3.2.2 Model Selection

In this subsection, we discuss how to choose the proper prior during modeling.

We have developed the SV-Prior in Section 3.1.2, and the AC-Prior in Section
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3.1.2 to tackle both slow varying and abrupt changing nonstationary processes.

In practice, we propose to fit the data using both models individually. Then, we

use the deviance information criterion (DIC; Spiegelhalter et al., 2014) to select

the superior model. In this context, DIC is defined as:

DIC = D(Ξ) + 2pD

where Ξ is the posterior expectation of Ξ that is obtained by Algorithm 2 using

either SV-Prior or AC-Prior. D(Ξ) = −2 log L(Y | Ξ) + C is the likelihood

of Y defined in (3.5) adding a constant C that cancels out in all calculations

that compare different models, and which therefore does not need to be known.

pD = D(Ξ) − D(Ξ) where D(Ξ) can be approximated by averaging over the

posterior samples of D(Ξ) that is calculated by the variational Bayes posterior

samples of Ξ that are obtained through Algorithm 2 in Section 3.2.1. Each model

runs completely independently, thus the procedure can be conducted in parallel.

3.3 Simulation Studies

In this section, we show the accuracy and efficiency of the proposed method

through simulations. During the variational posterior inference process, the learn-

ing rate is used as a hyper-parameter to control the rate at which the algorithm

updates the parameter estimates. The learning rates in Adam optimizer are set to

be 0.001, 0.05 and 0.001, respectively for each phase, to obtain gradient descent

updates for trainable parameters. We decide the number of iterations by moni-

toring the values of the objective function, and stop the training when a typical

convergent pattern is reached. That leads to approximately 12000, 500, and 500

iterations required for each of the 3 phases. The simulation experiments are ex-
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ecuted on a x64-based PC with a 2.60-GHz Intel® CoreTM i7-9750H CPU and a

Nvidia GeForce GTX 1660 Ti GPU card.

3.3.1 Evaluation Metrics

We consider two scenarios: slow varying processes and abrupt changing piece-

wise stationary processes. In each scenario, we first show that our approach is

quite suitable for high-dimensional (P ≥ 24) analysis. There is a paucity of

literature that studies the performance of the current existing approaches on non-

stationary spectral analysis of high-dimensional time series when P ≥ 24 due to

the fact that most of current approaches are not scalable for a large P . Li et al.

(2021) have showed that their Bayesian factor model improved the accuracy of

power spectrum estimates when P = 24, 48, in comparison to the rolling-window

method from Shumway and Stoffer (2011). We show in this section that our

method further improves the accuracy with a more affordable amount of runtime

in comparsion to Li et al. (2021). The mean integrated squared error (MISE)

(Li et al., 2021) is used to investigate the performance of an estimator of the

high-dimensional spectral matrix f(u, ω), which is calculated by

MISE = [T (N + 1)]−1
T∑

t=1

N∑
n=0

∥∥∥f̂ (t/T, ωn) − f (t/T, ωn)
∥∥∥2

F
,

where ∥·∥F is the matrix Frobenius norm. {ωn : n = 1, ..., N} is the prespecified

equally spaced frequency grid. f̂ is the obtained posterior estimate of f . Further-

more, the performance of diagonal and off-diagonal estimators are investigated
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separately by

MISEd = [T (N + 1)]−1
T∑

t=1

N∑
n=0

∥∥∥diag[f̂ (t/T, ωn)] − diag[f (t/T, ωn)]
∥∥∥2
,

MISEo = [T (N + 1)]−1
T∑

t=1

N∑
n=0

∥∥∥f̂ (t/T, ωn) − f (t/T, ωn)
∥∥∥2

F ∗
,

where ∥A∥F ∗ =
√∑P

i=1
∑

j ̸=i A
2
ij. We use MISE, MISEd and MISEo to jointly

evaluate the performance of candidate methods.

In addition, we show that the proposed method is also competitive in low-

dimensional analysis (when P = 2, 3) by comparing it with several other current

existing methods that have been studied well in low-dimensional analysis, but

have insufficient scalability in high dimensional cases. More specifically, we follow

the simulation studies by Li and Krafty (2019) and compare our method with the

adaptive Bayesian smoothing spline by Li and Krafty (2019), the piecewise vector

autoregressive method by Davis et al. (2006), and the nonparametric smoothing

spline ANOVA method by Guo and Dai (2006). Considering that there are only

a few terms in the power spectrum with P = 2, 3, every diagonal and off-diagonal

estimates can be fully evaluated separately. There is no need to integrate them

together. Hence, instead of using MISE, the average squared errors (ASE) of the

estimated individual spectra, fpp(u, ω) for p = 1, ..., P , and the estimated squared

coherences, ρ2
jk(u, ω) = |fjk(u, ω)|2 / {fjj(u, ω)fkk(u, ω)} for j < k, k = 1, ..., P ,

are used to evaluate the performance of the candidate methods when P = 2, 3 (Li

and Krafty, 2019). For example, the ASE for f̂11 is calculated as

ASE[f̂11] = [T (N + 1)]−1
T∑

t=1

N∑
n=0

[
f̂11 (t/T, ωn) − f11 (t/T, ωn)

]2
.

To have a fair comparison, we use the same equally spaced frequency grid N = 50
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as Li and Krafty (2019) do.

3.3.2 Slow Varying Processes

We first consider a P -dimensional process with a slow varying power spectrum.

We simulate 50 time series of length T = 2048 independently from

Xt = ΦtXt−1 + wt, (3.9)

where wt
iid∼ N(0,Ω) with Ω = IP/3 ⊗ Ω0, and Ω0 is a 3 × 3 matrix that has 1’s on

the diagonal and 0.5 off the diagonal. ⊗ denotes the Kronecker product. IP/3 is

a P/3 × P/3 identity matrix. Φt = IP/2 ⊗ Φ0
t with

Φ0
t =

 ϕ0
1(t) 0.1

0 ϕ0
2(t)

 ,

and ϕ0
1(t) = −0.6 + 1.2t/T , ϕ0

2(t) = 0.4 − 0.8t/T for t = 1, ..., T . The true P × P

time varying power spectrum is f(t/T, ω) = Φ−1(t/T, ω) Ω Φ−1(t/T, ω)∗, where

Φ(t/T, ω) = I − Φt exp (−2π iω) (Priestley, 1981). We set Tℓ = 100 such that

there are in total 20 partitions and the 20 partition points ξ are fixed to be the

100-th, 200-th, ..., and 2000-th time points. Figure 3.1 displays some of the true

log power spectra components, coherences and their estimates obtained by the

proposed method.

Through the MISE criteria defined in 3.3.1, Table 3.1 compares our approach

with another high-dimensional approach, the Bayesian factor model of Li et al.

(2021) with its default tuning parameters having a total of 10,000 MCMC iter-

ations with 2000 burn-in iterations and the numbers of factors to be 16. It can

be seen that the proposed method outperforms the factor model as the former
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Figure 3.1: True time varying log power spectrum, log f11(u, ω), log f22(u, ω)
and coherences, ρ2

1,2(u, ω), ρ2
1,4(u, ω) (top two rows), and their estimates (bottom

two rows) via the proposed method from the slow varying process (3.9).

provides more accurate estimates that gain smaller MISEs. As for time efficiency,

for instance, when P = 24, the Bayesian factor model of Li et al. (2021) takes on

average 8350 seconds (≈ 139 mins, over 2 hrs) to obtain posterior inference based

on 10,000 MCMC iterations using its published code with default tuning param-

eters. We note that this implementation does not support GPU computation. In

comparison, the average runtime for one run of our method is 1056 seconds (≈ 18

mins) on CPU, and only 225 seconds (≈ 4 mins) with GPU acceleration, which

greatly saved computational time.

Additionally, to show that the proposed method is also competitive (high ac-

curacy, low runtime) in low-dimensional cases, we follow the simulation study

by Li and Krafty (2019) and compare it with the adaptive Bayesian smoothing

spline (MultiSpect) by Li and Krafty (2019), the piecewise vector autoregressive

method (Auto-PARM) by Davis et al. (2006), and the nonparametric smoothing

spline ANOVA method (SmoothANOVA) by Guo and Dai (2006). In particular,
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Table 3.1: Simulation results for the slow varying process (3.9) based on 50
repetitions: means (standard deviations) of the MISE, MISEo, and MISEd given
by the proposed method (SVAC) and the Bayesian factor method by Li et al.
(2021) (FactorSpect).

P Model MISE MISEd MISEo

12 SVAC 1.35(0.10) 0.90(0.06) 0.45(0.03)
FactorSpect 1.85 (0.06) 1.02 (0.04) 0.83 (0.02)

24 SVAC 2.84(0.23) 1.81(0.19) 1.03(0.07)
FactorSpect 4.55 (0.09) 2.54 (0.08) 2.01 (0.07)

48 SVAC 6.25(0.52) 3.56(0.33) 2.69(0.25)
FactorSpect 9.55 (0.11) 5.03 (0.09) 4.52 (0.08)

we simulate 250 2-dimensional datasets generated as

Xt = w̃t + Φ1tw̃t−1 + Φ2tw̃t−2, t = 1, . . . , 1024, (3.10)

where

Φ1t =

 ϕ1(t) −1

−1 ϕ2(t)

 , Φ2t =

 0.5 0

0 −1.2

 ,
with ϕ1(t) = 1.122[1−1.781 sin (πt/2048)], ϕ2(t) = 1.122[1−1.781 cos (0.8πt/2048)].

w̃t are independent zero-mean bivariate Gaussian random variables whose com-

ponents have unit variance and pairwise correlation 0.2. Table 3.2 shows that our

method provide more accurate estimates over two out of three spectral targets.

On average, one run of our method takes only approximately 1 min (< 2 mins),

which is quite superior comparing to the runtime of MultiSpect (≈ 63 mins) with

its default tuning parameters (10,000 MCMC iterations with a burn–in of 2000).

GPU acceleration in this case is not necessary since P = 2 is rather small.
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Table 3.2: Simulation results for the slow varying process (3.10) based on 250
repetitions: means (standard deviations) of the ASE ×102 of spectral estimates
obtained through the proposed method (SVAC), adaptive Bayesian smoothing
spline (MultiSpect), piecewise vector autoregressive modeling (Auto-PARM), and
smoothing spline ANOVA (SmoothANOVA).

f11 f22 ρ2
21

SVAC 36.2(19.2) 38.4(10.1) 1.3 (0.7)
MultiSpect 49.2 (19.3) 51.4 (26.3) 1.1(0.2)
Auto-PARM 90.6 (26.6) 85.5 (34.5) 7.0 (3.2)
SmoothANOVA 51.8 (20.3) 61.2 (22.5) 1.6 (1.3)

3.3.3 Piecewise Stationary Processes

In this subsection, we illustrate the performance of our method while modeling

the piecewise stationary processes. We first consider a P -dimensional process that

possesses a abrupt changing power spectrum. We simulate 50 time series of length

T = 2048 independently from

Xt =


wt + Φ11wt−1 + Φ12wt−2 if 0 < t ≤ 888,

wt + Φ21wt−1 + Φ22wt−2 if 888 < t ≤ 2048,
(3.11)

wt
iid∼ N(0,Ω) with Ω = IP/3 ⊗ Ω0, and Ω0 is a 3 × 3 matrix that has 1’s on

the diagonal and 0.5 off the diagonal. Φ11 = IP/3 ⊗ Φ0
11, Φ21 = IP/3 ⊗ Φ0

21,
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Φ12 = IP/3 ⊗ Φ0
12, and Φ22 = IP/3 ⊗ Φ0

22 with

Φ0
11 =


0.6 0 0

0.2 −0.5 0

0.1 0.3 0.4

 , Φ0
21 =


0.6 0 0

0.2 0.5 0

−0.1 −0.3 0.4



Φ0
12 = Φ0

22 =


0.3 0 0

0 0.3 0

0 0 0

 .

The true power spectrum is f(t/T, ω) = Φ(t/T, ω) Ω Φ(t/T, ω)∗ (Priestley, 1981),

where Φ(t/T, ω) = I + Φ11 exp (−2π iω) + Φ12 exp (−4π iω) for t ∈ (0, 888], and

Φ(t/T, ω) = I + Φ21 exp (−2π iω) + Φ22 exp (−4π iω) for t ∈ (888, 2048]. We set

Tℓ = 100 such that there are in total 20 partitions and the 20 partition points ξ are

fixed to be the 100-th, 200-th, ..., and 2000-th time points. The true change point

888 is a blindly selected value such that a general situation, where the change

point does not belong to the partition points ξ, is considered. Figure 3.2 displays

some of the true power spectrum, coherences and their estimates obtained by

the proposed method. It can be seen from Table 3.3 that the proposed method

outperforms the factor model as the former provides more accurate estimates that

lead to smaller MISE and MISEo. The run time performance is similar to Section

3.3.2. When P = 24, the Bayesian factor model takes on average 8,014 seconds

(≈ 133 mins, over 2 hrs) to run a inference process using its published code with

default tuning parameters (10,000 MCMC iterations with a burin-in of 2000 and

number of factors to be 16) on CPU and does not support GPU computation. In

comparison, the average runtime for one run of our method is 1,005 seconds (≈

17 mins) on CPU, and only 213 seconds (≈ 4 mins) with GPU acceleration.

Again, to clarify that the proposed method is also competitive in low-dimensional
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Figure 3.2: True time varying log power spectrum, log f11(u, ω), log f22(u, ω),
log f33(u, ω) and coherences, ρ2

1,2(u, ω), ρ2
1,3(u, ω), ρ2

2,3(u, ω) (top two rows), and
their estimates (bottom two rows) via the proposed method from the piecewise
stationary process (3.11).
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Table 3.3: Simulation results for the piecewise stationary process (3.11) based
on 50 repetitions: means (standard deviations) of the MISE, MISEo, and MISEd

given by the proposed method (SVAC) and the Bayesian factor method by Li
et al. (2021) (FactorSpect).

P Model MISE MISEd MISEo

12 SVAC 1.53(0.22) 0.63 (0.12) 0.92(0.15)
FactorSpect 1.80 (0.08) 0.63 (0.04) 1.17 (0.06)

24 SVAC 3.32(0.26) 1.40(0.13) 1.92(0.18)
FactorSpect 4.58 (0.12) 1.43 (0.06) 3.15 (0.10)

48 SVAC 6.90(0.32) 2.63(0.12) 4.27(0.21)
FactorSpect 9.52 (0.16) 2.71 (0.09) 6.91 (0.14)

cases, we consider the piecewise stationary simulation process by Li and Krafty

(2019) and simulate 250 repetitions of a 3-dimensional process

Xt =


w̃t + Φ11w̃t−1 + Φ12w̃t−2 if 0 < t ≤ 300,

w̃ + Φ21w̃t−1 + Φ22w̃t−2 if 300 < t ≤ 600,
(3.12)

where

Φ11 =


0.6 0 0

0.2 −0.5 0

0.1 0.3 0.4

 ,Φ21 =


0.6 0 0

0.2 0.5 0

−0.1 −0.3 0.4

 ,

and Φ12 = Φ22 = diag(0.3, 0.3, 0). The w̃ts are independent zero-mean trivariate

Gaussian random variable whose components have unit variance and pairwise

correlation 0.5. Table 3.4 shows that our method provide more accurate estimates

over five out of six spectral targets. On average, one run of our method in this

study takes only approximately 1 min (< 2 mins) comparing to the run time

of MultiSpect (≈ 36 mins) with its default tuning parameters (10,000 MCMC
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Table 3.4: Simulation results for the piecewise stationary process (3.12) based
on 250 repetitions: means (standard deviations) of the ASE ×102 of spectral esti-
mates obtained through the proposed method (SVAC), adaptive Bayesian smooth-
ing spline (MultiSpect), piecewise vector autoregressive modeling (Auto-PARM),
and smoothing spline ANOVA (SmoothANOVA).

f11 f22 f33 ρ2
21 ρ2

31 ρ2
32

SVAC 8.2 (6.4) 18.1 (9.5) 12.9 (2.5) 1.4 (0.4) 1.6 (0.4) 2.1(0.9)
MultiSpect 25.1 (28.6) 22.8 (20.5) 13.8 (13.3) 1.4 (0.8) 2.1 (0.9) 2.2 (1.1)
Auto-PARM 37.2 (33.2) 25.4 (16.2) 14.3 (7.7) 6.2 (2.4) 3.8 (1.1) 9.0 (1.3)
SmoothANOVA 39.8 (10.6) 93.4 (16.2) 27.3 (6.4) 9.6 (0.5) 12.8(0.9) 13.4(1.2)

iterations with a burn–in of 2000). GPU acceleration is not necessary since both

P = 3 and T = 600 are relatively small.

Note that, the proposed DIC-based model selection procedure successfully se-

lect the superior model prior for all above cases. Table 3.5 shows that when

the slow varying processes (3.9) and (3.10) are given, the proposed slow varying

prior is chosen in model selection. When modeling the piecewise stationary pro-

cesses (3.11) and (3.12), the proposed abrupt changing prior is favorably selected

accordingly.

Table 3.5: The percentage of datasets for which the proposed DIC-based model
selection procedure in Section 3.2.2 selects the model with either the slow varying
prior (SV-Prior) defined in Section 3.1.2 or the abrupt changing prior (AC-Prior)
defined in Section 3.1.2.

Process SV-Prior AC-Prior

(3.9) 100% 0%
(3.10) 100% 0%
(3.11) 0% 100%
(3.12) 0% 100%

In summary, we have shown with extensive simulation studies that the pro-

68



posed method are accurate and time efficient, and is superior compared to the

competing methods in modeling time series with time varying power spectrum

under both high and low dimensionalities.

3.4 Data Analyses

3.4.1 Analysis of IEM Wind Profile in Northern California

In this section, we illustrate the use of our method for spectral analysis of wind

profile data from the Iowa State University Environmental Mesonet (IEM) Auto-

mated Surface System (ASOS) database (Todey et al., 2002; Mannarano, 1998).

This is a publicly available repository of automated airport weather observations

and general basic weather reports from the National Weather Service (NWS), the

Federal Aviation Administration (FAA) and the Department of Defense (DOE).

We consider wind speed (measured in knots) data taken from sites in Northern

California. Our goal is to infer the time varying power spectra of wind profiles

in order to provide insight into the temporal dynamics of each location and the

relationships across different locations over a particular period of time. Specifi-

cally, we consider the mean wind speed every 4 hours, starting from 06/01/2020

12:00 am to 05/31/2021 11:59 pm. We take the first order differences for each

time series to remove any local trends in the data. To enhance numeric stability,

all series are further normalized to have zero mean and unit variance. There are

11 sites that have no records on wind speed for days and so we remove those sites

from the analysis. Finally, we end up having 26 wind profiles, each with length

T = 2186, as model inputs. The names and locations of the corresponding 26

sites are shown in Figure 3.3.

We consider both types of spectral models, one that assumes a smooth chang-
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Figure 3.3: Map of 26 wind sites in Northern California.

ing structure and one that assumes a piecewise locally stationary structure. Dur-

ing variational Bayes posterior inference procedure, the learning rates are set to

be 0.0005, 0.05 and 0.001, with the number of iterations 10000, 500, and 500 re-

spectively for each of the three phases in Algorithm 2. The DIC selects the model

with the piecewise locally stationary structure as the winning model. Based on the

posterior inference we see that model infers two change points, one in 11/08/2020

and another in 02/26/2021. For illustrative purposes, we first visualize the com-

plete time varying power spectra estimates for 6 sites: SFO (San Francisco), OAK

(Oakland), HWD (Hayward), SJC (San Jose), MAE (Madera) and FAT (Fresno).

Note that SFO, OAK, HWD and SJC are closely located in Bay area, while MAE

and FAT are in neighboring counties that located in the south middle part of

Northern California. Figure 3.4 displays the posterior estimates of the time vary-

ing spectral densities for these 6 sites. It can be seen that the estimated spectral
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densities have strong signals at the daily frequency 4/24 (approximately 0.17).This

indicates a daily quasi-periodicity since the data is collected every 4 hours. There

is also a second peak at the half-day frequency (approximately 0.34) from June

to November in 2020. We also not that the daily quasi-periodicicty has weaker

power in late fall winter months, roughly from November to February, and later

increases again in power starting in March 2021.

Figure 3.5 shows the posterior estimates of the time varying pairwise squared

coherences among the 6 selected sites. Site pairs that are close to each other

show stronger coherences in comparison to the site pairs that are far away from

each other. For instance, the coherence estimates are also strong around the

daily frequency (4/24, approximately 0.17) among OAK, HWD, SFO, SJC, and

between MAE and FAT, while the coherences between pairs such as SJC versus

FAT, OAK versus FAT, or SFO versus MAE, are estimated to be not as strong.

One can observe similar evolving patterns of daily signals in coherence estimates

as in spectral density estimates, which are generally strong in summer and fall,

then decrease in winter and later come back in the next spring. Previous stud-

ies have justified that the wind profile and precipitation are closely related. For

instance, Johansson and Chen (2003) has concluded that precipitation is statis-

tically significantly associated with wind speed. Our analysis provides another

insight on the connection between wind profile and precipitation: the estimated

daily quasi-periodicity decreasing power behavior in winter for wind profiles in

Northern California matches the annual precipitation change pattern in Califor-

nia. According to OEHHA (2018) (OEHHA), California on average receives 75

percent of its annual precipitation from November through March, with 50 percent

occurring from December through February.
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Figure 3.4: Posterior inference of the time varying spectral densities for SFO,
OAK, HWD, SJC, MAE, and FAT wind profiles given by the proposed method.

3.4.2 Analysis of Multi-Channel EEG Data

The multi-channel EEG data analyzed here is part of a larger dataset named

Ictal19 which records 19 EEG channels from a patient during the electroconvul-

sive therapy (ECT) against major depression. Figure 3.6 presents the schematic

representation of the channel locations. West et al. (1999); Prado et al. (2001) an-

alyzed this dataset using univariate dynamic regression models separately for each

channel. Zhao and Prado (2020) analyzed 9 channels of this dataset jointly using

multivariate dynamic partial autocorrelation coefficients (PARCOR) models. The

original recordings of 26,000 observations for each channel were downsampled ev-

ery sixth observation from the highest amplitude portion of the seizure, leading to

a set of series of 3600 observations (corresponding to 83.72 seconds) per channel

(Prado et al., 2001). We conducted a multivariate spectral analysis on the 19-
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Figure 3.5: Posterior inference of the time varying pairwise squared coherences
among SFO, OAK, HWD, SJC, MAE, and FAT given by the proposed method.

channel EEG data using the proposed method. During variational Bayes posterior

inference procedure, the learning rates and iterations were set to be the same as

in Section 3.4.1. The DIC procedure selects the model with the slow-varying prior

structure as the winning model. By aid of GPU accelerations, the run time to

search for the optimal model and obtain posterior inference is under 10 minutes

in total.

We summarize the results in terms of posterior estimates of the spectral den-

sities for the individual channels and also look at summary measures related to

the coherence across channels for a specific frequency band. More specifically, we

focus on computing frequency-band collapsed measures at the theta band (4–8

Hz), as this frequency band has been found to provide important neurophysiolog-
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Figure 3.6: Schematic representation of the 19-channel EEG locations.

ical information (West et al., 1999; Prado et al., 2001). Frequency-band collapsed

measures can be computed as integrals of the power spectra (Li et al., 2021).

The theta-band collapsed squared coherence between channels j and l is defined

as ρ2,θ
jl =

∣∣∣f θ
jl

∣∣∣2 /{f θ
jjf

θ
ll

}
, where f θ =

∫ 8
4 f(ω) dω defines theta-band collapsed

spectral matrix. Figure 3.7 shows the estimated time-varying spectral densities

of 19 channels over the whole period of the time. Correspondingly, Figure 3.8

presents the estimated theta-band collapsed spectral densities on the schematic

representation of the channel locations at the beginning (1 second), middle (40

seconds), and end (80 seconds) of the time series. It can be seen that the spectral

densities are dominated by frequency components in the lower frequency band.

Each EEG channel shows a similar decrease in the dominant frequency over time,

starting around 5 Hz and ending around approximately 3 Hz. Some channels,

such as FP1, F4, F8 and T4, present weaker power spectra at these frequencies

than the remaining channels and are consistent with a decrease in seizure activity

as the seizure disappears towards the end of the process. Similar behaviors were

also found by West et al. (1999); Zhao and Prado (2020).

We can also obtain inferences about the change of the connectivity between
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Figure 3.7: Posterior estimates of time varying spectral densities over time.

channels over time. For instance, Figure 3.9 displays the estimated theta-band

collapsed squared coherences on the schematic representation of the channel loca-

tions (see Figure 3.6) between Cz and the rest of the channels at the beginning (1

second), middle (40 second), and end (80 second) of the entire process. It can be

seen that Cz preserves relatively high theta-band coherences with most its neigh-

boring channels, such as F3, Fz, C3, C4, P3, P4 and Pz, throughout the time. One

exception is that, even though F4 is also close to Cz, the theta-band coherence

between Cz and F4 shows a notable decrease from t = 1 to t = 40 and remains

low until the end, which is consistent with the find of Zhao and Prado (2020). For

those channels that are relatively far from Cz, their theta-band coherences with
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Figure 3.8: Posterior estimates of theta-band (4-8 Hz) collapsed spectral densi-
ties at time 1 second (left), 40 second (middle), and 80 second (right).

Figure 3.9: Posterior estimates of theta-band (4-8 Hz) collapsed squared coher-
ences between Cz and the rest of the channels at time 1 second (left), 40 second
(middle), and 80 second (right).

Cz all experience a remarkable decrease from the beginning to the end.

3.5 Conclusions and Future Work

The proposed novel modeling and inference framework provides accurate and

computationally fast approximate Bayesian spectral inference for nonstationary

multivariate time series. We showed the proposed time-varying double gamma

shrinkage prior and the abrupt changing prior lead to accurate inference of the

power spectrum in several simulation settings involving both slow varying and

abrupt changing multivariate time series. The proposed inference scheme, that
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utilizes stochastic gradient variational Bayes, is highly scalable and efficient, pro-

viding solid computational support for large-dimensional spectral analysis. The

proposed model selection procedure is capable of picking up the right model. Ex-

tensive simulation studies in Section 3.3 show that the inferences are accurate

and time efficient, and that our method is superior compared to the competing

methods in various situations. The data analysis in Section 3.4 illustrates that

our method is capable of discovering the time varying evolving patterns of power

spectrum in the data.

To further improve the method, we will study whether the low-rank Bayesian

factor model (Li et al., 2021) could be incorporated into our inference framework

and further improved by utilizing the proposed shrinkage prior on its model pa-

rameters. So far, the proposed method relies on the modified complex Cholesky

decomposition on the P × P spectral matrix, which still suffers from the "curse

of dimensionality" since the number of Cholesky components that need to be es-

timated grows quadratically as dimension P increases. Such drawback will cause

exhaustive run time and storage complexity if one wants to apply the analysis on

a even larger scale when P >> 100. As a remedy, the factor model by Li et al.

(2021) has its potential to be more feasible even when P >> 100 in that its low-

rank factorization on the spectral matrix allows the number of model parameters

to grow only linearly as P increases. We can replace the Cholesky decomposition

with the low-rank factorization, impose the time varying shrinkage prior on the

factor coefficients and conduct posterior inference using the proposed variational

Bayes scheme. One of the challenges in the nonstationary setting is the selection

of the number of factors as this can also be time-varying.

Another future work is to extend the proposed method to conduct efficient

partition adjustment within current modeling procedure such that the equally
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spaced partition can be further adjusted for the model with abrupt changing

prior. Consequently, the adjusted partitions will no longer be restricted to be

equally spaced, adding more flexibility into the detection of change points. We

expect that the ideal approach could support parallel computation to be scalable

and time-efficient. For instance, one can conduct a grid search in parallel over the

time points around the change point estimate given by the model and formulate

a selection criteria to evaluate whether the current estimate should be updated

adaptively.
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Chapter 4

Quantile Spectral Analysis of

Multivariate Stationary Time

Series

In this chapter, we develop a novel scalable Bayesian approach for the quan-

tile spectral analysis of multivariate stationary time series based on a low-rank

factorization of the target copula spectral density kernel (CSDK) matrix and a

customized stochastic gradient variational inference (SGVI) scheme for posterior

computation. The remainder of the chapter is organized as follows. Section 4.1

specifies the model and priors used for quantile spectral analysis of multivari-

ate stationary time series. Section 4.2 describes the proposed posterior inference

scheme adapted from the stochastic gradient variational Bayes. Section 4.3 reports

results of extensive simulation studies that illustrate the accuracy and scalability

of the proposed approach in comparison to the current alternatives. Section 4.4

applies the proposed method to the analysis of the San Lorenzo river flow data

in California (U.S. Geological Survey, 2016) and the multivariate S&P 500 stock

79



data (Nugent, 2017).

4.1 Model Specification

Let {Xt : t = 1, ..., n} be a length-n P -dimensional zero-mean strictly station-

ary time series, with Xt = (Xt,1, ..., Xt,P )′ where Xt,p denotes the p-th component

of Xt for p = 1, ..., P . Let τ = (τ1, ..., τQ)′ be a length-Q quantile vector where

τi ∈ (0, 1) for i = 1, ..., Q. To measure the serial and cross-dependency structure

of Xt, the matrix of quantile cross-covariance kernels at lag h for quantiles τi and

τj (Baruník and Kley, 2019) has entries (p1, p2) given by

γp1,p2
h (τi, τj) = Cov (I {Fp1(Xt+h,p1) ≤ τi} , I {Fp2(Xt,p2) ≤ τj}) , (4.1)

for p1, p2 = 1, ..., P, and i, j = 1, ..., Q. Fp denotes the marginal distribution func-

tion of Xt,p, and I denotes the indicator function. The matrix of quantile cross-

spectral density kernels (CSDKs) is then defined as

fp1,p2
τi,τj

(ω) = (2π)−1
∞∑

h=−∞
γp1,p2

h (τi, τj) exp (− iωh), (4.2)

with ω ∈ (0, π]. The quantile coherence, given by

ρp1,p2
τi,τj

(ω) =
| fp1,p2

τi,τj
(ω) |

[fp1,p1
τi,τi (ω) × fp2,p2

τj ,τj (ω)]
1
2
,

is defined as the absolute value of the quantile coherence kernel of Baruník and

Kley (2019) for Xt,p1 under quantile τi and Xt,p2 under quantile τj to measure the

dynamic dependence of the two processes.

Estimation of the quantile cross-spectral density matrix can be obtained by

computing the so called ranked-based copula cross-periodograms (Baruník and
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Kley, 2019), defined as the collection

Ip1,p2
τi,τj

(ωk) = Y p1
τi

(ωk)Y p2
τj

(−ωk), (4.3)

for ωk = 2πk/n, k = 1, . . . , K, K = [(n− 1)/2], with Y p
τ (ωk) denoting the discrete

Fourier transform (DFT) of the clipped time series or CT (Hong, 2000; Zhang,

2019) for {Xt,p : t = 1, ..., n} under quantile τ given by

Y p
τ (ωk) = (

√
2πn)−1

n∑
t=1

I(0,τ ](n−1Rn
t,p) exp (− iωkt), (4.4)

for p = 1, ..., P. Here Rn
t,p denotes the rank of Xt,p among X1,p, ..., Xn,p.

Now, for each τ ∈ [0, 1], denote Yτ (ω) = (Y 1
τ (ω), ..., Y P

τ (ω))′. Then, un-

der some standard mixing conditions given in Proposition 3.2 of Baruník and

Kley (2019), we obtain asymptotic normality for Yτ (ω), i.e., Yτ (ω) converges to a

zero-mean P -dimensional circular complex Gaussian distribution with covariance

matrix having entries fp1,p2
τ,τ (ω) as n goes to infinity, and furthermore, Yτ (ω) are

asymptotically independent for distinct ωs.

For each component p of Xt, we can define Y p(ω) = (Y p
τ1(ω), . . . , Y p

τQ
(ω))′

similarly. Note that, Y p(ωk) is used to estimate the quantile cross-spectrum for

univariate Xt,p. In order to estimate (4.2) for multivariate Xt, we combine Y p(ωk)

for all p, into a joint PQ-dimensional asymptotically normal CT-based DFT vec-

tor Yk = (Y 1(ωk)′, . . . ,Y P (ωk)′)′, whose [i + Q(p − 1)]-th component is Y p
τi

(ωk)

as defined in (4.4). Then, the asymptotic PQ × PQ complex-valued covariance

matrix of Yk, denoted as f(ωk), has its entry ([i+Q(p1 − 1)], [j +Q(p2 − 1)])

corresponding to the quantile cross-spectral density kernel, fp1,p2
τi,τj

(ωk), defined in

(4.2). Yk’s are approximately independent multivariate complex Gaussian ran-

dom vectors with mean zero and covariance matrix f(ωk), allowing us to use the
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multivariate extension of the Whittle approximation (Whittle, 1957). We use

this approximation below after utilizing a factor model representation of Yk for

dimension reduction.

4.1.1 Factor Model

As explained above, the PQ×PQ quantile spectral matrix function f has its

entry ([i+Q(p1 − 1)], [j +Q(p2 − 1)]) corresponding to fp1,p2
τi,τj

(ω) defined in (4.2),

providing a full characterization of the quantile cross-spectral association between

Xt,p1 and Xt,p2 under quantile pair (τi, τj) for every p1, p2 = 1, ..., P and i, j =

1, ..., Q. However, the size of f grows quadratically on both P and Q, making the

inference procedure rather challenging due to the computational burden. Then,

to achieve model scalability, we utilize the factor model representation of Li et al.

(2021) to write Yk as

Yk = Λ(ωk)Dk + Ek, (4.5)

where Dk is QF -dimensional and approximately independently distributed from a

complex multivariate normal distribution with mean zero and covariance matrix

equal to the identity IQF
of dimension QF ×QF , with QF << PQ. Λ(ω) is a PQ×

QF complex-valued loading factor matrix that is a function of the frequency ω. Ek

is independently distributed from a complex multivariate normal distribution with

mean 0 and covariance ΣE = diag
{
σ2

E,1, ..., σ
2
E,P Q

}
. This leads to a parsimonious

representation of f(ωk) given by

f(ωk) = Λ(ωk)Λ(ωk)∗ + ΣE, (4.6)

where ∗ denotes conjugate transpose. Note that (4.6) reduces the model complex-

ity of f from O(P 2Q2) to O(PQQF ). Estimating f is equivalent to estimating
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Λ(·) and ΣE.

The conditional Whittle log-likelihood implied by (4.5) can be written as

L (Y | Λ,D,ΣE) ≈
K∑

k=1

P Q∑
p=1

{
log[σ2

E,p]−1 − σ−2
E,p |Yk,p − Λp(ωk)Dk|2

}
, (4.7)

where Y represents {Yk : k = 1, ..., K}. Λ and D represent {Λ(ωk) : k = 1, ..., K}

and {Dk : k = 1, ..., K}. Yk,p is the p-th element of Yk, σ2
E,p is the p-th diagonal

element of ΣE, and Λp(ωk) is the p-th row of Λ(ωk). Note that (4.7) allows us to

estimate Λ(ω) and ΣE from Y .

4.1.2 Prior Specification

To achieve flexible smoothing of f(ω), we model the PQ×QF complex-valued

loading matrix Λ(ω) by smoothing splines (Li et al., 2021; Rosen and Stoffer,

2007) with Demmler-Reinsch bases, i.e.,

ℜ {Λpq(ω)} = αpq0 +
S−1∑
s=1

αpqs

√
2 cos(2πsω),

ℑ {Λpq(ω)} =
S∑

s=1
βpqs

√
2 sin(2πsω),

(4.8)

where Λpq(ω) is (p, q)-th element of Λ(ω) for p = 1, ..., PQ and q = 1, ..., QF .

Here ℜ{·} and ℑ{·} denote, respectively, the operators that extract the real and

imaginary parts of a complex-valued quantity. The αpqs’s and βpqs’s in the equa-

tions above are the spline coefficients that control the shape of Λ(ω). For notation

brevity, let αpq = (αpq0, ..., αpq(S−1))′, and βpq = (βpq1, ..., βpqS)′. Furthermore, let

αp = (αp1, ...,αpQF
) be the S×QF matrix formed by binding αpq for q = 1, ..., QF

columnwise and βp = (βp1, ...,βpQ) be the S×QF matrix formed by binding βpq for

q = 1, ..., QF columnwise. Let B(re)
k =

(
1,

√
2 cos(2πωk), ...,

√
2 cos(2π(S − 1)ωk)

)
,
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and B
(im)
k =

(√
2 sin(2πωk), ...,

√
2 sin(2πSωk)

)
be the spline basis row vectors at

Fourier frequency ωk. Then the p-th row of Λ(ω), denoted as Λp(ωk), at Fourier

frequency ωk can be written in terms of its real and imaginary parts as follows:

ℜ {Λp(ωk)} = B
(re)
k αp, ℑ {Λp(ωk)} = B

(im)
k βp. (4.9)

Taking (4.9) into (4.7), the Whittle log-likelihood can be rewritten as

L (Y | D,ΣE,αp,βp : p = 1, ..., PQ) ≈
K∑

k=1

P Q∑
p=1

{
log[σ2

E,p]−1 − σ−2
E,p

∣∣∣Yk,p − (B(re)
k αp + iB(im)

k βp)Dk

∣∣∣2} . (4.10)

Priors on spline coefficients are needed to obtain posterior inferences. An

ideal prior setting should allow the selection of enough basis terms to achieve a

good fit, while also avoiding overfitting for each component. To achieve this, our

prior setting is based upon the so-called regularized horseshoe prior (Piironen and

Vehtari, 2017). This is a global-local shrinkage prior with a global parameter that

provides shrinkage towards zero for all the components sharing this parameter, and

local, or component-specific parameters that allow some of individual components

to escape from the shrinkage. Formally, we define the full prior distributions on

the whole model parameters as follows. First, we impose no shrinkage on σ2
E,p and

assume that σ2
E,p ∼ N(0, 102) for all p. This is based on the idea that the individual

spectral densities will have at the very least a baseline basis representation that

is non-zero (e.g., the spectral density of a white noise process is a linear constant

function over the frequencies), and possibly a more sophisticated structure that

can be captured by the regularized horseshoe prior on the spline coefficients of the

loading factor matrix as explained below. We have found that a prior variance of

10 for σ2
E,p, (or any value within [10, 105] that leads to a relatively vague prior) for
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these terms typically works well in practice. Then, for s = 0, ..., S, the regularized

horseshoe prior is imposed on αpqs and βpqs. Specifically, we set

αpqs | τpq, λpqs,(re) ∼ N

0,
c2τ 2

pqλ
2
pqs,(re)

c2 + τ 2
pqλ

2
pqs,(re)

 ,

βpqs | τpq, λpqs,(im) ∼ N

0,
c2τ 2

pqλ
2
pqs,(im)

c2 + τ 2
pqλ

2
pqs,(im)

 .
We fix c as a constant and discuss the selection of c below. Note that, this setting

is different from the shrinkage prior setting by (Li et al., 2021) where αpqs and

βpqs have individual global parameters. In this setting, the global parameters τpq’s

control the overall roughness of the spectral density matrix for each Λpq(ω) as a

function of the frequency. τpq imposes the joint regularization over αpqs and βpqs

which allows the spline coefficients of the real and imaginary parts of the loading

factor components to have similar smoothness levels. We show in the simulation

studies that the joint regularization improves model accuracy. We assume τpq ∼

C+(0, cτ ), where C+ denotes Half-Cauchy distribution and cτ is a fixed constant.

We also have local parameters λpqs,(re)’s and λpqs,(im)’s which adjust the roughness

as a function of the frequency according to individual Demmler-Reinsch basis with

λpqs,(re), λpqs,(im) ∼ C+(0, cs). Here, cs is a pre-specified “discount effect" function

varying with s. The choices of cτ and cs are described below.

We have found that the posterior inference is robust to the choice of hyper-

parameters, with c ∈ (1, 105) and cτ ∈ (10−5, 10−1) providing indistinguishable

estimates in all empirical examples considered. Thus, we simply set c = 10 and

cτ = 0.01 by default. The choice of cτ matches the suggestion of Piironen and

Vehtari (2017) that cτ < 1 achieves good shrinkage performance. In addition to

the regularization obtained from the regularized horseshoe prior above, we further

penalize the appearance of basis according to the value of s by introducing a
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heuristic discount effect function cs. Coefficients of basis terms with larger s will

be more likely to be shrunk towards zero, unless the need to include them in the

model is strongly supported by the data. In this way, the proposed prior will

automatically preserve the informative bases and will shrink towards zero those

that are not needed to avoid overfitting. Inspired by the shape of the sigmoid

function Sig(x) = [1+exp(−x)]−1, we choose the form of cs as cs = Sig(−s+S/2)

such that cs is a monotone decreasing function of s and is bounded between 0 and

1. This choice is justified through experimentation via simulation studies and real

data analyses.

We refer to the prior structure above as the discounted regularized horseshoe

(DRH), and the DRH-FM model to the proposed Bayesian factor model with

smoothing splines for multivariate quantile spectral analysis that assumes the

DRH prior. Log-transformations are further proposed on all τpq, λpqs,(re), λpqs,(im)

and σ2
E,p to satisfy positivity constraints. Extensive simulation studies in Section

4.3 show that the proposed DRH-FM model outperforms competing methods.

4.2 Posterior Computation

4.2.1 Variational Bayes Posterior

In this section, we describe our approach to adapting variational Bayes tech-

niques to obtain posterior inference of the proposed stationary multivariate quan-

tile spectral model. Our posterior inference scheme is based on the stochastic

gradient variational Bayes (SGVB) approach (Kingma and Welling, 2013). The

proposed inference scheme for high-dimensional time series is scalable and com-

putationally efficient by taking advantage of the power of modern computational

resources, such as graphic processing units (GPUs).
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To allow a more compact presentation, we define Ξ as the collection of all

parameters in the DRH-FM model. The joint log density of frequency-domain

observations Y and model parameters Ξ can be written as:

log p(Ξ,Y ) = L(Y | Ξ) + log π(Ξ), (4.11)

where L(Y | Ξ) is defined in (4.10), and π(Ξ) is the joint DRH prior defined in

Section 4.1.2. As discussed in Section 3.2, we consider the Gaussian variational

approximation with a factor covariance structure of Ong et al. (2018). Given a m1-

dimensional Ξ, its surrogate posterior is defined as qΦ(Ξ) = N(Ξ | µ,Σ) where

Σ = BBT + Im1σ
2 and B is a m1 × m2 full rank matrix with m2 << m1. The

reparameterization trick for the factor covariance structure can then be conducted

by calculating Ξ = µ+ Bξ+σ⊙ϵ with ξ ∼ N(0, Im2) and ϵ ∼ N(0, Im1), where

Im1 , Im2 denote the m1, m2-dimensional identity matrices. ⊙ denotes element-

wise product. The log-transformation is further taken on σ2 to guarantee the

positivity. Accordingly, Φ = {µ , logσ2,B} are surrogate parameters, and the

ELBO between p(Ξ | Y ) and qΦ(Y ) becomes:

L (p, qΦ) = Eξ, ϵ [log p(µ + Bξ + σ ⊙ ϵ,Y ) − log qΦ(µ + Bξ + σ ⊙ ϵ)] . (4.12)

With a single sample ξ(1) and ϵ(1), the SGVB gradient estimator of (4.12) is given

by:

∇ΦL (p, qΦ) ≃ ∇Φ

[
log p(µ + Bξ(1) + σ ⊙ ϵ(1),Y ) − log qΦ(µ + Bξ(1) + σ ⊙ ϵ(1))

]
.

(4.13)

We set m2 = 4 as suggested in Ong et al. (2018). We have empirically found that

(4.13) leads to a fast convergence.

We summarized the variational Bayes posterior inference scheme for the pro-
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Algorithm 3: Variational Bayes Inference for Quantile Spectral Factor
Model

Input : Y , the PQ-dimensional CT-based DFT observations.
Output: Variational posteriors qΦ(Ξ), and power spectrum estimates.
Params: Φ = {µ, logσ2,B}.

1 Phase 1–Point Approximation: while iterating do
2 Take the gradients of Ξ from (4.11) ;
3 Update Ξ via Adam optimizer;
4 Adjust Ξ via Algorithm 4 ;
5 end
6 Fix µ equal to the last updated Ξ in Phase 1.
7 Phase 2–Uncertainty Quant: while iterating do
8 Draw ξ(1) ∼ N(0, Im1), ϵ(1) ∼ N(0, Im2) and compute the SGVB

gradients of logσ2 and B using (4.13);
9 Update logσ2 and B via Adam optimizer;

10 end
11 Phase 3–Fine-tuning (Optional): while iterating do
12 Draw ξ(1) ∼ N(0, Im1), ϵ(1) ∼ N(0, Im2) and compute the SGVB

gradients of µ, logσ2 and B using (4.13);
13 Update µ, logσ2 and B via Adam optimizer;
14 end
15 Draw posterior samples of Ξ from the learnt qΦ(Ξ) and compute

quantile power spectrum estimates via Algorithm 5.

posed Bayesian factor model in Algorithm 3. In particular, Phase 1 uses (4.11) as

the objective function to obtain a point approximation, Ξ̂ = arg maxΞ log p(Ξ,Y ).

Phase 2 fixes µ = Ξ̂ and only updates logσ2 and B by SGVB to maximize

(4.12). Finally, the previously updated µ, logσ2 and B are fine-tuned at Phase

3 by SGVB to maximize (4.12). Results from our extensive simulation stud-

ies below show that our proposed TPVB achieves high numerical stability. We

built the model and implemented the experiments in Python 3.7 by means of the

Tensorflow-Probability and Tensorflow (Abadi et al., 2015) packages. All

gradients are computed via auto-differentiation modules in Tensorflow. At each

iteration, we use Adam (Kingma and Ba, 2017) to update model parameters.

It is important to mention that (4.6) provides means to recover f(ω) from
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Algorithm 4: Parameter Ajustement during Posterior Learning
Input : Model parameters Ξ.
Output: Adjusted Ξ.

1 Pick Dk, k = 1, ..., K, from Ξ ;
2 Calculate ℜ(Dk) = 1

K

∑K
k=1 ℜ(Dk), and ℑ(Dk) = 1

K

∑K
k=1 ℑ(Dk) ;

3 Calculate Σ̂ℜ(Dk) = 1
K

(
ℜ(Dk) − ℜ(Dk)

) (
ℜ(Dk) − ℜ(Dk)

)T
, and

similarly calculate Σ̂ℑ(Dk) = 1
K

(
ℑ(Dk) − ℑ(Dk)

) (
ℑ(Dk) − ℑ(Dk)

)T
;

4 Update ℜ(Dk) = 1√
2Σ̂− 1

2
ℜ(Dk)

(
ℜ(Dk) − ℜ(Dk)

)
for k = 1, ..., K ;

5 Update ℑ(Dk) = 1√
2Σ̂− 1

2
ℑ(Dk)

(
ℑ(Dk) − ℑ(Dk)

)
for k = 1, ..., K.

Algorithm 5: Posterior Computation of the Quantile Spectral Estimates
Input : Obtained variational posterior qΦ from Algorithm 3; Posterior

sample size Npost.
Output: Power spectrum posterior samples f (i)(ω) for i = 1, ..., Npost.

1 for i from 1 to Npost (parallel) do
2 Sample Σ(i)

E = diag
(
(σ2

E,1)(i), ..., (σ2
E,P )(i)

)
;

3 Sample α(i)
· , β(i)

· from qΦ and calculate Λ(i)(ω) via (4.9) ;
4 Calculate f (i)(ω) = Λ(i)(ω) Λ(i)(ω)∗ + Σ(i)

E .
5 end

the estimated Λ(ω) and ΣE. To let (4.6) hold, the covariance matrix of Dk,

Cov [Dk] for k = 1, ..., K, should equal to IQF
, which implies that Cov [ℜ(Dk)] =

Cov [ℑ(Dk)] = 1
2IQF

in the context of the complex normality (Goodman, 1963).

Algorithm 4 standardizes Dk’s in each iteration to guarantee that the Dk’s pre-

serve the identity covariance matrix throughout the posterior inference procedure.

In the end, the detailed steps on obtaining the posterior samples of the quantile

power spectrum estimates after variational posterior learning are included in Algo-

rithm 5. Empirical results in Section 4.3 illustrate the effectiveness of the proposed

posterior inference scheme.
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4.2.2 Selection of the Number of Factors

In practice, the number of factors QF for the factor model defined in Section

4.1.1 is expected to be relatively small to save computational time. Here we

formulate the selection of QF as a model selection problem. Given a certain range

of values for QF , we use the deviance information criterion (DIC; Spiegelhalter

et al. (2014)) to select the superior model. In this context, DIC is defined as:

DIC = D(ΞQF
) + 2pQF

where ΞQF
specially denotes the model parameter Ξ in the proposed factor model

having the number of factors to be QF . ΞQF
is the posterior expectation of ΞQF

that is obtained by Algorithm 3 in Section 4.2.1. D(Ξ) = −2 log L(Y | Ξ) +C is

the likelihood of Y defined in (4.10) adding a constant C that cancels out in all

calculations that compare different models, and which therefore does not need to

be known. pQF
= D(ΞQF

) −D(ΞQF
) where D(ΞQF

) can be approximated by av-

eraging over the posterior samples of D(ΞQF
) that is calculated by the variational

Bayes posterior samples of ΞQF
that are obtained through Algorithm 3. During

DIC selection, each model runs completely independently, thus the procedure can

be efficiently conducted in parallel.

4.3 Simulation Studies

In this section, we show the accuracy and efficiency of the proposed method

through simulations. During the variational posterior inference process for the

simulation studies below, the learning rate is used as a hyper-parameter to control

the rate at which the algorithm updates the parameter estimates. The learning

rates in Adam optimizer were set to be 0.001, 0.05 and 0.05, respectively for each
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phase, to obtain gradient descent updates for trainable parameters. The number

of iterations was chosen by monitoring the values of the objective function, and

stopping the training when a typical convergent pattern was reached. That led

to approximately 8000, 500, and 500 iterations required for each of the 3 phases.

The simulation experiments were executed on a x64-based PC with a 2.60-GHz

Intel® CoreTM i7-9750H CPU and a Nvidia GeForce GTX 1660 Ti GPU card.

4.3.1 Simulation Study 1

In this first simulation study, we show that our proposed approach outper-

forms currently available methods for univariate quantile spectral analysis. Dette

et al. (2015) and Kley et al. (2016) utilized the smoothed rank-based Laplace

periodogram (RLP) defined by either quantile regression (QR) or clipped time

series (CT) to estimate the copula spectral density kernels. The quantspec pack-

age (Kley, 2014; Kley et al., 2020) in R has implemented both smoothed RLP

approaches, serving as an ideal benchmark for evaluating our proposed method.

We consider simulated data from three univariate processes studied in Kley et al.

(2016) and Zhang (2019): a QAR(1) process given by xt = 0.1Φ−1(νt) + 1.9(νt −

0.5)xt−1 (Koenker and Xiao, 2006) where the νts are i.i.d. standard uniform

random variables and Φ(·) denotes the cdf of the standard normal distribution;

an AR(2) process given by xt = −0.36xt−2 + ϵt (Li, 2012) where the ϵts are

of i.i.d. standard uniform random variables; and an ARCH (1) process given by

xt = (1/1.9+0.9x2
t−1)0.5ϵt (Lee and Rao, 2012) where the ϵts are independent stan-

dard uniform random variables. We simulate 100 time series of length T = 1024

from each of the 3 processes, and choose the quantile vector τ = (0.1, 0.5, 0.9)′

such that τ1 = 0.1, τ2 = 0.5, and τ3 = 0.9.

Considering that both QR- and CT-based smoothed RLP approaches pro-
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Table 4.1: Simulation results for QAR(1), AR(2), and ARCH (1) processes based
on 100 repetitions: means (standard deviations) of the RMSE ×103 of quantile
spectral estimates obtained through the proposed factor model with DRH prior
(FM-DRH), the baseline factor model with the original prior (FM-BASE) of Li
et al. (2021), the Bayesian smoothing spline model (SPEC) of Zhang (2019), and
the CT-based smoothed RLP (CT-SRLP).

Process Model fτ1,τ1 fτ1,τ2 fτ1,τ3 fτ2,τ2 fτ2,τ3 fτ3,τ2

QAR FM-DRH 3.15
(0.34)

3.29
(0.59)

1.39
(0.24)

6.01
(1.44)

3.84
(0.76)

3.28
(1.09)

FM-BASE 3.53
(0.38)

4.45
(0.63)

2.69
(0.31)

7.47
(1.50)

4.11
(0.63)

3.36
(0.95)

SPEC 3.41
(0.37)

3.98
(0.51)

2.01
(0.25)

6.89
(1.46)

4.11
(0.60)

3.38
(0.91)

CT-SRLP 3.47
(0.54)

5.75
(0.63)

3.39
(0.43)

9.79
(1.74)

5.74
(0.67)

3.74
(0.87)

AR FM-DRH 4.13
(0.82)

3.66
(0.79)

2.57
(0.76)

6.94
(2.92)

2.79
(0.73)

3.36
(0.52)

FM-BASE 4.27
(0.98)

4.92
(0.73)

2.87
(0.63)

7.30
(2.96)

4.68
(0.73)

3.45
(0.58)

SPEC 4.22
(0.90)

4.88
(0.75)

2.85
(0.61)

7.14
(2.85)

3.83
(0.74)

3.40
(0.55)

CT-SRLP 3.31
(0.59)

5.54
(0.72)

3.54
(0.45)

9.98
(2.26)

5.84
(0.76)

3.39
(0.64)

ARCH FM-DRH 3.62
(0.77)

3.09
(0.82)

2.81
(0.56)

6.53
(1.75)

2.77
(0.68)

3.14
(0.86)

FM-BASE 4.05
(0.97)

3.87
(0.70)

2.82
(0.52)

7.58
(1.59)

3.01
(0.65)

3.31
(0.80)

SPEC 4.12
(0.96)

3.79
(0.66)

2.83
(0.54)

7.33
(1.26)

2.94
(0.61)

3.30
(0.80)

CT-SRLP 4.13
(1.09)

5.63
(0.71)

3.89
(0.60)

9.80
(1.57)

5.85
(0.76)

4.07
(1.14)
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Figure 4.1: FM-DRH posterior inference of the quantile spectral estimates for
the AR(2) process. Diagonal plots correspond to log fτi,τj

for i = j. Lower
and upper diagonal plots correspond to ℜ(fτi,τj

) and ℑ(fτi,τj
) for i ̸= j. i, j =

1, ..., 3. Grey regions are 95% posterior intervals. Dashed lines are posterior mean
estimates. Solid lines are true values.

vide quite similar estimates, but the QR-based smoothed RLP is more time con-

suming and our method also uses CT-based smoothed RLP approach, we dis-

cuss comparisons only with this latter approach. Here, we use CT-SRLP to

denote the CT-based smoothed RLP approach. More specifically, we compare

our proposed factor model with DRH priors (FM-DRH) with the following ap-

proaches: a baseline factor model (FM-BASE) with the prior structure of Li

et al. (2021) that does not include the joint regularization over the spline coef-

ficients of the real and imaginary parts of the loading factor components; the

quantile spectral Bayesian smoothing spline approach (SPEC) of Zhang (2019)

that models the modified complex Cholesky decomposition of the inverse of the

quantile spectral matrix via smoothing splines and imposes normal conjugate

priors on spline coefficients; and the CT-based smoothed RLP approach (CT-
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Figure 4.2: FM-DRH posterior inference of the quantile spectral estimates for
the ARCH (1) process. Diagonal plots correspond to log fτi,τj

for i = j. Lower
and upper diagonal plots correspond to ℜ(fτi,τj

) and ℑ(fτi,τj
) for i ̸= j. i, j =

1, ..., 3. Grey regions are 95% posterior intervals. Dashed lines are posterior mean
estimates. Solid lines are true values.

SRLP) implemented in quantspec. We compute the CT-SRLP using a kernel

of order 4, W (u) := 15
32

1
π

(7(u/π)4 − 10(u/π)2 + 3) I[0,π](|u|), and common band-

width bn = 0.4n−1/4, to guarantee the positive definitness of the estimated power

spectrum and achieve better coverage probabilities for the confidence intervals

constructed by this method (Zhang, 2019; Kley et al., 2016). In this case, P = 1

and we analyze a set of Q = 3 quantiles. Since these are relatively small, there

is no need to conduct dimension reduction in this example. Accordingly, we set

QF = P × Q = 3 for FM-DRH and FM-BASE. Furthermore, we set the number

of spline basis to S = 20 in FM-DRH, FM-BASE and SPEC for fair comparisons.

The squared root of mean squared error (RMSE) of the power spectra for

each pair of (τi, τj) for i, j = 1, ..., 3 in each process is computed to measure the

performance of the estimates for each individual power spectrum, which is defined
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Figure 4.3: FM-DRH posterior inference of the quantile spectral estimates for
the QAR(1) process. Diagonal plots correspond to log fτi,τj

for i = j. Lower
and upper diagonal plots correspond to ℜ(fτi,τj

) and ℑ(fτi,τj
) for i ̸= j. i, j =

1, ..., 3. Grey regions are 95% posterior intervals. Dashed lines are posterior mean
estimates. Solid lines are true values.

as

RMSE
[
f̂p,p

τi,τj

]
=

√√√√ 1
L

L∑
l=1

∣∣∣f̂p,p
τi,τj (ωl) − fp,p

τi,τj (ωl)
∣∣∣2,

where f̂p,p
τi,τj

(ω) is the estimate of fp,p
τi,τj

(ω) for each process. The RMSE is evaluated

at a prespecified equally spaced frequency grid ωl = l/512, l = 1, ..., L with

L = 256. A smaller the RMSEs indicates a better model accuracy. It can be seen

from Table 4.1 that the proposed FM-DRH outperforms the competing methods

for all the simulated processes and all the quantile combinations, indicating that

the shrinkage induced by the DHR prior results in more accurate estimation.

Figure 4.3-4.2 display the corresponding quantile spectral estimates for the three

processes given by FM-DRH. Within each repetition, the run time of FM-DRH is

less than 2 minutes for all three processes.
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4.3.2 Simulation Study 2

In this study, we illustrate the performance of the proposed FM-DRH method

in high dimensional analysis to evaluate its scalability. We still set the length-Q

quantile vector to be τ = (0.1, 0.5, 0.9)′ (Q = 3), and consider a P -dimensional

QVAR(1) process defined by

Xt = 0.1Φ−1(νt) + Ψ1(νt)Xt−1, t = 1, . . . , 1024, (4.14)

where νt = {νt,p : p = 1, ..., P} is a sequence of i.i.d. P -dimensional standard in-

dependent uniform random variables with Φ−1(·) being the inverse cdf of the stan-

dard normal. Ψ1(νt) = blockdiag [Ψ0
1(νt,1, νt,2),Ψ0

1(νt,3, νt,4), ...,Ψ0
1(νt,P −1, νt,P )]

where

Ψ0
1(u1, u2) =

 1.9(u1 − 0.5) u1 − 0.5

u2 − 0.5 0.4(u2 + 0.2)

 .
Additionally, we also consider a P -dimensional VAR(2) process from

Xt = Ψ1Xt−1 + Ψ2Xt−2 + ϵt, t = 1, . . . , 1024, (4.15)

where ϵt
iid∼ N(0,Ω) with Ω = IP/2 ⊗ Ω0, and Ω0 is a 2 × 2 matrix that has 1’s on

the diagonal and 0.5 off the diagonal. ⊗ denotes the Kronecker product. IP/2 is

a P/2 × P/2 identity matrix. Ψ1 = IP/2 ⊗ Ψ0
1, and Ψ2 = IP/2 ⊗ Ψ0

2 with

Ψ0
1 =

 0.5 0

0 −0.36

 , Ψ0
2 =

 0.1 −0.3

0 0.2

 .

We consider P = 12, 24, 48 and simulate 50 datasets for each process under

each P . Note that since the quantile vector τ has length 3, a P -dimensional

process ends up having a corresponding 3P × 3P cross quantile density function,
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which can be large as P increases (e.g., P = 48 results in a 144 × 144 dimensional

spectral matrix). In such situation, the RMSEs for all the individual quantile

spectral components are too many. Instead, we utilize the squared root of mean

integrated squared error (RMISE) to investigate the performance of an estimator

of the high-dimensional cross quantile spectral matrix f(ω), which is calculated

by

RMISE =

√√√√ 1
L

L∑
l=1

∥∥∥f̂ (ωl) − f (ωl)
∥∥∥2

F
,

where ∥·∥F is the matrix Frobenius norm. Once again, {ωl : l = 1, ..., L} is a pre-

specified equally-spaced frequency grid with ωl = l/512, l = 1, ..., L and L = 256.

f̂ denotes the obtained posterior estimate of f from a given method. Further-

more, the performance of diagonal and off-diagonal estimators are investigated

separately by

RMISEd =

√√√√ 1
L

L∑
l=1

∥∥∥diag
[
f̂ (ωl)

]
− diag [f (ωl)]

∥∥∥,
RMISEo =

√√√√ 1
L

L∑
l=1

∥∥∥f̂ (ωl) − f (ωl)
∥∥∥2

F ∗
,

where ∥A∥2
F ∗ = ∑P

i=1
∑

j ̸=i A
2
ij. The RMISE, RMISEd and RMISEo are jointly

used to evaluate the performance of the proposed FM-DRH model in comparsion

to the baseline approaches. Note that, the model of Zhang (2019) is orginally used

for univariate analysis. By using the multivariate CT-based DFT vectors, Yk’s

defined in Section 4.1, as model inputs, we adapt to multivariate analysis also.

The number of spline basis is fixed to be 20 in FM-DRH, FM-BASE and SPEC

for fair comparisons.

It can be seen from Table 4.2 and Table 4.3 that the proposed FM-DRH

outperforms the other approaches as the former provides more accurate estimates
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Table 4.2: Simulation results for the QVAR(1) processe (4.14) based on 50
repetitions: means (standard deviations) of RMISE, RMISEd and RMISEo of
quantile spectral estimates given by the proposed factor model with DRH prior
(FM-DRH), the baseline factor model with its original prior (FM-BASE) of Li
et al. (2021), the Bayesian smoothing spline model (SPEC) of Zhang (2019),
and the CT-based smoothed RLP (CT-SRLP) of Baruník and Kley (2019). QF

denotes the rank of the factor loading matrices in factor models. DIC% denotes
the percentage of times that DIC selects between QF = 10 and QF = 15 for
FM-DRH.

FM-DRH FM-BASE

Process P (×Q) QF =10 QF =15 QF =10 QF =15 SPEC CT-SRLP

12(×3) RMISE 0.15
(0.03)

0.13
(0.02)

0.21
(0.03)

0.19
(0.03)

0.17
(0.02)

0.22
(0.03)

RMISEd 0.10
(0.02)

0.08
(0.02)

0.14
(0.02)

0.13
(0.02)

0.12
(0.02)

0.15
(0.02)

RMISEo 0.11
(0.02)

0.11
(0.02)

0.15
(0.02)

0.14
(0.02)

0.12
(0.02)

0.16
(0.02)

DIC% 8.00 92.0 −− −− −− −−

24(×3) RMISE 0.32
(0.06)

0.28
(0.06)

0.43
(0.07)

0.41
(0.06)

0.38
(0.05)

0.43
(0.05)

RMISEd 0.17
(0.03)

0.14
(0.03)

0.28
(0.05)

0.27
(0.05)

0.23
(0.04)

0.27
(0.04)

RMISEo 0.27
(0.05)

0.25
(0.05)

0.33
(0.06)

0.31
(0.05)

0.30
(0.05)

0.33
(0.04)

DIC% 2.00 98.0 −− −− −− −−

QVAR 48(×3) RMISE 0.66
(0.09)

0.61
(0.08)

0.91
(0.13)

0.87
(0.12)

−−
(−−)

0.89
(0.09)

RMISEd 0.32
(0.05)

0.28
(0.05)

0.52
(0.07)

0.50
(0.06)

−−
(−−)

0.53
(0.07)

RMISEo 0.58
(0.07)

0.53
(0.07)

0.75
(0.11)

0.72
(0.11)

−−
(−−)

0.72
(0.08)

DIC% 0.00 100 −− −− −− −−
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Table 4.3: Simulation results for the VAR(2) processe (4.15) based on 50 repeti-
tions: means (standard deviations) of RMISE, RMISEd and RMISEo of quantile
spectral estimates given by the proposed factor model with DRH prior (FM-DRH),
the baseline factor model with its original prior (FM-BASE) of Li et al. (2021),
the Bayesian smoothing spline model (SPEC) of Zhang (2019), and the CT-based
smoothed RLP (CT-SRLP) of Baruník and Kley (2019). QF denotes the rank
of the factor loading matrices in factor models. DIC% denotes the percentage of
times that DIC selects between QF = 10 and QF = 15 for FM-DRH.

FM-DRH FM-BASE

Process P (×Q) QF =10 QF =15 QF =10 QF =15 SPEC CT-SRLP

12(×3) RMISE 0.22
(0.03)

0.21
(0.03)

0.28
(0.04)

0.26
(0.04)

0.25
(0.03)

0.34
(0.04)

RMISEd 0.14
(0.03)

0.12
(0.02)

0.18
(0.04)

0.16
(0.04)

0.14
(0.03)

0.20
(0.03)

RMISEo 0.16
(0.02)

0.15
(0.02)

0.22
(0.04)

0.21
(0.04)

0.21
(0.03)

0.28
(0.03)

DIC% 6.00 94.0 −− −− −− −−

24(×3) RMISE 0.42
(0.09)

0.39
(0.08)

0.54
(0.13)

0.51
(0.12)

0.50
(0.11)

0.59
(0.12)

RMISEd 0.21
(0.05)

0.20
(0.05)

0.31
(0.06)

0.28
(0.06)

0.27
(0.05)

0.32
(0.08)

RMISEo 0.37
(0.09)

0.34
(0.07)

0.46
(0.11)

0.44
(0.11)

0.42
(0.07)

0.50
(0.12)

DIC% 4.00 96.0 −− −− −− −−

VAR 48(×3) RMISE 0.83
(0.12)

0.76
(0.15)

1,01
(0.18)

0.92
(0.14)

−−
(−−)

0.93
(0.18)

RMISEd 0.45
(0.08)

0.40
(0.08)

0.69
(0.08)

0.61
(0.08)

−−
(−−)

0.61
(0.06)

RMISEo 0.70
(0.09)

0.65
(0.08)

0.74
(0.09)

0.68
(0.08)

−−
(−−)

0.70
(0.08)

DIC% 0.00 100 −− −− −− −−
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that lead to smaller RMISEs in all the situations, indicating that the FM-DRH

shrinkage prior is still effective in high-dimensional modeling. Note that, as P is

large, the benefit of scalability gained by using the factor model becomes quite

essential. For instance, when P = 48, the Bayesian smoothing splines approach of

Zhang (2019), which represents the power spectrum using the complex modified

Cholesky decomposition, is not computationally feasible as our computer does not

have enough memory to store all the model parameters. In comparison, the factor

model is still scalable due to the parsimonious low-rank representation. Note that,

for illustrative purposes, here we only compare QF = 10 with QF = 15 to clarify

the effect of QF on model estimates. In practice, a wide range of QF could be

considered for DIC selection (see Section 4.4). Figure 4.4-4.6 displays some of the

true QVAR(1) cross quantile spectra and their corresponding estimates along with

95% posterior intervals obtained by FM-DRH. The run time of FM-DRH within

each repetition is less than 7 minutes when P = 12, 10 minutes when P = 24,

and 25 minutes when P = 48, for both aforementioned multivariate processes.

4.4 Data Analyses

4.4.1 San Lorenzo River Flow Data Analysis

Analyzing the statistical properties of water flow levels and their relation-

ship with environmental variables is important to better understand droughts

and floods (Lombard, 2016; NOAA National Centers for Environmental Informa-

tion, 2021). In this section we consider quantile spectral analysis of anomalies of

monthly precipitation (in inches) in Santa Cruz CA, and anomalies of monthly

log water flow (with water flow measured in cubic feet per second) at the Big

Tree (BT) water gauge of the San Lorenzo river in Santa Cruz, CA from Jan-
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Figure 4.4: FM-DRH posterior inference of the quantile spectral estimates of
f 1,1

τi,τj
, i, j = 1, ..., 3, for process (4.14). Diagonal plots correspond to log f 1,1

τi,τj
for

i = j. Lower and upper diagonal plots correspond to ℜ(f 1,1
τi,τj

) and ℑ(f 1,1
τi,τj

) for
i ̸= j. Grey regions are 95% posterior intervals. Dashed lines are posterior mean
estimates. Solid lines are true values.

Figure 4.5: FM-DRH posterior inference of the quantile spectral estimates of
ℜ(f 1,2

τi,τj
), i, j = 1, ..., 3, for process (4.14). Grey regions are 95% posterior intervals.

Dashed lines are posterior mean estimates. Solid lines are true values.
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Figure 4.6: FM-DRH posterior inference of the quantile spectral estimates of
ℑ(f 1,2

τi,τj
), i, j = 1, ..., 3, for process (4.14). Grey regions are 95% posterior intervals.

Dashed lines are posterior mean estimates. Solid lines are true values.

uary 1937 through December (2020) (U.S. Geological Survey, 2016), resulting in

1008 observations for each time series. An analysis of of the observed log water

flow and precipitation time series (not their anomalies) using dynamic quantile

models was presented in Barata (2021). More specifically, Barata (2021) infer

the time-varying 0.15 quantiles both monthly water flow and precipitation, and

the 0.85 quantile for temperature. The main goal of this time-domain dynamic

quantile approach was to infer the instantaneous quantiles for each time series

while incoporating potential trend and seasonal components and accounting for

the correlation between the 3 time series. Here we consider a frequency-domain

quantile spectral analysis that aims to study the relationships between the log

water flow and the precipitation anomalies at different quantile levels. We con-

sider the anomalies data rather than the original observed time series in order to

remove the annual seasonal behavior in both time series.
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Figure 4.7: FM-DRH posterior inference of the quantile spectral estimates of
f 2,2

τi,τj
, i, j = 1, ..., 3, for process (4.14). Diagonal plots correspond to log f 2,2

τi,τj
for

i = j. Lower and upper diagonal plots correspond to ℜ(f 2,2
τi,τj

) and ℑ(f 2,2
τi,τj

) for
i ̸= j. Grey regions are 95% posterior intervals. Dashed lines are posterior mean
estimates. Solid lines are true values.

We jointly model the 0.15, 0.5 and 0.85 quantiles of the log BT flow anomalies

and the precipitation anomalies series using the proposed method. We use the

same number of spline basis, S = 20, as in Section 4.3. The number of factors

is set to be 6 based on DIC selection (see Figure 4.12). Figure 4.8 shows the

log spectral density estimates at the 3 quantiles. We see that all three estimated

quantile spectral densities of log BT flow anomalies display a similar pattern

with higher power towards the low frequencies and lower power towards the high

frequencies. The power is also higher at the median spectral density. Instead,

the inferred quantile spectral densities at the 0.5 quantile for the precipitation

anomalies displays a very different pattern than those inferred for the 0.15 and

0.85 quantiles. The 0.15 and 0.85 quantiles show higher power around frequency

1/12 (0.08) consistent with a periodic yearly pattern and decreased power towards
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Figure 4.8: Estimated log spectral densities of the log BTflow anomalies (top)
and precipitation anomalies (bottom) under 0.15, 0.5, and 0.85 quantiles. Dashed
lines are posterior mean estimates. Grey regions are 95% posterior intervals.
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higher frequency, while this behavior is not present at the median quantile. This

is indicative that considering anomalies in order to remove the annual cycle from

the precipitation series works only at the 0.5 quantile but does not fully remove

this seasonal pattern at higher or lower quantiles.

Figure 4.9 displays the cross-quantile squared coherence estimates between

the log BT flow anomalies and the precipitation anomalies at quantile pairs

(0.15, 0.15), (0.15, 0.85), (0.85, 0.15) and (0.85, 0.85), respectively for each time

series. We see that the higher coherence appears at the low frequencies for all

the quantile combinations considered. The coherences for the (0.15, 0.15) and

(0.85, 0.85) quantile pairs are larger than those for the (0.15, 0.85) and (0.85, 0.15)

quantile pairs, showing, as expected (Johannis et al., 2016), that below-normal

BT flow has a relatively high coherence to below-normal precipitation (signals

of droughts) and above-normal BT flow and above-normal precipitation (signals

of floods) also show a relatively high coherence. Moreover, when frequency is

greater than 0.2, the coherence for at the (0.85, 0.85) quantile pair is larger than

the coherence at the (0.15, 0.15) quantile pair, indicating that the mid-range and

short-range memories for the dependency between BT flow and precipitation at

floods levels are stronger than those at droughts levels. From these findings, we

see how quantile spectral analysis can be helpful in discovering the relationship

between the water flow and precipitation and how this relationship changes at

different quantiles.

4.4.2 Stock Data Analysis

In this section, we apply the proposed method to conduct quantile spectral

analysis on S&P 500 stock market index data Nugent (2017). The complete

dataset in (Nugent, 2017) consists of daily stock prices from 2013 to 2018 for all
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Figure 4.9: Estimated cross-quantile coherences between log BT flow anomalies
at τi quantile and precipitation anomalies at τj quantile for i, j = 1, 2, 3. Dashed
lines are posterior mean estimates. Grey regions are 95% posterior intervals.
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companies found on the 2018 S&P 500 index. The 11 S&P sectors, or Global

Industry Classification Standard (GICS), organize companies based on their pri-

mary business activities. In this study, we only analyze data from companies

belonging to two sectors, the financials and utilities sectors in order to explore the

spectral quantile behavior of the indexes from any two companies within one of

the two sectors and any two companies in different sectors. It is expected that two

companies within the same sector will have more similar spectral behavior than

companies from two different sectors, however, it is not clear that this is the case

for all the companies and also it is not clear that the spectral behavior remains

consistent across different quantiles.

Here we select companies according to GICS sub-industries. More specifically,

all 12 companies (LNT, AEP, D, DUK, ED, EIX, ETR, FE, PPL, PEG, SO,

WEC) from the electric utilities industry are chosen for the utilities sector. For

the finance sector, 6 companies (BAC, C, CMA, JPM, USB, WFC) from the

diversified banks, 3 companies (AXP, COF, DFS) from the consumer finance, and

4 companies (SCHW, GS, MS, RJF) from the investment banking & brokerage

are included. That results in totally 25 companies in the analysis. Note that

we choose these companies for illustrative purposes, one can also substitute other

companies in the analysis. We follow a common transformation and take the first

differences of the natural logarithm of the original prices (Chen, 2012; López-

Oriona and Vilar, 2021b) to obtain the so-called change in price, which represents

the volatility in each of the series.

This type of data shows heavy tails and skewed density shapes (López-Oriona

and Vilar, 2021b), which makes quantile spectral analysis better suited to analyze

these data than standard spectral analysis. We consider quantiles 0.1, 0.5 and 0.9

for all series which is a common choice of the quantiles (López-Oriona and Vilar,
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Figure 4.10: Estimated log spectral densities under quantile 0.1 (left), 0.5 (mid-
dle) and 0.9 (right). Blue solid lines denote companies from the finance sector.
Red dashed lines correspond to the utilities sector.

2021b). We use the same number of spline basis, S = 20, as in Section 4.4.1. The

number of factors is chosen to be 15 according to the proposed model selection

procedure (see Figure 4.12). Here we show some of the inference results of the

analysis obtained from the proposed method. Figures 4.10 present the estimated

log spectral densities under each quantile. It can be seen that the spectral den-

sity estimates vary by quantile. For instance, under 0.1 and 0.5 quantiles, the

log spectral densities estimates from two sectors are hard to distinguish. How-

ever, under 0.9 quantile, the different quantile power spectrum of the financials

sector companies in comparison to the companies from the utilities sector are

more distinguishable. We see that the financials sector group has the estimated

log quantile spectral densities decreasing over frequency. In comparison, the es-

timated log quantile spectral densities from the utilities sector group are much

flatter. Figure 4.11 compares the estimated cross-series cross-quantile coherences

between two companies that come from the same sector with those from disparate

sectors. It is noticeable that the coherences in most quantile paires, except (0.1,

0.9) and (0.9, 0.1) pairs, are relatively strong among companies that within the
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Figure 4.11: Estimated cross-quantile coherences for selective (τi, τj) quantile
pairs. Blue solid lines are coherences between two companies within the same
sector. Red dashed lines are coherences between two companies pertaining to
different sectors.
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Figure 4.12: : Model selection for the number of factors. Left: San Lorenzo
river flow data. Right: S&P 500 stock data

same sector, while being obviously weaker between any two companies pertaining

to different sectors. Our inferences reflect the fact that financials and utilities

sectors present strongly different economic behaviours, thus having quite different

patterns of their quantile power spectrum, while companies from the same sector

preserve relatively similar quantile spectral information.

There are several real-world applications based on the quantile spectral analy-

sis. López-Oriona and Vilar (2021b) developed a dissimilarity metric based on the

estimated quantile spectral densities to cluster multivariate time series. López-

Oriona and Vilar (2021a) described multivariate time series as quantile spectral

density estimates and developed methodologies for outlier detection of multivari-

ate time series. The quantile power spectrum given by the proposed method

include a rich set of frequency-domain information for multivariate time series,

which is quite insightful and can be utilized as useful features to potentially im-

prove the performances of the downstream applications.
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4.5 Conclusions and Future Work

The proposed novel modeling and inference framework provides accurate and

computationally fast approximate Bayesian quantile spectral inference for multi-

variate stationary time series. We showed that the discounted regularized horse-

shoe prior proposed on the low-rank factor model leads to accurate inference of

quantile spectral densities and squared coherences in several simulation settings

involving multivariate time series, such that the low-rank decomposition of the full

spectral matrix not only greatly reduces model complexity but also preserves de-

sirable accuracy. The proposed inference scheme, that utilizes stochastic gradient

variational Bayes, is highly scalable and efficient, providing solid computational

support for large-dimensional quantile spectral analysis.

In the future, more options on the prior can be explored. Possible extensions

include considering different options of spline basis (e.g., B-spline, P-spline) to

satisfy particular needs. For instance, a spectra lying within certain frequency

bands can be handled by B-spline basis with selective knots. Also, other shrinkage

prior could also be compared, such as the normal-gamma prior by Griffin and

Brown (2010) and its modifications by Huber and Feldkircher (2019), as well as

exploring the benefits of introducing additional sparsification procedures similar to

those of Huber et al. (2021), where a parameter sparsification step is proposed after

obtaining the posterior estimates using global-local shrinkage priors to further

reduce storage load and improve performance.

More relevant extensions in terms of increasing the applicability of the pro-

posed modeling framework and related inferential procedures include considering

multivariate quantile spectral analysis for non-stationary time series, as well as hi-

erarchical model formulations that allow us to jointly analyze multi-trial data. For

instance, Birr et al. (2017) has developed theories and methodologies of quantile
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spectral analysis for locally stationary time series. However, their work is re-

stricted to the univariate time series, which could be extended to the multivariate

time series in the future.
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Chapter 5

Discussion

We have developed several new Bayesian models and methods for spectral

analysis of multivariate time series: a spectral approach for multivariate stationary

time series in Chapter 2 and extensions to multivariate nonstationary time series

in Chapter 3, and the quantile-based spectral analysis for stationary multivariate

time series in Chapter 4. We now summarize the key achievements and the future

steps of our work.

Our model for spectral analysis of multivariate stationary time series devel-

oped in Chapter 2 assumes a DRH prior on the spline coefficients that define the

components of the Cholesky decomposition of the inverse spectral density matrix,

allowing us to obtain smooth estimates of the multivariate spectral matrix while

avoiding overfitting. A TPVB algorithm is proposed for fast and accurate approx-

imate posterior inference. Then, in Chapter 3 we expanded this approach leading

to non-stationary multivariate spectral analysis by means of a locally stationary

basis representation of the time-varying spectra. We developed and implemented

two models, a model with a slow-varying prior (SV-Prior) that provides smooth

estimates of the spectral density matrix over time, and a model with an abruptly

changing prior (AC-Prior) to handle situations in which there are change points
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in the spectral behavior over time. The SV-Prior provides estimates of the power

spectrum that evolve smoothly over time. A model selection procedure based

on DIC and a customized stochastic gradient variational Bayes algorithm are

incorporated to obtain posterior inference efficiently. Finally, we developed an

approach to jointly estimate the matrix of quantile cross-spectral density kernels

under multiple quantiles. In this model we used a low-rank factorization of the

spectral density matrix for dimension reduction and assumed a DRH prior on

the model parameters. Once again, we developed and implemented a variational

Bayes approach for approximate posterior inference. We illustrated the accuracy

and scalability of the proposed methods via extensive simulation studies. We

also showed the applicability of these approaches in the analysis of real datasets.

More specifically, analyzed EEG datasets, IEM wind profiles, San Lorenzo river

flow measurements, and an S&P 500 stock market index dataset.

Several future expansions on the work presented in this dissertation could

be considered. For instance, a study comparing the properties of the new DRH

prior with other existing shrinkage priors, such as the modifications of the normal-

gamma prior by Huber and Feldkircher (2019) and the sparsification procedure by

Huber et al. (2021), would be of interest. The model setting can also be further

extended by providing more options of spline basis, such as P-splines of (Lang

and Brezger, 2004) and B-splines (De Boor, 1972) other than the cosine basis.

Another possible place for further improvement is to develop a partition adjust-

ment procedure for choosing the partitions in the non-stationary models. This

is particularly important in the locally stationary model since the equally-spaced

partition only allows the model to select change point estimates among the pre-

specified partition points. For example, by means of a model selection criterion,

time points near the current change point estimate could be evaluated and used
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to update the estimate adaptively. Future studies are needed to formulate this

idea and conduct the adjustment of the change point estimate effectively. Another

relevant extension in terms of increasing the applicability of the proposed mod-

eling framework is the development of the hierarchical model formulations that

allow for joint analysis of data with hierarchical structure, such as multi-trial EEG

data. In quantile spectral analysis, one avenue that remains pending is the devel-

opment of a method for nonstationary multivariate time series. A possible way is

to extend the definition of the univariate locally strictly stationary processes with

copula spectral density kernels in Birr et al. (2017) to multivariate time series.

Finally, it would be interesting to further explore the impact of our work in other

applications. The spectral estimates can be used as features for machine learning

tasks to recognize useful patterns among subjects that are represented by time

series. For instance, López-Oriona and Vilar (2021b) developed a dissimilarity

metric based on the estimated quantile spectral densities to cluster multivariate

time series. López-Oriona and Vilar (2021a) described multivariate time series

as quantile spectral density estimates and developed methodologies for outlier

detection of multivariate time series. We can follow their experiments to high-

light improvements on the performances of the clustering and outlier detection

algorithms by aid of our estimates.
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