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ABSTRACT OF THE DISSERTATION

Forging Experimental Pathways to Planetary Core Convection

by

Yufan Xu

Doctor of Philosophy in Geophysics and Space Physics

University of California, Los Angeles, 2023

Professor Jonathan M. Aurnou, Chair

Many planetary bodies can generate and sustain large-scale magnetic fields. The ki-

netic energy of electrically conducting fluids inside the bodies converts into magnetic energy

through so-called “dynamo” processes. Turbulent thermo-chemical convective flows in a

planet’s electrically conducting fluid core often generate a planetary-scale, dipole-dominated

magnetic field. The magnetic field generated by dynamo processes acts back on the con-

vective flow via Lorentz forces, creating a complex turbulent magnetohydrodynamic (MHD)

system. Investigating the planetary dynamos will elucidate the fundamental dynamics of

planetary interiors, providing essential information on the formation and evolution of the

host planet. Moreover, strong planetary-scale magnetic fields can shield the planets from

high-energy cosmic radiation and charged particles from the stars, making dynamo study

crucial for habitability and searching for life on candidate bodies in the solar system and

other exoplanetary systems.

In this thesis, I present a series of laboratory experiments to investigate the essential force

balance and turbulence dynamics of planetary-core-style convection, in which magnetic field,

rotation, and thermal buoyancy are applied to a liquid metal (gallium) fluid body on the

ii



RoMag device. These experimental investigations help bridge dynamics at planetary core

boundaries and the interior of the fluid core, providing valuable insights into the fundamental

physics of dynamo processes. They also provided an experimental pathway to connect small-

scale dynamics that can be studied in the laboratory and large-scale dynamics within the

planetary cores. This pathway is essential as current numerical simulations and experiments

cannot capture large-scale dynamics directly.

I investigate the MHD effects at the planetary boundaries using a simplified end-member

system of core-style convection: non-rotating magnetoconvection (MC). I have characterized

a self-sustaining thermoelectric effect in liquid metal turbulent MC with electrically con-

ducting boundaries. The thermoelectric currents at the boundaries generate a large-scale

precession of the turbulent convective flow. To explain this phenomenon, I have developed a

solid-liquid analytical model that predicts precession frequencies agreeing with the lab data.

This model also produces a set of new dimensionless parameters to describe under what

conditions the thermoelectric effect could become prominent near the Earth’s core-mantle

boundary (CMB).

Furthermore, I study liquid metal MC’s heat transfer and behavior regimes from onset

to highly supercritical. I have compared the effects of magnetic constraints in MC with the

rotational constraints. With a better understanding of the MC system as a building block, I

have carried out a set of rotating convection (RC) and rotating magnetoconvection (RMC)

experiments to probe the internal flow dynamics of planetary cores. Our preliminary results

hint that the turbulent liquid metal RC can form large-scale, barotropic vortices through an

inverse cascade in kinetic energy. This stairway of energy cascade could potentially connect

laboratory scale dynamics to planetary scale flows and provide insights into the dynamical

origin of the observed large-scale magnetic structures.
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CHAPTER 1

Introduction

“Of course she’s not afraid. She knows

that the Sun will rise again tomorrow.”

— Cixin Liu, The Dark Forest

This chapter introduces the grand scheme of the geophysical and astrophysical context

for magnetic field generation processes in planetary bodies. This chapter sets the motivations

for our laboratory experiments on the magnetic influences of planetary core-style convection.

Section 1.1 describes the Earth’s and planetary magnetic fields. Section 1.2 explains the

challenges of studying geodynamo from inversion via the example of the South Atlantic

Anomaly. Section 1.3 discusses forward modeling methods for core dynamics. It also covers

the mathematical description of the rotating magnetoconvection (RMC) system and its sub-

system magnetoconvection (MC) that are explored in this thesis. Section 1.3.5 shows that

the inverse cascade can be an important pathway to explain large-scale structures in the

core. Section 1.4 sets fundamental research questions for this thesis.

1.1 Earth’s and planetary magnetic fields

The mysterious attraction between two lodestones has intrigued humanity’s curiosity ever

since the dawn of civilization. Although early records of natural magnetism can be found

in ancient Greek and Chinese manuscripts, it was not until the English physicist William

Gilbert (1540-1603) that magnetism was investigated systematically using scientific methods.
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In his famous publication in 1600, De Magnete, Gilbert intuitively explained that the origin

of the dipole geomagnetic field is similar to that of a static bar magnet. However, with

the accumulation of geomagnetic data collected from marine navigators and global magnetic

surveys, our view on the geomagnetic field has changed dramatically since. The geomagnetic

field has exhibited complex time-dependent characteristics such as secular variations in field

strength and orientations, first proposed and measured by Edmund Gunter, 1622 and Henry

Gellibrand, 1635. This fascinating phenomenon, now precisely measured and monitored

by near-Earth satellites (e.g., Finlay et al., 2012), strongly indicates that our geomagnetic

field has a fluid dynamic origin – the molten outer core must be generating and creating

temporal changes in the geomagnetic field (e.g., Roberts & Scott, 1965; Bloxham et al., 1989).

The Earth’s liquid outer core is located 2890 km below the surface and extends 2265 km in

thickness. The outer core is mainly composed of electrically conducting liquid metals, such

as iron (78 − 88%), nickel (5%), and some lighter elements (5 − 10%) (McDonough & Sun,

1995; Stacey & Davis, 2008). Moreover, the geotherm exceeds the Curie point of any natural

ferromagnetic materials below merely ∼ 10 − 50 km (e.g., Schlinger, 1985; Frost & Shive,

1986). Thus, the remnant magnetic materials in the Earth’s crust only contribute locally to

the Earth’s magnetic field.

Paleomagnetic studies (e.g., Hale & Dunlop, 1984; Tarduno et al., 2010) reveal that

the Earth’s dynamo has been operated for over 3.4 billion years. The longevity of Earth’s

magnetic field also suggests that the field must be self-sustaining and constantly generated

against magnetic diffusion (Stevenson, 2003) because the magnetic diffusion timescale of the

Earth is estimated to be ∼ 65, 000 years (Roberts & King, 2013), only a fraction of Earth’s

geomagnetic record. Without active magnetic generation processes, the Earth would quickly

lose its magnetic field over a few magnetic diffusion timescales.

Joseph Larmor proposed in 1919 that a self-exciting dynamo, powered by the internal

motion of conducting material, could give birth to the Sun’s and Earth’s magnetic fields (Lar-

mor, 1919). Later this idea was furthered by Elsasser (1939) and Bullard (1949), which laid
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the fundamental theory for convection-driven dynamos. Their work demonstrated that the

combination of convective and rotational motions could maintain the dynamo. The current

view on Earth’s magnetic field generation processes remains magnetohydrodynamic. The

most popular idea is that turbulent thermal and compositional convection provides kinetic

energy to the core flows and drives fluid motions inside planets (Jones, 2011, 2015). The

kinetic energy of electrically conducting fluids at the interior of bodies converts into magnetic

energy through dynamo processes. Moreover, rotational and magnetic forces interact with

these turbulent convective motions.

The astrophysical-scale magnetic field is non-unique to the Earth. Many celestial bod-

ies, including galaxies, stars (e.g., Brandenburg & Subramanian, 2005), planets, icy moons

(e.g., Stevenson, 2003; Tikoo & Evans, 2022), and even asteroids (Nimmo, 2009; Fu et al.,

2012), can generate self-sustained magnetic fields at different stages of their existence. The

first evidence of a planetary magnetic field outside the Earth was only found about seven

decades ago by Burke & Franklin (1955) through the observation of the Jovian radio waves.

Understanding the magnetic field generation processes inside planets is crucial in the search

for life on other bodies in the solar system and exoplanetary systems (e.g., Kochukhov,

2021). On Earth, turbulent convective flows in the molten metal outer core generate a

planetary-scale, dipole-dominated magnetic field. This magnetic field partially shields the

Earth from high-energy solar wind (Kivelson, 1995) and cosmic radiation (Grießmeier et al.,

2009). Moreover, without this global-scale magnetic field, high-energy charged particles from

space will result in atmospheric loss, making the planetary bodies inhospitable for life (e.g.,

Moore & Khazanov, 2010; Lazio et al., 2018; Ramstad & Barabash, 2021).

Understanding the magnetic field generation processes on planets, besides

its significance in habitability, will elucidate the fundamental dynamics of the

planetary interiors, which gives valuable information on the composition and

evolution of the bodies. Recent Juno and Cassini missions have revealed that gas giants

such as Jupiter and Saturn generate strong yet very different magnetic fields flux density and
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structures (e.g. Moore et al., 2018; Dougherty et al., 2018; Cao et al., 2020). This implies

that these gas giants’ internal structures and magnetic field generation processes could differ

significantly. However, tremendous challenges remain in our investigation of the Earth’s

and planetary dynamo processes. Limitations of the current inversion methods and forward

modeling methods are discussed in the following sections.

1.2 Investigating the geodynamo through geomagnetic field ob-

servation

1.2.1 The induction equation

Studying dynamo processes requires information about the core flows, especially their veloc-

ity, length scale, and energetics. So far, although there is no direct measurement of the core

flows, estimates of the core flow velocity and scales are derived from geomagnetic secular

variation data, the associated field models, and certain assumptions. The connection be-

tween the magnetic field’s time variations and their associated core flow velocity is described

by the induction equation,

∂B

∂t
= η∇2B +∇× (u×B), ∇ ·B = 0, (1.1)

where B is the magnetic field, u is the fluid velocity, and η is the magnetic diffusivity,

which is a material property of the fluid. Here, η = 1/(σµ) is assumed constant, where

σ is the electric conductivity and µ is the magnetic permeability. In the core, η ∼ 1m2/s

(Roberts & King, 2013). Equation (1.1) shows that the rate of change in the magnetic field

involves diffusion and magnetic field generation. The first term on the right-hand side of

the eq. (1.1) is magnetic diffusion via Ohmic dissipation. The second term is induction via

fluid motions. It is worth noticing that there is a similarity between eq. (1.1) and the fluid

vorticity equation.

The dimensionless magnetic Reynolds number characterizes the ratio of the induction to
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diffusion:

Rm =
UH

η
, (1.2)

where U and H are the characteristic system velocity and length scales, respectively. Alter-

natively, nondimensionalizing eq. (1.1) also leads to Rm,

∂B̃

∂t̃
=

1

Rm
∇̃

2
B̃ + ∇̃× (ũ× B̃), (1.3)

where B̃, t̃, ∇̃, and ũ are dimensionless. A self-generated dynamo driven by steady flows in

spherical geometry requires Rm > 44 (Chen et al., 2018). Based on the secular variation data

and measurements of the electrical conductivity of iron alloys, the Earth has a Rm ∼ O(102)

with a velocity of the observed core flows and a length scale of the thickness of the outer

core. In general, the current view is that Rm ≫ 1 in bulk is a necessary condition for self-

sustaining planetary dynamos (Landeau et al., 2022). Equation (1.1) also gives an essential

clue to the origin of the geomagnetic field. Theoretically, any infinitesimal currents in the

core can lead to a full-blown dynamo under suitable conditions (Landeau et al., 2022).

In the extreme approximation of Rm → ∞, the fluid is perfectly conducting. The

diffusion term is now insignificant, eq. (1.1) becomes

∂B

∂t
= ∇× (u×B), (1.4)

which leads to the famous Alfvén’s theorem, or “frozen flux theorem”: In a perfectly con-

ducting fluid, the magnetic flux through any material surface is preserved – the flux tube

moves with the flow as if frozen to it (Davidson, 2016; Roberts & King, 2013). It is a linear

analog of the Kelvin theorem for vorticity. Equation (1.4) suggests an important method for

interpreting core flows via the frozen flux approximation: as Rm ≳ O(102) in the Earth’s

outer core, the time variation of the radial components of the magnetic flux at the CMB ap-

proximately represents the large-scale core flows underneath the thin no-slip boundary layer.

The secular variation data and geomagnetic field models are thus crucial to decipher the

core dynamics. The secular variation suggests a root-mean-square (RMS) core flow velocity
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up to 20 km/yr, or 0.63mm/s at the CMB (Holme, 2015; Finlay et al., 2016). Even though

slower than LA’s traffic (surprisingly!), this sub-mm per second speed flow is lightning fast

on the geological timescale. The overturn timescale of the core flow τot ∼ 2R/U ∼ 200 yrs.

1.2.2 Geomagnetic field model

Perhaps the most elegant and significant geophysical contribution by Gauss (1777-1855) is

the mathematical model of the geomagnetic field (Gauss, 1877). Assuming the space outside

Earth’s surface is electrically insulating, and there is no free current nor change of the electric

field. Ampere-Maxwell’s law predicts that ∇ ×B = 0. In this case, the geomagnetic field

can be written as the gradient of the magnetic scalar potential,

B = −∇V, (1.5)

furthermore, ∇2V = 0, which stems from the non-monopolar nature of the magnetic field

(∇ · B = 0). With no external source, the geomagnetic field potentials are solutions of

Laplace’s equation.

The magnetic vector potential of a dipole can be written as

A =
µ0

4π

m× r̂

r3
, (1.6)

where m is the magnetic moment, r is the radius, θ is the colatitude, defined with respect

to the dipole axis, µ0 = 4π × 10−7Hm−1 is the vacuum permeability. The magnetic field is

the curl of the magnetic vector potential, B = ∇ ×A. The magnetic scalar potential of a

dipole is (Turcotte & Schubert, 2002)

Vm =
m · r
4πr3

=
m cos θ

4πr2
, (1.7)

in which the magnetic field is its gradient,

B = −µ0∇Vm. (1.8)
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Hence, the orthogonal components of B in spherical coordinate write (Stacey & Davis, 2008)

Bθ = −µ0

r

∂Vm

∂θ
=

µ0m

4πr3
sin θ, Br = −µ0

∂Vm

∂r
=

µ0m

2πr3
cos θ, (1.9)

where θ is the latitude, and for Earth, mEarth = 7.768 × 1022Am2. The magnetic field

strength on the magnetic equator is B0 = 3.004 × 10−5 T, or 0.3Gauss (Stacey & Davis,

2008). The total field strength at the surface, B =
√
B2

θ +B2
r = B0

√
1 + 3 cos2 θ. The

RMS strength of the dipole field over the Earth’s surface ∼ 4 × 10−5 T, while the non-

dipole field is about a quarter of it. In comparison, Jupiter has a magnetic dipole moment

mJupiter = 1.23 × 1026 Am2, and a surface (1 bar) equatorial field strength 4.17 × 10−4T

(Russell & Dougherty, 2010; Connerney et al., 2018).

The general magnetic scalar potential can be expressed as a linear combination of Leg-

endre polynomials (Gauss, 1877):

Vm =
a

µ0

N∑
ℓ=1

(a
r

)ℓ+1
ℓ∑

m=0

(gmℓ cosmϕ+ hm
ℓ sinmϕ)Pm

ℓ (cos θ), (1.10)

where ℓ is the spherical harmonics degree, and ℓ = 1 represents the dipole; a is the Earth’s

mean radius, a = 6371 km; r, θ, and ϕ are radius, colatitude, and longitude components in

a spherical coordinate; gmℓ and hm
ℓ are Gauss coefficients of degree ℓ and order m. Pm

ℓ is the

Schmidt-normalized Legendre polynomials (Schmidt, 1917).

Equation (1.10) is a powerful tool for characterizing geomagnetic fields. Inversions from

the secular variations of the geomagnetic fields yield an extrapolated velocity field of the

outer core flow. Combining advanced numerical simulations, present-day magnetic field

observations from low-Earth-orbit satellites reveal large-scale, short-time advection of the

core fluid with increasing resolution and complexity over the last 20 years (Finlay et al.,

2023). The largest magnetic field changes are presently occurring at low latitudes (e.g.,

Olsen et al., 2009; Finlay et al., 2016). The strong secular variation at this region implies a

westward speed of the core flow up to 15-50 km/yr (Finlay et al., 2023). Quasi-geostrophic

wave dynamics arising from the interplay among Lorentz, Coriolis, and inertia have been
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proposed to explain the fluctuations of the outer core’s flow patterns (e.g., Hori et al., 2015;

Finlay et al., 2023). However, it is yet unclear the exact pathway where the convective energy

enters the system, which makes forward modeling of convection a necessity for understanding

the ground truth of turbulent motions in the outer core.

Moreover, two main difficulties arise when attempting to solve the inverse

problem of the geomagnetic field generated below the core-mantle boundary

(CMB). First, the spatial attenuation of the magnetic field is significant and sets the lower

bound for the length scale of the core dynamics that can be interpreted. Equation (1.10)

predicts that the potential of an ℓ-th degree harmonic falls off with radius as r−(ℓ+1), and

the magnetic flux density, as the gradient of the potential, falls off as r−(ℓ+2). The potential

of a dipole source (ℓ = 1) drops off as r−2. The dipolar magnetic field, as a derivative of

the potential, drops off as r−3. The quadrupole field terms drop off as r−4, and higher order

terms drop off increasingly rapidly with the radius.

Second, non-trivial crustal magnetic fields complicate the interpretation and set the wave-

length limits for the observable core dynamics. Langel & Estes (1982) have shown that the

spectrum of the geomagnetic field below CMB becomes indistinguishable from the crustal

field when ℓ ≳ 13. For this reason, there are at least two distinct components in the observed

surface geomagnetic field. The first is the main fields generated by dynamo processes which

are limited to degree 13 and have a minimum surface length scale of ∼ 2πa/ℓmax ∼ 103 km,

where ℓmax = 13 (Roberts & King, 2013). The second is the remnant magnetization in the

crust, such as the oceanic magnetic anomalies, which exist in much shorter wavelengths and

lower amplitudes than the main field (Kono, 2015).

Figure 1.1 a) shows a Mauersberger-Lowes spectrum of the geomagnetic field. The power

spectrum is defined as (Mauersberger, 1956; Lowes, 1974)

Rℓ(r) =
(a
r

)2ℓ+4

(ℓ+ 1)
ℓ∑

m=0

[
(gmℓ )

2 + (hm
ℓ )

2] , (1.11)
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Figure 1.1: a) A Mauersberger-Lowes spectrum depicts the mean-square intensity of the geomag-

netic field Rℓ (mT2) as a function of harmonic degree ℓ at the Earth’s surface r = a and at the CMB

r = rc. The data points on the graph correspond to Gauss coefficients extracted from the xCHAOS

model Olsen & Mandea (2008). Figure adapted from Roberts & King (2013). b) A snapshot of

the radial magnetic field at CMB from CHAO-7 geomagnetic model (Finlay et al., 2020) in 2019.

Figures adapted from Finlay et al. (2020).

so that 〈
B2(r)

〉
=

∞∑
ℓ=1

Rℓ(r), (1.12)

where ⟨B2(r)⟩ is the spherical surface average of the geomagnetic field squared at a radius

of r.

The hollow symbols in fig. 1.1 a) represent the spectrum observed at Earth’s surface

(r = a), while solid symbols represent the spectrum extrapolated to the CMB (r = rc), using

eq. (1.11). Below ℓ ≲ 13, the field intensity at CMB represents the main field generated by

geodynamo. At ℓ ≳ 13, however, the spectrum represents the small-scale crustal field. The

shaded area in the fig. 1.1 a) indicates where information about the Earth’s core is obscured

by the “magnetic curtain” above ℓ = 13. The drastically increasing power of the larger

spherical harmonic degree features at the CMB field, as shown in the upper curve of fig. 1.1

b), comes from incorrectly extrapolating a near-surface local source to a much deeper region.

Therefore, these ℓ ≳ 13 CMB data are unphysical (Roberts & King, 2013). However, even
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though the time stationary field is restricted to ℓ = 13, one can still observe secular variation

beyond ℓ = 13 since the crustal field does not change on fast time scales (Finlay et al., 2020).

Regardless, fluxgate magnetometry on modern satellites with advanced geomagnetic field

models (e.g., CHAOS-7 model) has provided sufficient accuracy up to spherical harmonics

degree ℓ = 13 for the time-dependent internal field at CMB (Finlay et al., 2020), as shown

in fig. 1.1 b). Combining geomagnetic data from the low-Earth orbit satellites and ground

observation, CHAOS-7 is the parent model for the International Geomagnetic Reference

Field (IGRF-13), which is the leading reference field model that includes magnetic vector

measurements. Figure 1.1 b) shows that the magnetic flux patches from the radial magnetic

field at the CMB are non-uniform and multi-scale. The symmetric four large-scale lobes

at the north and south polar regions with ∼ 120◦ apart contain most of the axial dipole

energy and are thought to be long-lasting convection rolls in the outer core (e.g., Gubbins

& Bloxham, 1987; Olson & Amit, 2006).

Source-free magnetic fields consist of poloidal and toroidal components (Chandrasekhar,

1961; Roberts & King, 2013). See Chandrasekhar (1961), p.622. The poloidal field contains

information about the radial and latitudinal magnetic fields mentioned above. In addition

to the difficulties in observing the poloidal field, assuming the mantle has a negligible elec-

trical conductivity, dynamo theory requires toroidal fields restricted inside the source region,

making it almost impossible to be observed (Stacey & Davis, 2008). So far, the effects of

the toroidal field on the core flow are still poorly understood.

1.2.3 South Atlantic Anomaly: CMB heterogeneity or deeper core origin?

Our observation of the geomagnetic field secular variation is susceptible to only large-scale

structures with slow time-scale motions. This low-pass filtering effect makes characterizing

core flows challenging. Consequently, it is difficult to identify the dynamic region of the

core that is responsible for any features of the geomagnetic field. A good example is the

continental-scale magnetic anomaly, namely the South Atlantic Anomaly (SAA) (Gubbins,
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Figure 1.2: a) Magnetic field intensity at Earth’s surface from CHAO-7 geomagnetic model

(Finlay et al., 2020). The map is based on 2020’s CHAOS-7 internal field up to degree 20. Contour

lines show the field intensity in steps of 500 nT from 22,500 nT. b) Temporal change in the radial

magnetic field Br at the core-mantle boundary focusing on the South Atlantic Anomaly region from

2014 to 2020. Both figures are modified from Finlay et al. (2020).

1987; Hulot et al., 2002), which is believed to be originated from core flows below CMB.

The SAA is like a ‘dent’ in the Earth’s magnetic field where the field strength is significantly

lower than the global average.

Figure 1.2 a) shows the total magnetic field intensity at Earth’s sea-level surface in 2020.

The SAA is the distinct low-intensity patch located below the South American continent

and South Atlantic Ocean (blue color region). The minimum field strength of the center of

the SAA drops to ∼ 22.5µT, and ∼ 50% of the global average. The SAA has deepened and

shifted westward for over three centuries (Mandea et al., 2007; Hartmann & Pacca, 2009)

and is possibly a recurring feature (Engbers et al., 2022). Today, the SAA continues to

decrease its field intensity, raising attention to its potential hazard toward space missions

(Johnson-Groh & Merzdorf, 2020). With even the reduced protection of the magnetic field,

technological systems onboard satellites can suffer from malfunction or even short-circuit by

high-energy particles in space.

Figure 1.2 b) shows a processed inversion of the intensity change for the observed radial
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magnetic field extrapolated down to the CMB from the 2014’s reference field (Finlay et al.,

2020). Figure 1.2 reveals that the radial magnetic field intensity changes associated with the

SAA are multi-scale, non-uniform, and asymmetric in spatial distribution. The deviation in

Br happens the fastest at SAA’s western and southern edges (Finlay et al., 2020). Studies

show that the anomalously rapid field decay of the SAA is a reoccurring feature in the region

on the time scale of ∼ 700 yrs (Tarduno et al., 2015; Trindade et al., 2018; Campuzano et al.,

2019).

Despite extensive research, the origin of the SAA remains unclear. Some researchers have

proposed that the anomaly comes from deeper interior core flow processes, such as a growth

in non-dipolar components during geomagnetic reversal transit (e.g., Laj & Kissel, 2015;

Pavón-Carrasco & De Santis, 2016; Terra-Nova et al., 2017). In contrast, others (Tarduno

et al., 2015) speculate that the SAA might emerge due to the CMB processes at the edges

of African Large low-shear-velocity Provinces (LLSVP), a continental-size anomaly in the

lower mantle partially overlapping the SAA region.

The questions surrounding the SAA highlight the challenges and complexities involved

in studying planetary dynamos. Since the inversion of the magnetic field at the surface only

provides a limited view of the core flow, the interpretation of the core flow dynamics from

magnetic field observation is non-unique without making a priori assumptions about the core

flow dynamics at different regions of the core. The magnetic field observed at the CMB could

be from flow induced by boundary heterogeneity, internal dynamics, or a superposition of

both. Therefore, forward modeling of both the core-mantle dynamics and core

flow dynamics is essential to better understand the magnetic anomalies and

planetary dynamos as a whole.
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1.3 Forward modeling of core dynamics

For decades, progress in understanding planetary magnetic field generation has been hin-

dered by the need for more validation of the dynamic processes at the planetary fluid layer

boundaries and limited knowledge of liquid metal turbulence at extreme parameters. Thus,

it is of great interest and necessity to develop forward modeling of the reduced systems with

theories, numerical simulations, and laboratory experiments to verify fundamental physics

related to dynamo processes. This thesis is focused on the forward modeling ap-

proach via liquid metal laboratory experiments.

Figure 1.3: Schematics of the Earth’s outer core convection models. Rotating convection (left)

and magnetoconvection without rotation (right) are two end-member reduced models of the ro-

tating magnetoconvection (center) system. The blue line represents the magnetic field generated

from the fluid motion. The thick orange arrows represent the buoyancy convection due to the

temperature/composition gradient from the inner core to the core-mantle boundary. The thin dark

red spiral lines with arrows are the traces of fluid motion that might take place in the outer core.

The schematics are not to scale.
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1.3.1 Governing equations

First, it is important to introduce a fundamental MHD model of the core flow. This model,

called “liquid metal rotating magnetoconvection (RMC)”, prescribes a conducting convective

flow that is subject to magnetic field and rotation. A simple schematic of RMC is shown in

the center of fig. 1.3. The flow is reasonably assumed to be incompressible, and the Boussi-

nesq approximation can be applied (Oberbeck, 1879; Boussinesq, 1903; Gray & Giorgini,

1976; Tritton, 1977; Chillà & Schumacher, 2012) such that the density variation only af-

fects the buoyancy forcing in the system. Moreover, chemical convection is excluded from

the buoyancy, and Poincaré forces are excluded from rotation. The dimensional governing

equations for an RMC system are then:

Induction equation:
∂B

∂t
= η∇2B +∇× (u×B), (1.13a)

Gauss’s law for magnetism: ∇ ·B = 0, (1.13b)

Ohm’s law: J = σ (−∇Φ + u×B) , (1.13c)

Charge conservation: ∇ · J = 0, (1.13d)

Navier-Stokes:
∂u

∂t
+(u ·∇)u+2Ω×u = −1

ρ
∇p+

1

ρ
(J ×B)+ ν∇2u+αT∆Tg, (1.13e)

Continuity: ∇ · u = 0, (1.13f)

Energy equation:
∂T

∂t
+ (u ·∇)T = κ∇2T +H, (1.13g)

where J is current density, σ is the electric conductivity, Φ is the electric potential, Ω is the

angular velocity of the applied rotation, ρ is the density of the fluid, p is non-hydrostatic

pressure, ν is the kinematic viscosity of the fluid, αT is the thermal expansivity, ∆T is the

superadiabatic temperature difference across the fluid layer, g = gêz is the gravitational

acceleration, T is the temperature, κ is the thermal diffusivity, and H is the source or sink

internal energy term. It can represent radiogenic heating, compositional flux, and cooling

in some scenarios. It is assumed that η is uniform through the volume and is commonly
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applied to terrestrial planets. However, this does not apply to gas giants where the internal

electrical conductivity varies significantly with radius.

An important step to simplify this complex system is the “low-Rm approximation”. In

a low-Rm system, where magnetic diffusion dominates, the influence of fluid motions on

the magnetic field is small (Sarris et al., 2006; Davidson, 2016; Knaepen & Moreau, 2008).

Additionally, we apply quasistatic approximation, which means the magnetic field can reach

a steady state so that magnetic field B is invariant in time. This is possibly true on a small

local scale of Earth’s liquid metal core (Aurnou & King, 2017). The consequence of the

approximation is: the full magnetic induction equation (eq. (1.13a)) need not be solved; B

now only represents the external field. The external field is B = Bêb; the Ohm’s law (1.13c)

has been simplified such that the rotational part of the electric field and perturbative second-

order terms from u ×B are not considered. Accordingly, in the bulk fluid, the quasistatic

Lorentz force is J ×B = σ(u×B)×B ≈ −σu⊥B
2, where u⊥ is the velocity perpendicular

to the direction of the magnetic field. Therefore, the low-Rm Lorentz force acts as a drag

that opposes bulk fluid velocities directed perpendicular to B (Sarris et al., 2006; Davidson,

2016). This quasistatic Lorentz drag depends only on B2.

Another simplification has been made here that the source/sink term H in the energy

equation is neglected. Since we only consider thermal convection, H represents the internal

radiogenic heating. On Earth, the internal heating by the radiogenic elements is mainly from

the mantle (∼ 18TW) (McDonough & Sun, 1995). Only a fraction of the heat (≲ 2TW)

is estimated to be generated by radioelements within the core (Labrosse, 2015). This is

approximately ∼ 4% of the total heat flow (∼ 46±3TW) escaping the CMB (Jaupart et al.,

2007; Landeau et al., 2022).

The terms in eq. (1.13e), from left to right, are the change of momentum in time, the

advection term, the Coriolis term, the modified pressure gradient, the Lorentz term, the

viscous diffusion, and the thermal buoyancy term. The terms in eq. (1.13g), from left to

right, are the change rate in temperature, the advection term, and the thermal diffusion
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term.

The majority of the current research for core convection has been focused on the reduced

sub-systems such as rotating convection (RC) without magnetic field (e.g., Gastine et al.,

2016; Guervilly et al., 2019). The schematics for an RC system are shown on the left in

fig. 1.3. Although large-scale dynamics of the planetary cores are indeed dominated by

rotation, the magnetic field can also be important in the convective dynamics of the core

(Roberts & King, 2013; Soderlund et al., 2015; Aurnou & King, 2017). The other end-member

reduced model is magnetoconvection (MC), as shown on the right in fig. 1.3. MC is also

relevant to many magnetically dominated geophysical and astrophysical convection systems

(e.g., Proctor & Weiss, 1982; Schüssler & Vögler, 2006; Rempel et al., 2009). However, its

essential behavioral regimes and heat transfer are less understood than in RC. See chapter 3

and chapter 4 for more details on MC systems.

In non-rotating magnetoconvection (MC), all the rotational influences are removed in the

governing equation. Equation (1.13e) then becomes

∂u

∂t
+ (u ·∇)u = −1

ρ
∇p+

1

ρ
(J ×B) + ν∇2u+ αT∆Tg, (1.14)

In this simplified system, I can address the core flow dynamics at the CMB affected by the

electromagnetic influences due to the boundary heterogeneity by modifying Ohm’s law in

eq. (1.13c) (Xu et al., 2022). This problem is further discussed in chapter 4.

1.3.2 Nondimensional parameters

Main control parameters arise from non-dimensionalizing the governing equations of low-

Rm RMC. The Prandtl number Pr describes the thermal properties of the fluid in ratio of

viscous to thermal diffusion,

Pr = ν/κ, (1.15)

In liquid gallium, our working fluid for this thesis study, Pr ∼ 0.025.
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Related to the Prandtl number, the magnetic Prandtl is the ratio of the fluid’s viscous

and magnetic diffusion,

Pm =
ν

η
. (1.16)

In liquid gallium, Pm ∼ 1.7× 10−6, which is a realistic value for the core flow.

Re is the Reynolds number, which denotes the ratio of inertial and viscous effects,

Re =
UH

ν
(1.17)

and is often used to describe the vigor of the fluid motions. The magnetic Reynolds number

Rm = RePm. In Earth’s core, Pm ∼ 10−6 (e.g., Pozzo et al., 2012), and Rm ≳ 102, which

leads to Re ≳ 108. Usually, the flow is considered turbulent at Re > 104, in which it shows

a broad range of scales in length and time, and cross-scale energy transfers (e.g., Mininni &

Pouquet, 2010; Davidson, 2016; Schaeffer et al., 2017). Therefore, the liquid core has been

treated as a turbulent system. In the lab, Re rises up to ≈ 5× 104 in the 40-cm tank. Thus,

laboratory experiments can conveniently reach turbulence.

The Rayleigh number Ra characterizes the buoyancy forcing with respect to the thermal

and viscous diffusion:

Ra =
αTg∆TH3

νκ
. (1.18)

The Chandrasekhar number Ch is the ratio of Lorentz force to viscous diffusion with

quasistatic approximation:

Ch =
σB2H2

ρν
≈ 1015 (Earth core), (1.19)

The Ekman number, Ek, describes the ratio of viscous diffusion to Coriolis force:

Ek =
ν

2ΩH2
≈ 10−15 (Earth core), (1.20)

where Ω is the angular rotation rate of the system.

Conveniently, by grouping some of these dimensionless numbers mentioned above, there

are a few commonly used dimensionless numbers. The interaction parameter N is the ratio
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of quasistatic Lorentz drag and fluid inertia. It is defined as:

N =
σB2H

ρU
=

Ch

Re
. (1.21)

When N > 1, the Lorentz force will tend to damp buoyancy-driven convective turbulence.

The Rossby number is essential for describing the importance of Coriolis in a system’s

dynamics. It is the ratio between inertia and Coriolis:

Ro =
U

2ΩH
= ReEk, (1.22)

which shows up as a collapse parameter in a broad array of rotating convection problems

(e.g. Gastine et al., 2014; Aurnou et al., 2020; Landin et al., 2023).

In parallel to Ro, the magnetic Rossby number, Rom, which formally describes the ratio

of convective inertia and the Lorentz force:

Rom =
ρU

σB2H
=

Re

Ch
=

1

N
. (1.23)

When these Rossby numbers exceed order unity, buoyancy-driven inertial forces should be

dominant.

Lastly, the ratio between Lorentz and Coriolis is defined as the linear Elsasser number Λ,

Λ =
σB2

2ρΩ
∼ ChEk ∼ 0.1− 10 (Earth core), (1.24)

which is later discussed in section 1.3.4. Table 1.1 summarizes all the important dimensionless

parameters for the low-Rm RMC.

1.3.3 Boundary heterogeneity

It has been long argued that the large-scale magnetic flux anomalies may be caused by

large-scale boundary heterogeneities (e.g., Gubbins & Richards, 1986; Bloxham & Gubbins,

1987; Johnson & Constable, 1998). Numerical simulation from Calkins et al. (2012) suggests

small-scale flow structures (wavenumber m ∼ O(102 − 103)) in the core can be excited
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by topographic heterogeneity. Moreover, by coupling inner-core and mantle, Aubert et al.

(2013) explored the effects of heterogeneous buoyancy-flux on geodynamo modeling.

Other MHD effects, such as thermoelectricity, have been considered to drive planetary

dynamo in Mercury (Stevenson, 1987; Giampieri & Balogh, 2002). However, the effect of

thermoelectricity on the heterogeneous boundary on the core flow is still poorly understood

(Xu et al., 2022). To simplify the system, I remove rotation from the model so it becomes

MC, focusing only on the magnetic influence of the system. This is further discussed in

detail in chapter 4.

1.3.4 Interior core dynamics

Dynamos are prone to complexity. Cowling (1933) demonstrated an anti-dynamo theo-

rem, showing that dynamo action could not maintain a purely axisymmetric magnetic field.

Zeldovich (1957) established that plane two-dimensional motion could not lead to dynamo

action. These findings indicate that dynamo action is inherently three-dimensional. The

classical theory, commonly referred to as “mean field dynamo theory,” is a quasi-linear the-

ory based on the induction equation (Hughes & Tobias, 2010). An underlying assumption for

the mean-field theory is the separation of length scales for both velocity and magnetic fields.

The velocity and magnetic field can be decomposed into a mean component with a scale of

L and a fluctuating component with a scale of l with l ≪ L. This theory postulates that the

small-scale driving flow generates a large-scale mean magnetic field (e.g., Steenbeck et al.,

1966; Rädler, 1980; Moffatt, 1978). However, both magnetic field observation and secular

variation analysis point to the existence of the large-scale flow in the core (e.g., Gubbins &

Bloxham, 1987), which is not addressed in mean field theory.

The large-scale flow appears in another linear theory approach, which is through under-

standing the MHD flow field. The linear analysis of the RMC system (Chandrasekhar, 1961)

predicts that the rotational and magnetic forces partially cancel each other out when both

are present in the electrically conducting fluid, leading to an optimally efficient, large-scale
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steady mode called “magnetostrophic mode” for magnetic field generation. This has been

a popular idea for the dynamo community to explain the large-scale flow structures in the

core (Roberts & King, 2013). This process can be shown by a relaxation of the geostrophic

constraint, in which Coriolis balances the pressure.

When the magnetic field balances with the rotation, the dominant force balance becomes

magnetostrophic (MS). Assuming Boussinesq and incompressibility, the leading term balance

is

2Ω× u = −∇p+
1

ρ
J ×B, (1.25)

where Ω is assumed to be in the vertical direction. The curl of eq. (1.25) yields (Soderlund

et al., 2015)
∂u

∂z
= − 1

2ρΩ
∇× (J ×B). (1.26)

In contrast, in a rapidly rotating system, the geostrophic balance requires the Taylor-

Proudman theorem where ∂zu = 0 (e.g., McWilliams, 2006). The flow in geostrophic balance

is invariant in the flow direction. With convection, quasi-geostrophic balance still requires

∂zu ≈ 0, and the flow is organized in columnar structures (e.g., Gastine et al., 2016; Cheng

et al., 2015). As a result, eq. (1.26) shows that a magnetic field can relax the geostrophic

constraint, allowing large-scale structures to form as the magnetostrophic modes.

However, because it is from the linear theory at Rm ≪ 1, there is a fundamental “flaw”

in the linear Elsasser number as shown in eq. (1.24), which has been used to predict the

large-scale magnetostrophic mode in the core. The linear Elsasser number is appropriate for

a steady imposed magnetic field (low-Rm). The Elsasser number is, in its nature, the ratio

of Lorentz to Coriolis,

Λ =
J ×B

2ρΩ× u
∼ JB

2ρΩU
(1.27)

If the magnetic field is not strongly time-variant, the electric field is irrotational, and

Ohm’s law can be used to predict J ∼ σUB so that eq. (1.27) becomes eq. (1.24). Un-

less otherwise specified, the Elsasser number Λ used in this thesis is based on low-Rm
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laboratory experiments and conveniently refers to the linear Elsasser number defined in

eq. (1.24). However, geodynamo exhibits a significant time variance from secular variation

data. It is thus more accurate to use the current density approximated from Ampere’s law,

J = ∇×B/µ0 ∼ B/(µ0ℓB), where ℓB is the characteristic scale of the magnetic field struc-

tures (Cardin et al., 2002; Christensen, 2010; Soderlund et al., 2012, 2015; Aurnou & King,

2017). Substitute into eq. (1.27), the dynamic Elsasser number is defined,

Λd =
B2

2µ0ρΩℓB
≈ Λ

Rm

(
H

ℓB

)
, (1.28)

where H is the length scale of the entire system. Equation (1.28) shows when the magnetic

length scale ℓB is small, the Lorentz force is more dominant in the dynamic of the core flow

(Soderlund et al., 2015; Aurnou & King, 2017). Further, at global scale when ℓB ∼ H, Λd is

at least O(Rm−1) of the linear Λ.

Further, to estimate the typical value for ℓB, we can assume the induction happens due

to a large-scale core flow H, whereas the magnetic diffusion happens on the magnetic scale

ℓB. Equating the induction and diffusion terms in the induction equation (eq. (1.13a)) using

different length scales for each term yields (Soderlund et al., 2015; Aurnou & King, 2017)

UB

H
∼ ηB

ℓ2B
, (1.29)

and thus,

ℓB ∼ Rm−1/2H, Λd ∼ ΛRm−1/2. (1.30)

In the Earth core, Rm ∼ O(102), thus, Λd ∼ 10−1 is approximately two orders of magnitude

smaller than the linear Elsasser at the global scale in the core.

Equation (1.30) suggests that the Lorentz force is dynamically subdominant on the global

large scale of the core flow. Coriolis force, therefore, is considered dominant in the large-scale

dynamics of the core (Jones, 2011; Gastine et al., 2014; Aurnou et al., 2015a). It is worth

noting that the ensemble of small-scale fluid motions may also lead to a large-scale dynamo

(e.g., Calkins et al., 2015), yet this is unlike the multi-scaled, patchy geomagnetic field
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from observation (Aurnou et al., 2015a). Consequently, the attempts to explain large-scale

magnetic flux patches with linear steady magnetostrophic modes at Λ ∼ 1 are, therefore, at

least questionable.

Although numerical simulation of the dynamo has been the primary tool for current

investigating the dynamo processes (e.g., Gastine et al., 2016; Yadav et al., 2016; Schaeffer

et al., 2017; Aubert, 2019), many of their dynamic parameters are still many orders of

magnitudes away from the planetary dynamo, with significant differences in the defining

time scales. As a result, it remains uncertain whether the existing numerical dynamo models

accurately represent the fundamental physical processes occurring in planetary cores (Aurnou

et al., 2015a).

1.3.5 Inverse cascade as a possible pathway

Large-scale turbulent structures, beyond linear theory, have been proposed to generate large-

scale magnetic structures in the core. I have discussed that, at the global scale, rotating

convection could adequately represent the Earth’s core flows. In fact, turbulent convection

with rapid rotation, where Coriolis force is dominant, can result in an inverse kinetic energy

cascade (e.g., Smith & Waleffe, 1999; Seshasayanan & Alexakis, 2018; Maffei et al., 2021).

This dynamic process facilitates the transfer of kinetic energy from small-scale convection

to large-scale flows, which is in reverse of a classical forward energy cascade in non-rotating

turbulence (Kolmogorov et al., 1942). The inverse cascade in kinetic energy leads to the

formation of large-scale vortices (LSVs) in 2D (McWilliams, 1984), which has also been

demonstrated by various recent 3D numerical simulations of turbulent rotating convection

(e.g., Julien et al., 2012; Favier et al., 2014; Guervilly et al., 2014; Rubio et al., 2014; Stell-

mach et al., 2014).

Figure 1.4 shows an example of a pair of LSVs born out of a direct numerical simulation

(DNS) at Ek = 10−7, Pr = 1, with free-slip boundary. The domain width is 20ℓconv. The

convective length scale is defined as the convective length scale in RC (Chandrasekhar, 1961;
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Figure 1.4: a) A pair of large-scale vortices (LSVs) appear in the axial vorticity field of DNS

with free-slip boundary (Stellmach et al., 2014), at Ek = 10−7, Pr = 1, Ra/Rac = 11.5 and with

a domain width of 20ℓconv. b) Axial integration of vertical vorticity in a). Figures adapted from

Stellmach et al. (2014) and Aurnou et al. (2015a).

Aurnou et al., 2015a), and ℓconv = 2.4Ek1/3H in the Ek → 0 limit. This case was carried

out in the geostrophic turbulent regime at Ra/Rac = 11.5, where Rac is the critical Ra

corresponding to the onset of bulk flow in RC. The axial vorticity field integration indicates

a pair of two counter-rotating, barotropic, large-scale vortices across the entire domain.

It is found that the LSVs formed at relatively high Re ≳ 20 and low Ro ≲ 1 (Favier et al.,

2014), which is suitable for core flows. However, the required convective supercriticality for

the onset of LSVs (Ra/Rac) and the effect of fluid properties (e.g., Pr and Pm) remain

poorly understood. The thermal Prantl number in the liquid core Pr ∼ 10−2 and the

magnetic Prantl number Pm ∼ 10−6. The supercriticality for the RC onset is also related
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to Pr. The convective onset in fluids with Pr ≲ 0.68 and Ek ≳ 10−7 is via bulk thermal-

inertial oscillations (Horn & Schmid, 2017; Aurnou et al., 2018; Vogt et al., 2021) instead of

the steady column onset implied above.

The LSVs seem to hold across compressible and incompressible RC. Recent efforts in small

Pr numerical simulations of RC in solar and astrophysical contexts have reached metal-like

parameters. Studies have found the existence of LSVs in compressible Pr = 0.24 − 1.20

rotating convection relevant to sunspots (Käpylä et al., 2011) and Jovian vortices (Chan &

Mayr, 2013). Cai (2021) simulated Pr = 0.1 rapidly rotating convection of liquid metal-like

incompressible fluid with stress-free boundary conditions in a rectangular geometry. This

study found the formation of LSVs must satisfy the vertical Reynolds number Rez ≥ 400

and Ro ≤ 0.4 (in Γ = 1). The Ro threshold increases with an increasing aspect ratio.

Nevertheless, the lack of laboratory evidence indicates that there is still great uncertainty

regarding whether the existing LSV simulations accurately depict the liquid metal turbulence

occurring in planetary cores.

To hunt for the existence of liquid metal LSVs in the lab, I carry out laboratory experi-

ments of turbulent RC and RMC in liquid gallium, which has much more realistic material

properties (Pr ≈ 0.025, Pm ≈ 10−6) and high Re, which is discussed in detail in chapter 5.

To the best of my knowledge, no liquid metal LSV has ever been found experimentally. This

has been the missing link to extrapolate the inverse cascade of LSVs to the planetary core dy-

namics. Therefore, I propose that characterizing liquid metal LSVs via laboratory

experiment is a possible pathway to large-scale dynamics in the core.
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Number Names Symbol Definition Equivalence RoMag (Ga) Earth

Magnetic Prandtl Pm
ν

η
1.7× 10−6 ∼ 10−6

Magnetic Reynolds Rm
UH

η
RePm ≲ 10−2 ∼ 102

Prandtl Pr
ν

κ
∼ 2.5× 10−2 ∼ 10−2

Rayleigh Ra
αg∆TH3

νκ
∼ 106 − 109 ∼ 1020 − 1030

Ekmen Ek
ν

2ΩH2
∼ 10−7 −∞ ∼ 10−15

Chandrasekhar Ch
σB2H2

ρν
∼ 0− 107 ∼ 1015

Aspect Ratio Γ
D

H
0.5, 1, 2, 4, 6, 8

Elsasser Λ
σB2

2ρΩ
EkCh 0−∞ ∼ 0.1− 1

Reynolds Re
UH

ν

√
Ra

Pr

∗

≲ 5× 104 ∼ 108

Péclet Pe
UH

κ

√
RaPr

∗
≲ 103 ∼ 106

Interaction N
σB2H

ρU

Ch

Re
,

√
Ch2Pr

Ra

∗

0−∞ ∼ 107

Rossby Ro
U

2ΩH
ReEk,

√
RaEk2

Pr

∗

0−∞ ∼ 10−6

Magnetic Rossby Rom
ρU

σB2H

Re

Ch
,

√
RaCh−2

Pr

∗

0−∞ ∼ 10−7

Table 1.1: Nondimensional parameters in rotating magnetoconvection and their estimated value

in experiments in the thesis and the Earth’s outer core. See section 1.3.2 for detailed definitions

and descriptions. *The equivalence expressions in the last five numbers assume a characteristic

free-fall velocity, Uff , which arises from buoyancy inertia (eq. (4.10)).
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1.4 Research questions

In this thesis, I focus on investigating the near-boundary and interior core

flow dynamics using reduced models developed primarily through laboratory

rotating magnetoconvection experiments.

The fundamental research questions for this thesis are:

1. What are the characteristics of low-Rm liquid metal magnetoconvection (MC)? What

are the fundamental behavior regimes of liquid metal MC from its onset to turbulence?

How do wall modes in liquid metal MC affect heat transfer behaviors? (Chapter 3)

2. What are the electromagnetic effects on solid-liquid interfaces in a local-scale low-

Rm MC system? Can thermoelectricity with magnetic fields affect the near-boundary

dynamics in the Earth’s core? (Chapter 4)

3. Do large-scale structures such as LSVs exist in turbulent liquid metal rotating con-

vection? Is the magnetostrophic mode dominant in a low-Rm liquid metal rotating

magnetoconvection system? (Chapter 5)
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CHAPTER 2

Laboratory Analog of Planetary Cores

“We shape our tools and, thereafter,

our tools shape us.”

— John Culkin, 1967

In this chapter, I describe the current state of the Rotating Magnetoconvection Device

(RoMag) that I have used for my thesis experiments. This chapter is an extension and a

supplement to Chapter 2 of E. King’s (King, 2009) and Chapter 7 of A. Grannan’s (Grannan,

2017) Ph.D. theses. Combining these previous works with this chapter compiles a compre-

hensive manual for RoMag. Section 2.1 overviews the design philosophy and motivation

behind the apparatus. Section 2.2 describes the apparatus’s main mechanical/electrical

components, data acquisition, and control systems. Section 2.3 describes auxiliary systems

associated with main RoMag components. Section 2.4 describes calibration procedures for

diagnostics. Section 2.5 lists a catalog of Standard Operating Procedures (SOPs) for safely

running RoMag, which are partially exhibited in the appendix. Moreover, section 2.6 dis-

cusses some open issues and potential future upgrades on RoMag.

Complementary to this written chapter, I have compiled a YouTube video for the taking

down procedures of RoMag with the help of my colleagues Jewel Abbate and Rachel Tripoli.

The video link is attached below.

Video link: https://youtu.be/gOjTy5QXsrA.
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2.1 Laboratory simulation of the planetary cores

Figure 2.1: Laboratory simulation of the planetary core–the RoMag device at UCLA. RoMag

simulates a parcel of core fluid inside the Earth’s tangent cylinder region above the solid inner core

with applied rotation and a vertical magnetic field.

Numerical simulations are powerful tools capable of directly generating dynamos from

convective flows (e.g. Glatzmaiers & Roberts, 1995; Schaeffer et al., 2017). However, limited

by computing power, they cannot reach real core flow properties and develop core-style

turbulence. Numerical simulations also cannot resolve small-scale dynamics, especially when

Rm ≲ 1, leading to its incapability of investigating the small-scale dynamo generation

processes (Aurnou & King, 2017).

Liquid metal laboratory experiments, on the other hand, have a number of advantages

over numerical simulations. The laboratory experiments can model real core-style fluids

– liquid metal and are easier to reach more extreme parameters and higher supercriticality

(Cheng et al., 2018; Hawkins et al., 2023). Another advantage is that laboratory experiments

can easily operate on a much longer timescale than their numerical counterpart. Therefore
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laboratory experiments can be used to study long-period dynamics (e.g., Brown & Ahlers,

2006; Grannan et al., 2022). The thermal diffusion time is defined as τκ = H2/κ. In our

diameter-to-height aspect ratio 0.5 experiment, 1 thermal diffusion time is 3.4 hours. In

contrast, it is rare for direct numerical simulations (DNS) even to reach 0.1 τκ, which is

approximately 240 overturn time for our high-Ra cases. Moreover, laboratory experiments

help verify critical physical processes that numerical models might neglect, such as the

thermoelectric effects on container boundaries due to large temperature gradients in liquid

metal convection (Xu et al., 2022). Limitations of laboratory experiments include challenges

in diagnosing information from the flow field, especially in opaque liquid metal. Further, a

fully self-sustaining dynamo has yet to be achieved in the lab (cf. Zimmerman et al., 2014;

Rojas et al., 2021; Berhanu et al., 2010). The magnetic Reynolds number in the laboratory

scale is usually too small to generate a dynamo.

The laboratory experiments in this thesis do not aim to generate dynamo

but instead provide a pathway from local to global dynamics in planetary core

convection. The experiments presented in this thesis were carried out on our state-of-art

rotating magnetoconvection device (RoMag), which simulates a parcel of core fluid inside

the Earth’s tangent cylinder region above the solid inner core with applied rotation and a

vertical magnetic field (fig. 2.1).

Assume the core flow on average moves at Uc ∼ 0.1mm/s, a length scale ofHc ∼ 2×106m,

and a viscous diffusivity νc ∼ 10−6m2/s (de Wijs et al., 1998). The core flow is estimated

to be Re ∼ 2× 108. The maximum length scale in our experiments is the maximum height

of the tanks, H = 0.4m. The maximum velocity measured in the most extreme RMC case

at Λ = 1.94 is U ≈ 0.04m/s, and the viscous diffusivity of Gallium is ν ≈ 3 × 10−7m2/s.

Thus, Re in our RMC experiments is estimated up to ∼ 5×104. Dimensionally, the RoMag

device filled with Gallium represents the dynamics of a core parcel up to ∼ O(102) km in

length scale.

This thesis focuses on the low-Rm local dynamics that are likely to happen near bound-
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aries and bulk regions of a planetary liquid core. In addition, RoMag can be used to

simulate solid-liquid interfaces in the planetary interiors using different sets of top/bottom

boundaries. RoMag is equipped with advanced diagnostics such as Ultrasonic Doppler Ve-

locimetry, precision thermometry, and a 3-axis magnetometer to diagnose the fluid behaviors.

RoMag can investigate liquid metal (gallium) RMC in cylindrical confinement over an

extensive range of the control parameters Ra, Ek, and Ch. The cylindrical geometry sim-

plifies the complex shell geometry of the core, allowing us to directly compare experimental

results with theoretical studies and existing numerical simulations.

2.2 The RoMag Device

First developed in the early 2000s, the rotating magnetoconvection device (RoMag) at

UCLA was designed to investigate the effects of rotation and magnetic field on convective

fluids. It is currently the world’s only working rotating magnetoconvection device using

liquid metal. Another rotating magnetoconvection experiment called the “Little Earth Ex-

periment” using sulphuric acid has recently been developed in the UK since the 2010s (e.g.,

Aujogue et al., 2016).

The RoMag device consists of five major systems. The cooling system regulates the tem-

perature for the top layer of the experimental fluids, maintains the lab chiller’s functionality,

and most importantly, prevents magnet solenoid coils from overheating. The power system

provides regular AC and high DC currents to the electronics and diagnostics of the appara-

tus. The rotating system, driven by the Kollmorgen Servo-Drive motor, transfers plumbing

and electricity from the lab frame to the rotating frame through a slip ring and a separated

rotary union. The Data Acquisition (DAQ) System acquires thermal-velocity-magnetic data

from the device and other auxiliary data required for monitoring the experiments. These

four major systems are shown in fig. 2.3. The electronic deck is a rotating disk platform

under the slip ring where the DAQ System and other electronics are located. It is shown in
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Figure 2.2: Photos of the RoMag device. a) The RoMag device at work with lowered magnet

and rotation. b) Photos of the RoMag convection tank with inner layer insulation. The lower box

is the upgraded channel terminal connected to the thermometry and the DAQ systems.

fig. 2.2 a) at the bottom of the device. The final system is the control system which is not

shown in the schematics here. The Control System comprises I/O interfaces and designated

computers for sending command signals to the other four systems.

2.2.1 The cylinder tanks

RoMag has a collection of different tanks and top/bottom lid boundaries. Different tank

heights lead to different parameter ranges in Ra, Ek, and Ch. The tanks consist of a set

of top and bottom boundaries and a cylindrical sidewall. All the sidewalls have an inner
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Figure 2.3: Schematics of the RoMag’s major systems.

diameter of 19.685 cm or 7.75 inch. Currently, there are two sets of top/bottom boundaries:

copper and Teflon-coated aluminum; two types of sidewalls: stainless steel and acrylic; six

different aspect ratios Γ = D/H: 0.5 (40-cm), 1 (20-cm), 2 (10-cm), 4 (4.9-cm), 6 (3.2-cm),

and 8 (2.5-cm). I have also designed a Γ = 0.25 (80-cm) tank with an improved version of

sensor ports. See details in section 2.6.

Figure 2.4 shows a drawing of the 8-port, 40-cm in height, 19.685-cm in diameter, aspect

ratio Γ = D/H = 0.492 stainless steel tank. The thickness of the wall is 3.175mm. The

probe ports on the sidewall are positioned in particular angles so the orientation coincides

with each other and with the vertical ports on the top lid (see fig. 2.20). Additional to this

tank, I have designed a new set of 10-cm, 60-cm, and 80-cm tank, so that multiple thermom-

etry, Ultrasonic Doppler probes, and magnetometers can be mounted onto the sidewalls and
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Figure 2.4: Design and dimensions of RoMag’s 40-cm convection tank. The diameter-to-height

aspect ratio of the tank is Γ = D/H = 0.492. The sensor ports are small cylinders with o-ring

grooves and tapped holes mounted to the sidewall at 1/4 and 3/4 of the tank heights. The detailed

geometric information of the probe ports’ orientation is shown in fig. 2.20.

extended into the interior with direct contact with the fluid. The probe holders should be

brazed on to the stainless steel sidewall in a machine shop. The 80-cm tank in fig. 2.32 has

square probe holders which are easier to machine.

The design package is in the lab’s shared Google Drive under the folder “RoMag”.

2.2.2 Cooling system

The cooling system maintains and regulates the well-being of the experiment. Failure of the

cooling system can lead to a meltdown and even fire of the device. Thus, the top priority in

lab safety is to carry out regular checkups and maintenance of this system.
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The major players in the cooling system are the General Air rooftop chiller and the

Thermo Neslab HX300 lab chiller. The rooftop air-cooled General Air recirculating water

chiller (Model TAE121) locates directly above the lab. It is cooling the lab chiller, the

magnet, and another lab chiller for the NoMag device in the same lab. The chiller has

a refrigeration capacity of 128, 000BTU/hr, which is equivalently 37.51 kW. The chiller

has a 70 gallon reservoir tank, and its internal pump can circulate up to ∼ 26 gallons per

minute (GPM) for all the thermal loads. The returning flow is cooled by the hermetic type

compressor Maneurop MTZ160HW3, which has 13.5 horsepower. The standard operating

procedure (SOP) for setting the rooftop chiller is listed in the SOP section of this chapter.

One of the main functionalities of the rooftop chiller is cooling the magnet. When low-

ered onto the fluid tank, the magnet can also be used as a thermal blanket to attenuate

fluctuations in the room temperature and therefore improves the thermal insulation of the

device. It is of future interest to correlate the setting temperature of the rooftop with the

temperature of the magnet’s inner bore with and without current passing through the coils.

The lab chiller is a Thermo Neslab HX300 precision chiller. It is water-cooled by the

rooftop chiller and can extract approximately 10 kW from the thermal load. The chiller has

a thermostated range from 5 to 35 Celsius with an accuracy of ±0.1K. The chiller has a 15

gallon reservoir and can circulate ∼ 15GPM by a CP-75 centrifugal pump.

The lab chiller passes through a water filter station near the ceiling cable tray and then

through the rotary union at the bottom of the apparatus. Afterwards, the water loops

through a two-sided double-spiral aluminum heat exchanger block with a diameter of 13

inches, as shown in fig. 2.1. Currently, there is no flow rate monitoring or direct temperature

measurements of the inlet and outlet at the heat exchanger. This is addressed in the future

upgrade in section 2.6.
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Figure 2.5: Argantix XDS 300-17 power supply for providing heating power up to ∼ 5 kW into

the system. The Magna-Power power supply for the magnet is located directly below this power

supply in the same rack.

2.2.3 Power system: heat pad and Argantix power supply

We use an OEM custom fabricated non-inductively wounded silicon heating pad to power

the convective heat flux into the fluid system in the rotating frame. The heat pad is in direct

contact with the bottom block, with a thin layer of thermal paste for better coupling. The

heat pad has an electric resistance of ∼ 18Ω, subject to minor changes due to temperature.

An Argantix 300-17 power supply (upper deck of fig. 2.5) outputs up to 300V and 17A to

the heating element onRoMag, totals up to 5.1 kW in power. The power supply is connected

to the three-phase 208 VAC facility power on the upper North wall. See section 2.2.8 for

more details on its voltage control.

2.2.4 Power system: magnet power supply

Below the Argantix, The lower deck of the power supply rack is the Magna-power TSD

250-120 power supply. Newly installed in 2019, the Magna-power supplies 0-240 VDC and

0-120 ADC. It requires a facility power of three-phase 208 VAC and 105 AAC. A customized

heavy-duty DC line has been installed on the North wall. A 125A circuit breaker has been

installed in the lab’s main electric panel to prevent overload.
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Figure 2.6: Solenoid drawing: a) dimensions; b) three-dimensional view. Figure modified from

Joe Neal’s engineering drawing.

A pair of red (V+) and black (V-) quick cable connectors are located on the cable tray

near the lab chiller for the polarity switch that changes the direction of the vertical magnetic

field in the solenoid. By default, the magnetic field is pointing downwards.

Cautions are needed when operating the magnet power supply because of its high-voltage,

high-current hazards. A flow switch will be installed to guarantee the cooling loop is on when

the magnet power supply is turned on. This way, the danger when the solenoid overheats in

case of rooftop chiller failure can be eliminated. See section 2.2.8 for more detailed control

procedures. The magnet power supply is currently under the current control to ensure a

stable magnetic field generation by the solenoid.

2.2.5 The solenoid

The magnet solenoid is the main component of the RoMag device, which currently can

generate up to 0.2T in magnetic flux density. It was fabricated by Walker LDJ and has
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basic dimensions 0.61m wide by 0.61m deep by 1.07m high with a 0.38m diameter hollow

inner bore. The lower plate of the magnet is fitted to jack screws and a roller guide so that

it can be lowered from above to encapsulate the convection tank.

We were able to measure the upper-half spatial map of the flux density inside the bore

with the help of Cy David and Nika Eskandari. The measurement was carried out using a

circular acrylic sheet fixed horizontally on top of an acrylic cylinder inside the magnet bore.

We used a DC Gaussmeter (Model GM-1-ST, AlphaLab Inc.) to measure Bz, Bϕ, and Br at

21 location on the acrylic sheets (a cross pattern). Then the magnet was raised and lowered

to access five different heights from inside to outside the bore. Finally, we reconstructed

the magnetic field using these three-dimensional components. Figure 2.7 shows the three-

dimensional vector field of the upper half (∼ 50 cm) inner bore. The vertical distance z

is measured from the magnet bore’s top (z = 0). The azimuthal angle ϕ is increasing

counterclockwise. Here, ϕ = 0 is the direction that faces the workbench and is defined as

the front of RoMag.

Only the vertical component of the magnetic field is needed for the experiment. Therefore,

we thus tested the uniformity of the vertical field. Figure 2.8 a) show horizontal cross-

section contour of the vertical magnetic field strength at z/zb = 0.4, where zb = 1.07m. The

magnetic field is downward. fig. 2.8 b) is the variation of the magnetic field, (Bz −Bz)/Bz.

The blue curve in panel c) shows the azimuthally-averaged radial profile of the magnetic

field normalized by the maximum. A least-square fit of the radial profile gives

⟨Bz⟩θ /Bz,max = 1− 0.450(r/rb)
6. (2.1)

The magnetic field at the center of the inner bore is very uniform. Our convection tank is

51.6% of the inner bore radius, subject to only < 1% difference from the center. However, the

outer edge of the inner bore has a considerable variation. Moreover, the radial component

of the magnetic field is large enough at z ≲ 10cm that the curvature of the magnetic field

lines should be considered. Thus, the region where r/rb ≳ 0.7, z/zb ≲ 0.1, and z/zb ≳ 0.9

should be avoided for future experiments that assume a uniform vertical magnetic field. In
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Figure 2.7: Magnetic flux density measurement of RoMag’s upper-half inner bore. Each vector

symbol is a 3D measurement of the magnetic flux density using a hand-held Gaussmeter. Figure

made in collaboration with by Cy David.

other words, the ideal dimension of the convection tank should be within the dimension of

27 cm in diameter and 80 cm in height. The red dashed line in fig. 2.8 c) shows a theoretical

radial magnetic flux density solution for solenoid in a cylindrical geometry (Derby & Olbert,

2010) agreeing well with our measurements.

Acquiring an accurate estimate of the magnetic flux density is crucial for experiments

carried on RoMag. For this reason, I re-measured the magnetic flux density at different

output currents with the new high-precision SENIS magnetometer. The magnetometer is

placed at the sidewall of the 40-cm tank at its 3/4 height, which is close to the solenoid’s
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midpoint and represents the main field.

Figure 2.8: a) Horizontal magnetic field flux density contour of 20.2A at 40 cm from the top.

The color represents the flux density in Gauss. b) Variation in magnetic field strength, defined

as (Bz − Bz)/Bz at the same horizontal plane as a). c) Radial profile of azimuthally-averaged

magnetic field at 40 cm deep horizontal plane inside the magnet bore. Here, rb is the radius of the

bore, whereas zb = 1.07m is the height of the bore. Figures made in collaboration with by Cy

David.
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Figure 2.9: Measured B-field as a function of output current from the Magna power supply.

Figure made in collaboration with by Jewel Abbate.

Figure 2.9 shows the time-averaged magnetic flux density D = ⟨B⟩t as a function of

output current from the Magna power supply. All the cases here were measured with rotation

to exclude any background and the Earth’s magnetic field. The best fit for D’s vertical

component in mT is

Dz[mT] = (−1.59± 3.40× 10−4)Iset[A]− (0.17± 2.13× 10−2), (2.2)

where Iset is the set current on the magnet power supply. Equation (2.2) predicts the

magnetic field strength for the magnetoconvection experiments with or without rotation and

should be used to benchmark future magnetometer installation. See section 2.4.5 for more

details.
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2.2.6 Rotating System

2.2.6.1 Slip ring

Figure 2.10: RoMag’s Lab Frame Rail, located on the east side of RoMag. It passes lab-frame

AC and DC power into the rotating frame through the slip ring. The slip ring path connected to

terminal 2 is malfunctioning and needs further investigation. Terminal 5 is currently unused.

Electric power is passed into the rotating frame through RoMag’s heavy-duty slip-rings

(model AC6098-24), manufactured by Poly-Scientific of Northrup Grumman. There are six

power rings rated to 50 A each, and 54 10-A signal rings which are currently unused. They

can maintain connections at up to 250 RPM.

See Grannan’s thesis (section 7.4.2) on the slip ring for more details. There is one update

on the system. Figure 2.10 shows the power cables on RoMag’s Lab Frame Rail with six
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terminals. Terminals 1, 3, and 6 have built-in fuses. Terminals 2 and 5 are currently unused.

The connection coming from terminal 2 of the Lab Frame Rail (two neutral legs of the

electronic deck power cable) through the slip ring had some issues when the rotation is on.

For unknown reasons, sometimes there’s a short in the circuit to cause an overload in the

power strip and trigger its built-in breaker. So the wires have been substituted to terminal

4 which was vacant before. Terminal 5 is still vacant. A future checkup on the condition of

the slip ring is required.

As mentioned in Grannan’s thesis, the first terminal of the Lab Frame Rail also requires

future attention. The fuse should be removed to allow excessive currents to the ground.

2.2.6.2 Rotary union

Figure 2.11: Rotary union. a) Stainless steel coupler flange design. b) Rotary union with an

Ethernet slip-ring pathway.

RoMag’s new rotary union, shown in fig. 2.11, is manufactured by Rotary Systems. It

has two pass unions with 3/8-inch ports that can exchange coolant from the lab frame to the
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rotating frame. It also contains a 10MB Ethernet slip ring with a total length of 7.5 inches.

In addition to the rotary union with Ethernet, I have designed a stainless steel coupler flange

to connect the rotary union to the rotating frame. Water flows from the lab chiller into the

inlet at the lower tubing of the rotary union and comes out from the top, which goes into

the rotating frame. The cycled water follows a reverse path back to the lab chiller.

2.2.7 Data acquisition system

Figure 2.12: Schematics of RoMag’s DAQ system. Physical signals (first column) are measured

by transducers (second column) and then conditioned and converted into digital signals in multiple

DAQ devices. Eventually, they will be transmitted to the computers and prepared for analysis.

RoMag collects power, thermal, velocity, and magnetic field data from its data ac-

quisition (DAQ) system. Figure 2.12 shows a schematic of RoMag’s DAQ system. The

temperature field and heat loss are measured by thermometry, including external Amphenol

thermistors and high-precision internal thermistors. A few thermistors are used to monitor

room temperature and heating on the expansion tank. PMU measures input power for the

heat pad. Both thermometry and PMU send signals to the NI-SCXI modules, which have
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current excitation and voltmeters. The NI-SCXI conditions and digitizes the analog signals,

then send them to NI-PXI 8105 computer, the “RoMag PC” for further processing. These

data are collected and visualized by LabView 2013 software on the NI-PXI.

The SENIS 3-axis magnetometer measures three-dimensional magnetic flux density in

the rotating frame. It can also measure the rotation rate of the device by fitting the sinu-

soidal change in the magnetic field from the rotation. The signals from the transducers are

processed with temperature compensation in the 3MH3A Digital Teslameter, which com-

municates with NI-PXI via a USB cable. A 3MH3A software on the NI-PXI visualizes and

writes measurements into data files.

Up to ten ultrasonic Doppler transducers measure velocity field and viscosity from linear

spin-up experiments. The signals are processed in a 10-channel DOP 3010 Velocimeter

manufactured by Signal Processing. For better stability and larger storage, the DOP 3010

connects to a Dell Latitude 7430 laptop (nickname “RoMag Jr.”) via a USB cable. A UDOP

software on the Dell laptop can visualize and convert velocity measurements into data files.

2.2.7.1 The upgraded channel terminal

I have rewired and expanded NI-SCXI modules to increase their channel capacity. The NI-

SCXI modules now have a total of 64 available channels, including 56 thermistor channels

(9 of which are currently not functional), two PMU channels for the shunt and the voltage

divider, two legacy hall probe channels, and three unused 100µA current source channels.

Figure 2.13 shows a schematic of SCXI modules and wires that go into the barring shaft to

connect to the transducers. The channel number is half of the wire numbers as one half is

the positive side of the loop and the other half is negative.

I have redesigned the channel terminal, as shown in fig. 2.14. The most important feature

is the cluster of 67 solid-state BNC connectors, which are hard-soldered onto a four-layer

PCB. This design provided a robust connection between the transducer and the terminal,
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Figure 2.13: National Instruments SCXI modules connection. The NI SCXI-1000 Chassis hosts

eight SCXI modules reading the measurements from thermometry and PMU via ribbon cables.

The SCXI-1000 Chassis connects to the PXI computer for data visualization and analysis.

even under high-speed rotation.

A total of 67 BNC ports (3 blanks, 9 faults) are arranged in the way that the first 43

channels are in a concentric form. This design creates a direct mapping between the BNC

ports and the physical locations of the transducers on a cylindrical tank. For instance, the

inner-most cycle has six thermistors. One can map the bottom lid thermistors in the same

azimuthal direction. And each circle represents thermometry at different heights on the

cylinder. Say the azimuthal degree increases right-handed, then channel 1 correlates to the

thermistor at 0 degrees, channel 2 correlates to the thermistor at 60 degrees, and so on. This

feature becomes especially helpful when the device is fully insulated, so there is no visual

clue where the thermistors are located on the cylinder. Besides channel mapping documents,

the terminal box provides redundancy for an accurate callout of the physical location of the

transducers.
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Figure 2.15 shows the four-layer PCB designed in collaboration with Peter Yu from the

UCLA Physics electronic shop. The board connects BNC connectors and bundles the wires

into four ribbon cable terminals. Moreover, the circuit board is protected by a 3D-printed

plastic box with a polycarbonate clear panel. There is also an extra polycarbonate tray that

can be placed on top of the channel box to prevent Gallium erosion.

Note that the terminal box is currently only connected to the SCXI modules through

ribbon cables. The other types of transducers are connected directly to their DAQ boxes,

such as the magnetometer, or through other BNC cables, such as the Doppler probes.

Figure 2.14: The upgraded 67-ports BNC channel terminal. a) Photo of the front view of the

terminal box. b) Channel design. The concentric circles of BNC ports can be mapped to azimuthal

arrangement of the thermometry on the cylindrical tank.
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Figure 2.15: Four-layer circuit board designed in collaboration with Peter Yu (UCLA physics

electronic shop) for the upgraded 66-port BNC channel terminal. Layers 1 to 4 are stacked and

printed as one integrated PCB board.
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2.2.7.2 Thermometry

RoMag’s thermometry has two types of sensors. The first type is the Amphenol thermistors

(SC50F103V), which are used externally to the fluid. Figure 2.16 shows a simple schematic

of the thermistors. Most Amphenol thermistors are on the sidewall, as shown in fig. 2.17 a).

One is used to calculate the heat loss through the sidewall, one to measure room temperature,

and three to monitor the expansion tank temperature. They are connected to the channel

terminal with BNC connectors (fig. 2.17 b)) and have internal resistance around 10 kΩ at

room temperature. They have an averaged error of ±0.1K before calibration.

The second type is the in-house calibrated high-precision internal thermistors (averaged

error < ±0.01K). They have solid thin stems that can extend into the bulk fluid. They

are located at the top lid, measuring down into the bulk. A picture of these thermistors is

shown in fig. 5.4 a). Figure 2.17 c) shows schematics of the thermometry setup on a 40-cm

tank. In most cases, sidewall thermometry is used with internal thermometry to interpret

important spatial-temporal characteristics of the liquid metal flows.

Figure 2.16: Schematics of the Amphenol thermistors, type SC50F103V. Figure adapted from

the manual.
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Figure 2.17: a) Sidewall thermometry attachment. Sensors are taped onto the sidewall with

thermal grease and Kapton high-temperature tape. The wires are curved under the tape to prevent

excess stress. b) A photo of the thermometry with the channel terminal at the bottom. The white

wires are Doppler probes. c) Schematic of the thermometry setup for the 40-cm tank. There are

five internal thermistors extended below the top lid.

2.2.7.3 Ultrasonic Doppler Velocimetry

Ultrasonic Doppler Velocimetry (UDV) is currently the state-of-art method for measuring

velocity in liquid metals (e.g. Perez & Kelley, 2015; Vogt et al., 2018a, 2021; Cheng et al.,

2022b). An ultrasonic transducer generates periodic pulses and listens to the echoes of the

pulses from a moving particle. A short ultrasonic burst Doppler shifts its own frequency as it

echoes back from a moving object. The time interval dt reveals the particle’s position, while

the Doppler shift in its frequency reveals the particle’s velocity. Transducer can measure

the single velocity component at many locations along its emission line. Liquid gallium has

small impurities and oxides that naturally form in the bulk. UDVs are sensitive enough to
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pick up those particle movements and use them to characterize the flow field. However, these

impurities are inclined to settle over time. Doing a spin-up with alternating directions to

mix up the fluid before any measurements is always a good idea.

Figure 2.18: Schematics (not to scale) of ultrasonic velocimetry, adapted from Perez & Kelley

(2015). a) An ultrasonic transducer generates a pulse and listens to the echos from a moving

particle. The time interval dt reveals the particle’s position, while the Doppler shift in its frequency

df reveals the particle’s velocity. b) Transducer can also measure one velocity component at many

locations along its emission line.

Before using Doppler velocimetry, knowing the transducers’ operating range and max-

imum temperature is crucial. The Nyquist theorem limits the pulsed Doppler ultrasound

transducers. To avoid aliasing, the maximum velocity must be at least

vmax =
cfp

4fe cosΘ
, (2.3)

where c is the speed of sound in liquid. The sound speed c = 2870m/s in liquid gallium

at 30◦C. The pulse repetition frequency (PRF) is marked as fp, ranging from 0.1 Hz to

15,625 kHz. Next, fe is the emitted frequency of the sound from the 8MHz transducer,

with an adjustable range of 450 kHz to 10.5 MHz. The angle between particle velocity and

the beam is Θ, and 0 ≤ Θ ≤ π/2. For the lower bound, Θ = 0. See the manual for a

detailed derivation. Equation (2.3) shows that increasing fp or decreasing fe results in a

higher velocity limit.
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Figure 2.19: Ultrasonic Doppler Velocimetry operating range. The horizontal axis is the pulse-

repetition time. The left vertical axis is the maximum velocity. The right axis and the red line show

the maximum depths Doppler probes can measure. The black horizontal line shows the estimated

convective free-fall velocity as an upper limit in a 60-cm tank with a temperature difference of

∆T = 30K. The green horizontal line represents the estimated upper limit velocity in a 10-cm

tank with ∆T = 7K. The dark green and blue slopes show the maximum velocity based on emission

frequency of 4 MHz and 8 MHz, repectively.

Maximum depth is determined by the time needed for the ultrasonic signal to travel from

the transducer to the target and back,

Pmax =
c

2fp
. (2.4)

Therefore, combining eq. (2.3) and eq. (2.3) yields

PmaxVmax =
c2

8fe
. (2.5)

Given a fixed fe, the maximum speed and the maximum depth are inversely proportional

to each other. Reducing the fp will increase the maximum measurable depth but will also
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reduce the maximum velocity that the probe can measure at the same fe.

Figure 2.19 shows the operating range of maximum velocity and depths for both 4 MHz

and 8 MHz probes. The pulse repetition time Tprf = 1/fp. The typical velocity of the

experiments is usually below the black and green horizontal lines (≲ 0.1m/s) and overlaps

with the DOP3010 velocity range, as shown between the two dashed lines. If fe = 8 MHz,

which is a typical value for the 8 MHz probe, the maximum speed here is plotted in the

horizontal black line, which intercepts the blue line at Tprf ∼ 6×10−4 s. This value indicates

a maximum depth of ∼ 0.8m. The 4 MHz probe can measure up to ∼ 2m.

Figure 2.20: Ultrasonic Doppler Velocimetry setup on a 40-cm tank. a) The horizontal cross-

section at 3/4 tank height. b) Schematics of RoMag’s velocimetry and thermometry on a 40-cm

tank.

UDV on RoMag gathers velocity information of the fluids and can be used to analyze the

dynamic morphology, momentum transport, and kinetic energy of the flow. Doppler probes
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can be placed on the sidewall as well as the top lid of the convection tank. I have made new

designs for 10-cm, 40-cm, 60-cm, and 80-cm tanks with UDV ports on the sidewall. Due to

the height limitation, the Doppler ports on the 10-cm design only locate in the midplane.

There is also an existing 10-cm tank with one chord probe port at the sidewall midplane.

Both 40-cm and 60-cm designs have Doppler ports at 1/4 and 3/4 heights. For the 80-cm

tank, I have added up to 15 ports in total at 1/4, 1/2, and 3/4 of the tank height, which

will be compatible with future upgraded DOP boxes (see fig. 2.32).

The orientations of the Doppler sensor ports at 3/4H in a 40-cm tank are shown in

fig. 2.20 a). The chord beam from D4 intersects with chord probes D5, D6, radial probe D7,

and top lid D9. This setup allows getting two-dimensional and three-dimensional velocity

measurements at the intersection points. D4, D5, and D6 allow estimates of different az-

imuthal velocities as a function of radius as the beams’ distance to the center of the tank

increases. Another similar setup at 1/4H allows any indication of large-scale structures that

could maintain their velocity profile throughout nearly the entire tank domain.

53



2.2.7.4 Magnetometry

The SENIS 3MH3A 3-axis magnetometer can measure up to 0.2T with better than 0.1%

accuracy. Figure 2.21 shows a schematic of the magnetometer. A 12-V VDC powers the

main signal processing box of the magnetometer (module E), which has a display showing the

real-time measurement of the 3-axis magnetic field flux density measured by the hall probe

(module H). The magnetometer talks to NI-PXI via a USB cable. The probe is currently

placed on the sidewall, but future upgrades on the probe holder and encapsulation will allow

the probe to be inserted into the fluid from the top lid or from the sidewall sensor ports.

Figure 2.21: 3MH3A Magnetic Field Digital Teslameter. Figure adapted from 3MH3A datasheet

by SENIS. Module E is a box with analog/digital electronics for signal conditioning. Module H has

the Hall Probe and the CaH cable.
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2.2.8 Control systems

Figure 2.22: Schematics of the control system.

RoMag’s current control system includes three computers: NI-PXI 8105 computer (nick-

name “RoMag PC”) locates at the electronic deck on RoMag. It controls the lab chiller

temperature setting, heat pad power setting, and thermal data acquisition in the rotating

frame. The second computer is a Dell Latitude 7430 laptop (nickname “RoMag Jr.”) located

at the electronic deck as well. It controls the Doppler velocimetry system on board. The

third computer is a Dell T1600 computer (nickname “fumehood PC”) at the static lab frame

next to the fume hood. It controls the servo motor in the static lab frame, monitors the

fume hood status, and connects to the lab’s live cameras.

Figure 2.22 shows complete schematics of the control system. Currently, the magnetic
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Figure 2.23: Empirical scaling of the Argantix raw output power and resulting temperature

difference across a gallium fluid layer with copper boundaries on RoMag. The fluid undergoes

Rayleigh-Bénard convection (RBC). The aspect ratio Γ = 1 data are from King & Aurnou (2013).

power supply requires manual control (SOP in section 2.2.8.2). But it has the capability of

remote control using the analog I/O module. The rooftop chiller requires manual input from

its dash panel. See Grannan (2017) for detailed instructions.

2.2.8.1 Thermal and rotation control

Always check cooling systems before using any of the power supplies in the lab. NI-PXI

8105 remotely controls the Argantix power supply via the Omega module. The SCXI voltage

module measures the output voltage and current from the Argantix. And because the PXI

and the SCXI module can only read small voltages up to 10 V, a shunt and voltage divider

are needed for converting the output current and voltage to a readable level. See Chapter 7

of A. Grannan’s thesis (Grannan, 2017) on the power management unit (PMU) and thermal

control for more details.

Figure 2.23 shows temperature difference across gallium fluid layer ∆T with two different

56



Figure 2.24: Magna Power Supply control panel. The numbers indicate the proper steps for

manual current controls.

aspect ratios in RoMag with Copper boundaries as a function of raw power input, P , from

the Argantix power supply. The scaling behavior of the heat transfer of RBC in both aspect

ratios agrees with each other. This power law can be used to estimate the upper limit of the

system temperatures before the experiments.

The Servostar Motionlink software on the Fumehood PC controls the rotation of the

RoMag devices. The Fumehood PC connects to the servo drive box via three pins of an

RS232 cable. See section 7.9 of A. Grannan’s thesis (Grannan, 2017) for instructions and

more details.

2.2.8.2 Magnetic field control

Because there is no temperature monitoring on the solenoid right now. It is extremely

dangerous to leave the manga power supply on. Therefore, any operation on the magnetic

control should make sure there is emergency contact, and there are people onsite. The steps

for turning on the magnetic field on RoMag are shown below:

• First, ALWAYS check if the magnet cooling loop is open and the rooftop chiller works

properly. The facility will install a flow switch in spring 2023 to ensure that the cooling
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loop is operating when the magnet power supply is on.

• Turn on the 125A circuit breaker in the main electric panel.

• Press the display button (1), the power supply will be in standby mode.

• Measure the inlet/outlet on the magnet using a remote infrared temperature sensor

and make sure the flow temperature is ideal.

• Press the Start button (2), and wait for a few seconds.

• If the power supply is in constant current mode, only turn the current nob (3) to a

desired current setting.

• During operation, constantly check the temperature of the magnet following the pre-

vious steps.

• When it’s time to shut it down, turn the current nob all the way down, and then press

the Stop button. Then the display, and eventually the main breaker.

2.3 Other auxiliary systems

2.3.1 Holiday emergency heating system (HEHS)

Safety has always been the priority of the SpinLab. In case of holidays and other special

occasions when no one is physically around RoMag, one should implement Holiday Emer-

gency Heating System (HEHS). HEHS is consist of a Yeti Lithium Battery, two Inkbird

thermostats, and three heating tapes. And the monitoring status can be access remotely

from the remote desktop applications or VNC connectors.

When HEHS is in use, as shown in fig. 2.25, the Yeti battery is constantly charging and

providing power to the Inkbird thermostats and heating tapes. The Inkbird controls the

heating tapes and constantly monitors the heating temperature from the thermistors. Two
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Figure 2.25: SChematics of Holiday Emergency Heating System (HEHS). Three heating tapes

(HT1-3) are wrapped around the convection tank, the expansion tubing, and the expansion tank.

Sometimes, HT1 and HT2 can be combined using just one heating tape. Two Inkbird modulators

are used to control the temperature output of the heating tape. Inkbird 1 is usually set to a higher

temperature than Inkbird 2. Inkbird 2 is to prevent the bulk gallium from freezing in case of the

heat pad fails.

heating tapes are wrapped around the expansion tank and the cornered expansion tube to

prevent freezing from the top. Another heating tape is wrapped around the tank and is

set to heat near the 32◦C. It only starts heating when the tank’s temperature drops below

the set temperature to prevent freezing inside the tank. In addition, the SERVO should be

turned off from the fuse box to prevent rotation of the apparatus. And the table should be

mechanically jammed to prevent rotation. Usually, the gallium will supercool – it remains

liquid even below its freezing point. The point of using HEHS is to mitigate any risk of

damaging the device or having clogs in expansion tubing.

2.3.2 Remote access

Accessing lab computers remotely gives advantages in monitoring the status of the main

parts and taking data on RoMag without being physically in proximity to the lab. Cyber
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security guidelines must be carefully followed before remotely logging into any lab com-

puter. Currently, there are two ways to access RoMag’s computers remotely. The first and

more efficient way is to use a program called “VNC viewer,” which allows multi-platform

remote access such as smartphones and iPads. However, it is not recommended by the IT

department due to security reasons. Future upgrades on the remote control system should

be discussed with the IT department and may utilize campus VPN. More conventionally,

one may remotely access via Remote Desktop Applications. For Windows users, “Remote

Desktop Connection” is a built-in application that can easily set up the connection. For Mac

users, it is the “Microsoft Remote Desktop” application from the app store. A detailed SOP

can be found in the SOP folder of the lab’s shared google drive.

The Omega box, located above the Servo-Drive box, transmits control signals from PXI

to the lab chiller and the Argantix (heat pad power supply) via Bluetooth. However, the

Omega system is clumsy and old. It should be replaced and upgraded in the near future.

Moreover, a wireless display module on the electronic deck of RoMag sends signals from

the NI-PXI to a recipient module which connects to a lab frame monitor.

2.3.3 Current protection

Instruments Measured Current Load (A)

SENIS Magnetometer 0.05

Signal Processing Doppler 0.13

SCXI Modules & Chassis 0.28

Remote Desktop 0.10

Expansion Tank Heater 1.69

NI-PXI 0.75

Total 3.00

Table 2.1: Measured current load (in Ampere) on RoMag’s electronic deck.
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A 360 Electrical Producer 3.4 12-Outlet Surge Strip has been installed onto the electronic

deck with 4320 Joules of surge protection. Its maximum working load is 15A, which is

sufficient for powering all the low-power electronics on board. Table 2.1 shows a measured

current load from the working devices on RoMag’s electronic deck. The total current load

of the setup is approximately 3A.

2.3.4 Thermal Insulation

Figure 2.26: a) A photo of the inner layer thermal insulation blanket with a thickness of 2 cm. b)

Thermal conductivity of the insulation material – Aspen Aerogels Cryogel x201. Figure modified

from the product’s data sheets.

We use a combination of aerogel sheets and Insulfrax fibers for RoMag’s sidewall insula-

tion. For instance, the sidewall of the 40-cm convection tank is first covered by two layers of

aerogel Cryogel x201 with cutout holes for the probe holders. The Insulfrax fibers are then

used to fill any gaps. A few more layers of aerogel are applied as the outer insulation layer.
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A thermistor is often placed between the inner and outer layers to measure the temperature

across the inner insulation layer and gives heat loss estimates at the sidewall. For shorter

tanks, pieces of the aerogel sheets are cut out and placed together with Insulfrax.

The heat exchanger at the top has one layer of aerogel sheet wrapped around it. The

gaps between the aerogel blanket and the heat exchanger, as well as the heat pad and the

bottom ceramic insulation, are filled with Insulfrax fibers.

The main insulating material is the aerogel. The thermal conductivity of the aerogel

Cryogel x201 in the experimental temperature range (30-100 ◦C) is ≈ 15mW/(m ·K). This

value is assumed to be constant in our heat loss estimates.

2.3.5 Mini-jacks

Figure 2.27: a) Schematics of RoMag’s mini-jacks. b) A photo of the mini-jacks with lifting

blocks. The belt was not installed in the photo.

A set of three mini-jacks are used to replace the heat pad in case it is broken during

experiments. Figure 2.27 a) shows a simple schematic of using min-jacks to lift the tank
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from its base. Only one of the jacks is drawn here. Figure 2.27 b) is a photo during the

operation. An additional belt was installed later and looped around the aluminum metal

blocks to secure them onto the device.

The detailed designs for the lifting blocks and the SOP for replacing the heat pad using

mini-jacks are on Google Drive. Be aware that this process may cause permanent damage

to the heat pad. Thus, it should be the last resort (if you really need that last data point!)

2.4 Calibration

2.4.1 Thermal conduction profile and heat loss

Figure 2.28: Material profile of RoMag’s tanks with a) Copper end-blocks; b) with Teflon-coated

end-blocks. The height of the tank is subject to change.

Characterizing heat transfer and calculating essential parameters such as Ra and Nu

in RoMag’s experiment requires accurate estimates of the heating power P and vertical

temperature difference ∆T across the fluid layer. Heat loss through the sidewall and vertical

end-blocks must be compensated from the raw measurements. Figure 2.28 shows material

profiles of the tank with two different sets of end-blocks, which requires a slightly different
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treatment in calculating their heat loss. Thermal conductivity of the materials commonly

used in RoMag’s experiments:

Copper: kCu = 390W/(m ·K),

Gallium: kGa = 31.4W/(m ·K),

Acrylic: kSW = 0.2W/(m ·K),

Teflon: kTf = 0.25W/(m ·K),

Aluminum: kAl = 167W/(m ·K),

Cryogel x201 Aerogel: kAe = 0.015W/(m ·K).

A 1-D thermal conduction profile can be constructed based on the heating power, thermal

conductivity, and heights of each layer, assuming there’s no heat loss. For instance, if we

consider a material profile of fig. 2.28 a), Fourier’s law gives

P

A
= kCu

T0 − T1

d1
= kGa

T2 − T1

H
= kCu

T3 − T2

d2
(2.6)

P

πR2
= kCu

∆Ttop

d1
= kGa

∆T

H
= kCu

∆Tbot

d2
(2.7)

where A = πR2 is the heating area of the fluid at the bottom boundary, and R = 98.425mm

is the radius of the horizontal cross-section area of the fluid. The thickness of the top and

bottom copper end-blocks are d1 and d2, respectively. The temperature at the top of the top

copper lid, the top of the gallium fluid layer, the bottom of the gallium fluid layer, and the

bottom of the bottom copper lid are T0, T1, T2, and T3, respectively. Note that T2−T1 = ∆T .

Figure 2.29 shows an example of a one-dimensional temperature conduction profile of the

Cu-Ga-Cu system at P = 20W in a 40-cm tank. The top of the copper top lid is maintained

by the lab chiller at 35◦C. The thickness of the copper boundaries is shown in the schematics

of fig. 2.28 a). The gallium is assumed to be subcritical to any convective behavior, perhaps

under the strong constraint of rapid rotation. This conductive profile provides a background

reference temperature for the convective heat transfer.
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Without convection, the bottom lid temperature rises up to 43.45◦C, making the temper-

ature difference across the gallium fluid layer ∆T = 8.38K. This is significantly larger when

the same system undergoes Rayleigh-Bénard convection, in which ∆T = 0.73K according

to the scaling laws from fig. 2.23.

Figure 2.29: One-Dimensional thermal conduction profile of RoMag’s 40-cm tanks with gallium

and copper boundaries at P = 20W. The horizontal axis is the temperature, and the vertical

axis is the height of the tank from 0 to 40 cm. The temperature of the top of the top lid, T0, is

maintained at 35◦C.

Because heat dissipates via conduction at the boundaries in our system, we can esti-

mate the total power loss through the sidewall insulation layer and top/bottom end-block

boundaries. First, we calculate the heat loss at the sidewall, PSW , through aerogel insulation

in 1D concentric cylindrical geometry. The temperature difference between the insulation

layer with a thickness of δR is measured by two thermistors on both sides of the insulation,
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δTSW = Tin − Tout. The sidewall heat loss is

PSW =
2πδTSWkAeH

log(R + δR)− log(R)
, (2.8)

where kAe = 1.5× 10−2W/(m ·K) is the thermal conductivity of the aerogel. The corrected

input power is

Pcorr = Praw − PSW , (2.9)

where Praw is the raw power input from the bottom heater and measured by the shunt and

the voltage divider of the PMU (section 2.2.3).

The second step is to subtract power loss through the vertical boundaries. If the end-

blocks have only one single material, such as the copper lids, the vertical ∆T across the

fluid-lid interface to the lid thermistors is then

∆Tlid =
2Pcorrd

kCuA
, (2.10)

where d is the distance from the fluid-lid interface to the lid thermistors. In most cases,

d = 2mm. Note that the thickness of the lids does not matter here since the lid thermistors

are always approximately a distance of d away from the fluid layer in both end-blocks. If the

lids have two layers, e.g., Aluminum end-blocks with Teflon coating, the conduction profile is

a superposition of each material. The temperature correction through the lids is, therefore,

∆Tlid = 2

(
Pcorrd

kAlA
+

PcorrdTf

kAlA

)
, (2.11)

where dTf = 10−5m is the thickness of the Teflon coating. As a result, the corrected total

vertical temperature difference is

∆T = Ttop − Tbottom −∆Tlid. (2.12)

lastly, the power is conducted vertically through the sidewall

P⊥,SW =
kSW∆TASW

H
, (2.13)
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where ASW is the total cross-section base area of the sidewall ASW = π(R2
out−R2

in). Here Rout

and Rin are the outer and inner radius of the tank, respectively. The thermal conductivity

of the sidewall material is kSW . Therefore, the net power transferred through the fluid layer

after correction is

P = Pcorr − P⊥,SW . (2.14)

The heat loss results in an uncertainty in measured Nu, in which the leading order error

comes from P and ∆T . We can write the error in Nu as a combination of statistical and

systematic errors. By propagating the error associated with heat loss, the error in Nu can

be written as

δNu ≈

√√√√σ(Nu)2 +Nu
2

[(
δP

P

)2

+

(
δT

T

)2

+

(
δH

H

)2

+

(
2δD

A

)2

+

(
δk

k

)2

+ ...

]
,

(2.15)

where σ is the standard deviation, and δ is the absolute error for these variables.

2.4.2 Material properties

2.4.2.1 Viscosity

The viscosity of the gallium can be determined from the spin-up cases, in which the azimuthal

velocity of the flow during a slight change (< 10%) in rotation rate is measured by a chord

Ultrasonic Doppler probe. The resulting velocity time series can then be compared to linear

theory. The detailed operation and analysis are in E. King’s thesis (King, 2009) and Aurnou

et al. (2018).

However, if corrosion or crystallization occurs at the boundary, it will create some rough-

ness on the boundaries, which can lead to a false estimation of the viscosity (Hawkins, 2020).

The existence of boundary roughness can be easily found by doing several spin-up cases with

different rotation rates. The general trend should follow the scaling law of the linear spin-

up. Therefore, without boundary plating, it is generally a good practice to ensure that the
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experiments can be finished within a short period (approximately a few months).

2.4.2.2 Thermal diffusivity

When the system is subcritical (pure conduction), the top lid thermistor will pick up os-

cillations around the set temperature (i.e., 35◦C) from the lab chiller loop. This oscillation

can be used to estimate the thermal diffusivity of the system through thermal skin depth

measurement.

The solution of the 1D heat diffusion of conduction in ẑ,

∂T

∂t
= κ

∂2T

∂z2
(2.16)

is in the form of

T = T0 + δT exp

(
−z

√
ω

2κ

)
cos

(
ωt− z

√
ω

2κ

)
, (2.17)

where κ is the thermal diffusivity of the conductive material, T0 is the initial temperature

at z = 0, and ω = 2πf is the angular frequency of the applied temperature change at the

boundary z = 0. Define the temperature fluctuations decrease to 1/e of the surface value at

a skin depth dω:

z

√
ω

2κ
= 1, z = dω =

√
2κ

ω
. (2.18)

Then the thermal diffusivity can be expressed in the thermal skin depth

κ = 0.5d2ωω = πdωf. (2.19)

In experiments, the periodic signals from the chiller are picked up by the lid and internal

thermistors for a subcritical case. The thermistors at different heights can then be used to

interpolate/extrapolate the thermal skin depth based on the power of their FFTs. Finally,

the thermal diffusivity of the fluid can be estimated using eq. (2.19). Additionally, the phase

shifts between each height can also be used to find thermal diffusivity.

We have only tested eq. (2.19) once by Fourier transforming the chiller loop temperature

fluctuation at the top lid and comparing several thermistors’ spectral peaks. Figure 2.30
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Figure 2.30: FFT power as a function of thermistor depths. The top lid temperature fluctuates

with the lab chiller’s periodic control loop. The top lid and interior thermistors pick up the

fluctuation, which gradually decreases its amplitude over depth. Black circles mark the peak

frequencies of all the thermistors. The peaks are best fitted by a 2nd-order polynomial which is

shown in a red dashed line. The horizontal and vertical black dashed lines mark the thermal skin

depth of the top lid fluctuation, which has an FFT power 1/e of the top at zero depth. The resulting

skin depth can be used to estimate the thermal diffusivity of the fluid, κ. In comparison, κest is

the estimate based on the standard thermal conductivity of Gallium.

shows spectral powers of one top-lid thermistor and three internal thermistors at differ-

ent depths but in proximity to each other in radius and azimuth. In this case, a total of

2.87W was supplied to the system to compensate for the heat loss. The system was below

convective onset and was measured overnight. The result shows a fluctuation frequency of

ω ≈ 0.0057 rad/s, and dω ≈ 0.0499m, then κ = 7.157 × 10−6m2/s. This value is 44.86%

smaller than the estimated value based on the standard thermal conductivity value of gal-

lium.

This test result seems sensible enough, however, requires further scrutiny and develop-

ment in the future. Specifically, the thermistor at different heights should be in close proxim-
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ity, even sharing the same sensor port. This is possible because there is a special thermistor

holder that can house two thermistors at the same location. Moreover, the physical meaning

of the 2nd-order best-fit curve remains unclear. Finally, a thorough error analysis of this

method and finding a better-controlled conduction case would be ideal.

2.4.3 Thermometry calibration

The thermometry system is calibrated using an isothermal bath and an accurate reference

thermistor. Thermistors such as Amphenols are not water-proof so should be handled with

care. They can be bundled and sealed in a ziploc bag and put inside the isothermal bath

along with the reference thermistor. It is common to use the reservoir of another smaller

chiller in the lab as the isothermal bath.

The bath then changes to various set temperature measured by the reference thermistor.

The other thermistor data are recorded and best fitted by the extended Steinhart-Hart

equation:
1

T
= A+BlnR + C(lnR)2 +D(lnR)3, (2.20)

where T is the measured temperature, R is the resistance measured by the DAQ. Constants

A, B, C, and D are four coefficients from the calibration fitting.

2.4.4 Doppler velocimetry calibration

Before taking Doppler data, we carried calibration in water and did spin-up tests before and

after the experiment. See E. King’s thesis for detailed procedures (King, 2009).

2.4.5 Magnetometry calibration

Three calibration processes should be carried out before operation. The first step is the

elimination of the background field. By placing the SENIS 3-axis magnetometer inside

a Lakeshore zero-Gauss chamber, we can measure the initial offsets in each component.
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Then the magnetometer should be placed onto the empty tank without any conducting

fluids. We then rotate the tank with a slow but constant angular velocity. With no applied

magnetic field, the magnetometer should pick up an oscillation in all three axes. These are

the background magnetic field mostly from the Earth.

When a magnetic field is applied and the set current is Iset, each component of the net

magnetic field can be fitted with a sinusoidal function of current and time,

B(Iset, t) = α sin

[
2π

β
t+

2π

γ

]
+D, (2.21)

α = mαIset + bα, (2.22)

D = mDIset + bD. (2.23)

where mα, mD, bα, bD, β, and γ are constants from the best fitting. The initial instrumental

offset is bD, which can be compared with the data measured in a zero-Gauss chamber. The

background magnetic field has an amplitude of

Bbg = bα sinϕ− bD, (2.24)

where ϕ = 2πt/β + 2π/γ is the phase angle of the rotation. The non-vertical components

of the magnetic field from the solenoid or any misalignment of the probe will be shown in

mαIset sinϕ− bD. The leading order term should be the vertical component of mDIset, which

measures the azimuthally averaged magnetic field generated from the solenoid (eq. (2.2)).

2.4.6 Rotation rate calibration

The rotation rate of the RoMag device mainly depends on the set RPM value on the Servo

motor (see A. Grannan’s thesis). However, it can also be affected by the weight of the fluid,

the applied magnetic field, and even the condition of the belt. For this reason, it is highly

recommended to measure the rotation rate using magnetometry before each experiment with

a different rotation rate. A dedicated Matlab program called “rotationrate.m” can be found

in the data analysis folder in RoMag’s Google Drive and also on RoMag’s Github.
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Figure 2.31: Rotation rate (Ω) of the device slightly varies exponentially with magnet power

supply output current (Iset). Figure made in collaboration with by Jewel Abbate.

For instance, fig. 2.31 shows a weak magnetic field effect on rotation rate. There is an

exponential dependence of the rotation rate for the different applied magnetic fields under

the same Servo motor RPM setting. Since the output current of the magnet power supply is

more accurate than the magnetic field measurements in this calibration, the rotation rate is

plotted as a function of the output current. With a larger current and larger magnetic field

strength, the rotation rate exponentially decays by 1% of its original angular speed.

2.5 A catalog of RoMag’s Standard Operating Procedures (SOPs)

and manuals

The following list includes all the essential SOPs and manuals for safely operating the

RoMag device and its components. All the Standard Operating Procedures (SOPs) and

manuals can be found on the lab’s shared google drive and physically inside the file cabinet of
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the lab foyer. Going through these SOPs and manuals before operating the RoMag device

is highly recommended.

SOPs:

1. Remote access to RoMag’s computers

2. Raising and lowering the magnet using Duff-Norton control box

3. Instruction for operating RoMag ’s sleep mode

4. Holiday Emergency Heating System (HEHS)

5. Gallium cleaning

6. Replacing heat pad using mini-jacks

7. Legacy SOPs

8. Chapter 2 of E. King’s thesis

9. Chapter 7 of A. Grannan’s thesis

The electronic address for these SOPs are located on the Spinlab shared Google drive →
“RoMag” → “SOPs”.

Hard copy manuals can be found in the foyer file cabinet and a RoMag manual folder on

the bookshelf:

1. Rooftop Chiller

2. Lab Chiller

3. Argantix

4. Magna-Power

5. Dopplers
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6. Omega Box

7. Kollmorgen Servo-Drive motor

8. Rotary Union

9. Slip Ring

The electronic address for these manuals are located on the Spinlab shared Google drive →
“RoMag” → “RoMag Manuals”.

All the data analysis tools for thermometry, Doppler velocimetry, magnetometry, and

SOPs have been uploaded to RoMag’s Github:

https://github.com/RoMagSpinlab.

2.6 Open issues and future upgrades

2.6.1 Open issues

Here I list a few open issues on the current RoMag setup, ranked by priority.

• A flow switch relay needs to be installed for the Magna-Power power supply. This is

a safety measure against overheating the magnetic solenoid. Lab frame temperature

monitoring sensors should be installed on the solenoid cooling loop and its exterior.

• A more elegant solution is needed for the expansion tank heater, which has unstable

heating power during the experiments. A new thermostated heating tape has been

purchased. It could be used in parallel with the HEHS system.

• The plumbing system near the bottom rotary union region has leaks and should be

fixed. The filtering system of the plumbing line should be reinstalled, and the leaking

should be fixed.
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• The top/bottom copper boundaries are subject to gallium corrosion and perhaps should

be Silver-plated (via private communication with researchers at PPPL). Silver has

similar thermal and electrical properties to copper and robustness as a plating material.

• A metal heater with resistance wires should be built to replace the commercial silicon

heat pads, which have limited power output and tend to burn out after a long period

of high-power experiments. A metal heater with resistance wire that could potentially

utilize full range of the Argantix power supply (up to ∼ 5 kW) would be ideal. I have

made a few designs uploaded in the shared Google Drive.

• The temperature and flow rate at the inlet and outlet on the heat exchangers should

be measured to better estimate the isothermality of the top thermal boundary.

2.6.2 Future upgrades

Here I list a few future upgrades that could improve the performance of the current RoMag

setup.

• Remote control of the magnet power supply should be implemented. See Magna-Power

power supply’s manual for instructions.

• DAQ using LabView can be clumsy sometimes. A new Python version of the DAQ

program that can integrate all the transducers on RoMag would be ideal.

• The monitoring system and alarm system can be transformed into apps on mobile

device platforms to provide real-time conditions of the experiments.

• Auto-filling function of the lab chiller can be reinstalled.

• Manufacture a new 80-cm tank with radial fins to suppress wall modes (Terrien et al.,

2023). The design is shown in fig. 2.32.

• We can purchase a new DOP box with more sensor capacity.
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• We should purchase new and more magnetometers for multi-point magnetic field mea-

surements. They need to be calibrated to compensate for temperature fluctuations

during the experiments. Find magnetometers with better accuracy.

• To use magnetometry for fluid bulk’s induced fields, we need to customize probe holders

for the hall probe.

• The aerogel is dusty and hard to deal with. It will be nice to find better insulation

blankets materials and make them custom-fit to all the devices.

• We need an elegant solution for switching the polarity of the large current lines for the

magnet.
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Figure 2.32: 80-cm tank design drawing. This design can house up to 15 Doppler transducers

on the sidewall. This design includes a mid-plane array to better characterize any large-scale

structures. With improved rectangular sensor ports, it is easier to braze onto the sidewall instead

of welding and thus will greatly improve the tolerance on the angle orientations. This design can

measure up to five points with two-dimensional components in the horizontal planes at each of three

vertical heights and up to a total of nine points with three-dimensional components measurement.

In addition, radial fins are shown to suppress wall modes in recent numerical study (Terrien et al.,

2023). Since we are interested in the interior flow of the planet, it might be helpful to add a radial

rim on the inner wall to eliminate wall modes and their influences on the bulk.
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CHAPTER 3

The Transition from Wall Mode to Multimodal

Magnetoconvection in Liquid Gallium

“Walls don’t fall without effort.”

— Neal Shusterman, Bruiser

Reproduced from: Xu, Y., Horn, S., & Aurnou, J. (2023). The Transition from Wall

Mode to Multimodal Magnetoconvection in Liquid Gallium, Physics Review Fluids. In re-

view.

Magnetoconvection is one end-member system of the rotating magnetoconvection that

describes the core dynamics and the underlying physics for many astrophysical and engineer-

ing systems. In answering the first research question in section 1.4, I investigate behaviors of

liquid metal magnetoconvection using coupled laboratory-numerical experiments from onset

to supercriticality. With increasing supercriticality, the experimental and numerical data

reveal transitions between wall modes and from wall-dominated convection to wall-interior

multimodality. I correlate transient heat transfer behaviors to dynamic wall modes developed

in cylindrical geometry. Combined with previous studies, this study connects onset to super-

critical turbulent behaviors in liquid metal magnetoconvection over a large parameter space.

The gross heat transfer behaviors between magnetoconvection and rotating convection in

liquid metals are compared and discussed. Investigation of the liquid metal magnetoconvec-

tion lays the groundwork for studying more complicated systems, including MHD effects at

the planetary boundary and rotating magnetoconvection.
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3.1 Introduction

Convection influenced by ambient magnetic fields is called magnetoconvection (MC), which

arises in many areas of fluid dynamics. In geophysics and planetary physics, motions of

turbulent convective flows in planetary liquid metal outer cores generate planetary-scale

magnetic fields via dynamo processes. Studying the effects of magnetic fields in MC is

essential to understand these processes (e.g., Jones, 2011; Roberts & King, 2013; Aurnou &

King, 2017; Moffatt & Dormy, 2019a). In astrophysics, MC is associated with the sunspot

umbra on the outer layer of the Sun and other stars (e.g., Proctor & Weiss, 1982; Schüssler

& Vögler, 2006; Rempel et al., 2009). Furthermore, MC has an essential role in numerous

industrial and engineering applications including but not limited to liquid metal batteries

(Kelley & Weier, 2018; Cheng et al., 2022a), crystal growth (Moreau, 1999; Rudolph, 2008),

nuclear fusion liquid-metal cooling blanket designs (Barleon et al., 1991; Abdou et al., 2001;

Salavy et al., 2007), and induction heating and casting (Taberlet & Fautrelle, 1985; Davidson,

1999). These systems have drastically different ratios between electromagnetic and inertial

forces. Therefore, it is crucial to investigate the effects of a wide range of magnetic forces in

MC systems.

The canonical model of MC is a convection system with an electrically-conducting fluid

layer heated from below, cooled from above, and in the presence of an external vertical

magnetic field Chandrasekhar (1961); Yan et al. (2019). It is most fundamentally understood

in an extended plane layer geometry (e.g., Chandrasekhar, 1961; Nakagawa, 1955; Yan et al.,

2019). But there is an increasing interest in MC systems with defined sidewall boundaries

because of their many experimental and industrial applications. Various numerical and

laboratory studies have been carried out in rectangular (Schüssler & Vögler, 2006; Liu et al.,

2018) and cylindrical geometries (Cioni et al., 2000a; Akhmedagaev et al., 2020; Zürner

et al., 2019, 2020).

In weakly supercritical, near-onset regimes, MC systems tend to develop steady wall
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modes in the sidewall Shercliff boundary layer (Houchens et al., 2002; Busse, 2008; Liu

et al., 2018; Zürner et al., 2020; Akhmedagaev et al., 2020) while the bulk remains quies-

cent. As the magnetoconvective supercriticality increases, convective flows self-organise into

multi-cellular bulk flow structures (Yan et al., 2019; Zürner et al., 2020). Eventually, at very

large supercriticalities, the buoyancy forces dominate and magnetic field effects become sub-

dominant. Large-scale circulations (LSCs) then form and the heat and momentum transfer

asymptote to that of turbulent RBC (e.g. Lim et al., 2019; Zürner et al., 2020; Xu et al.,

2022; Grannan et al., 2022).

The pathway from the onset of convection to fully developed turbulence in liquid metal

MC is not well characterised. To address this deficit, we present a suite of laboratory-

numerical coupled MC experiments in liquid gallium to investigate how MC transitions

from near-onset wall modes to turbulent multimodality in cylindrical cells. The paper is

organised as follows. Section 3.2 introduces control parameters, and reviews established

onset predictions for the magnetoconvection system. Section 3.3 presents our experimental

setup, numerical schemes, diagnostics, and the physical properties of liquid gallium. Section

3.4 compares different theoretical onsets and observations of the transition to multimodality

in a survey with fixed magnetic field strength and varying convective vigor. Section 3.5 shows

heat transfer results combining previous studies of MC and compares the gross heat transfer

behaviors between liquid metal magnetoconvection and liquid metal rotating convection

systems.

3.2 Control parameters and linear prediction

Laboratory-scale liquid metal magnetoconvection usually has a negligible induced magnetic

field b with respect to the external applied magnetic field B0, so that |b| ≪ |B0|. Moreover,

any induced field is considered temporally invariant, ∂tb ≈ 0. The magnetic Reynolds

number, defined as Rm = UH/η (Julien et al., 1996; Glazier et al., 1999; Davidson, 2016;
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Akhmedagaev et al., 2020), is well below unity, where U and H are the characteristic velocity

and length scales, respectively, and η is the magnetic diffusivity. This parameter represents

the ratio between induction and diffusion of the magnetic field. Thus, the so-called low-

Rm quasistatic approximation is valid in most liquid metal experimental and industrial

applications (Sarris et al., 2006; Knaepen & Moreau, 2008; Davidson, 2016; Cioni et al.,

2000a). In the quasistatic limit, Rm and magnetic Prandtl number Pm formally drop out

of the problem, so it is not necessary to solve the magnetic induction equation explicitly,

and the system is greatly simplified. In addition, the Oberbeck-Boussinesq approximation is

commonly applied in the governing equations for liquid metal MC systems (e.g. Cioni et al.,

2000a; Liu et al., 2018; Vogt et al., 2018a; Yan et al., 2019; Xu et al., 2022).

Four nondimensional control parameters govern quasistatic Oberbeck-Boussinesq mag-

netoconvection (Liu et al., 2018; Yan et al., 2019; Xu et al., 2022). The Prandtl number Pr

describes the thermo-mechanical properties of the fluid,

Pr =
ν

κ
, (3.1)

where ν is the kinematic viscosity and κ is the thermal diffusivity. In this study, Pr ≈ 0.027

for liquid gallium. The Rayleigh number Ra characterises the buoyancy forcing with respect

to thermo-viscous diffusion and is defined as

Ra =
αg∆TH3

κν
. (3.2)

Here, α is the thermal expansion coefficient, g is the magnitude of the vertically oriented (êz)

gravitational acceleration, ∆T is the bottom-to-top vertical temperature difference across

the fluid layer, and the characteristic length scale is the layer height H. The Chandrasekhar

number Ch denotes the ratio of quasistatic Lorentz forces and viscous forces,

Ch =
σB2

0H
2

ρ0ν
, (3.3)

where σ is the electric conductivity of the fluid, B0 is the magnitude of the applied vertical

magnetic field, and ρ0 is the mean density of the fluid. The Chandrasekhar number is the
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square of the Hartmann number, Ch = Ha2 (e.g. Davidson, 2016; Moreau, 1999; Roberts,

1967). Additionally, the cylindrical container has a diameter-to-height aspect ratio

Γ =
D

H
, (3.4)

where D is the diameter of the container. Here, Γ is fixed to 1.0 and 2.0, respectively.

The onset of convection is controlled by the critical Rayleigh denoted as Racrit, which

characterises the buoyancy forcing needed for a particular convective mode in the system

(Plumley & Julien, 2019). Figure 3.1 shows different Racrit predictions. Linear analysis

has shown that the convection driven by buoyancy forces must balance the viscous and

Joule dissipation (Chandrasekhar, 1961). Thus, in general, the magnetic field inhibits the

onset of the convection. Chandrasekhar (1961) derived the onset for the bulk stationary

magnetoconvection in an infinite plane layer (∞). With free-slip (FS) boundaries on both

ends, the dispersion relation expresses the marginal Rayleigh number RaM as,

RaM =
π2 + a2

a2

[(
π2 + a2

)2
+ π2Ch

]
, (3.5)

where a is the characteristic cell aspect ratio (Davidson, 2016), defined as a ≡ πH/L, where

H is the height of the fluid layer, and 2L is the horizontal wavelength of the convection flow,

assuming the form of two-dimensional rolls with each roll having diameter L. By minimizing

equation (3.5), setting ∂Ra/∂a = 0, we obtain the critical Rayleigh number for the bulk

stationary magnetoconvection in an infinite layer with free-slip boundaries on both ends,

Ra∞FS, and its critical mode number aFS. In the limit of Ch → ∞, we have Ra∞FS → π2Ch,

and aFS → (π4Ch/2)1/6 (Chandrasekhar, 1961; Davidson, 2016).

Magnetoconvection with no-slip (NS) rigid horizontal boundaries has a dispersion relation

(Chandrasekhar, 1952)

RaM =
(π2 + a2)

[
(π2 + a2)

2
+ π2Ch

]
a2 [1− 4π2δ (q21 − q22) / (π

2 + q21) (π
2 + q22)]

(3.6)

where

q1 =
1

2

(√
Ch+ 4a2 +

√
Ch
)
, q2 =

1

2

(√
Ch+ 4a2 −

√
Ch
)
, (3.7)
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and

δ = (q1 tanh(q1/2)− q2 tanh(q2/2))
−1 . (3.8)

By assuming a single structure in the vertical direction and minimizing Ra in (3.6), we obtain

the first approximation of critical Ra of magnetoconvection with two rigid boundaries Chan-

drasekhar (1952). Equation (3.6) also predicts that Ra∞NS → π2Ch and aNS → (π4Ch/2)1/6

with Ch → ∞. Thus, both critical Rayleigh numbers with free-slip boundaries Ra∞FS and no-

slip boundaries Ra∞NS asymptote to π2Ch above Ch ≳ 104, as shown in figure 3.1a). These

asymptotic bulk onset predictions agree with previous experimental results (Nakagawa, 1955;

Cioni et al., 2000a; Yan et al., 2019; Zürner et al., 2020).

Busse (2008) theoretically analysed the side wall modes in MC and derived an asymptotic

solution along a straight vertical sidewall in a semi-infinite domain with free-slip top-bottom

boundaries. The critical Rayleigh number RaW for these so-called magnetowall modes is,

RaW = 3π2
√

3π/2
(
1 + 3Ch−1/4

√
3π/2

)
Ch3/4. (3.9)

The asymptotic onset of the wall modes is generally lower than the onset in the bulk fluid

at large Ch, since Ch3/4 ≪ Ch as Ch → ∞. These magnetowall modes are non-drifting

and extend into the fluid bulk with a distance that scales as the magnetic boundary layer

thickness, which scales with the Shercliff boundary layer thickness δSh ∼ Ch−1/4 (Shercliff,

1953; Liu et al., 2018). The stationary wall modes of MC differ from those found in rotating

convection, where wall modes drift in azimuth (Ecke et al., 1992; Herrmann & Busse, 1993;

Horn & Schmid, 2017).

Houchens et al. (2002) performed a hybrid linear stability analysis combining the an-

alytical solution for the δHa ∼ Ch−1/2 Hartmann layers (Hartmann & Lazarus, 1937) at

top-bottom boundaries and numerical solutions for the rest of the domain in Γ = 1 and 2

cylindrical geometries. They also presented a linear asymptotic analysis for large Ch. Their

asymptotic solutions for critical Ra for Γ = 1 and 2 are, respectively,

Racyl,Γ=1 = 8.302Ch3/4; Racyl,Γ=2 = 67.748Ch3/4. (3.10)
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Figure 3.1 summarises all the critical Rayleigh predictions mentioned above. Houchens

et al. (2002)’s Racyl,Γ=1 values (marked by the purple dashed line) are approximately an

order of magnitude lower than the rest of the onset predictions that are not aspect-ratio

dependent. To test the validity of these predictions, we combine laboratory experiments and

direct numerical simulations (DNS) to investigate the five different Ch shown by the vertical

dashed lines in figure 3.1b). The values of these five Ch numbers and their corresponding

critical Ra are summarised in table 3.1.

Ch Ra∞
FS Ra∞

NS RaW Racyl, Γ=1 Racyl, Γ=2

1× 104 1.20× 105 1.25× 105 1.06× 105 8.30× 103 6.77× 104

4× 104 4.46× 105 4.54× 105 2.66× 105 2.35× 104 1.92× 105

1× 105 1.08× 106 1.09× 106 4.94× 105 4.67× 104 3.81× 105

3× 105 3.15× 106 3.17× 106 1.05× 106 1.06× 105 8.68× 105

1× 106 1.03× 107 1.03× 107 2.45× 106 2.63× 105 2.14× 106

Table 3.1: Values of different predicted critical Ra at Ch = {104, 4 × 104, 105, 3 × 105, 106},
which have been examined experimentally.

3.3 Methods

Our experiments are conducted using UCLA’s RoMagdevice King et al. (2012a); Cheng

et al. (2015); Vogt et al. (2018a); Grannan et al. (2022); Xu et al. (2022). Figure 3.2a)

- c) show schematics of the diagnostics and the apparatus. The container consists of two

copper end blocks and a stainless steel sidewall. Two sets of sidewalls, Γ = 1.0 and 2.0, have

been used in this study to investigate MC heat transfer from 105 ≲ Ra ≲ 108. An external

solenoid generates a steady vertical magnetic field, 0 < |B0| < 800 Gauss, with a vertical
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Figure 3.1: a) Different prediction of critical Rayleigh number (Racrit) as a function of the

Chandrasekhar number. The black dashed curve shows the Racirt. For infinite plane MC system

with free-slip boundaries at the top and bottom, Racrit = Ra∞FS (Chandrasekhar, 1961), as shown

in the black dashed curve; for infinite plane MC system with no-slip boundaries, Racrit = Ra∞NS

(Chandrasekhar, 1952), as shown in the blue curve. Note that both Ra∞FS and Ra∞NS asymptote

to π2Ch as Ch → ∞; the grayish-blue curve shows that RaW is the asymptotic Racrit for the

wall-mode onset in a half-infinite plane with a vertical boundary Busse (2008); the purple curve

and the purple dotted curve are Houchens et al. (2002)’s predicted Racrit, namely Racyl, Γ=2 and

Racyl, Γ=1, for MC in cylindrical containers with aspect ratio 1 and 2, respectively. b) The zoom-in

view of the region circumscribed by the black rectangular box in panel a). The colored vertical

dashed lines correspond to five Ch numbers employed in our study.
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component that varies within ±0.5% over the field volume (King & Aurnou, 2015). The tank

is placed at the center of the solenoid’s bore. A non-inductively wound electrical resistance

pad heats the bottom of the lower copper end block at a constant rate, 0 < P ≲ 2000W,

and a thermostated water-cooled heat exchanger maintains a constant temperature at the

top of the upper copper end block. This setup can reach up to Ra ≈ 109 and Ch = 3× 105

in the Γ = 1.0 tank.

Twelve thermistors in total are placed inside the top and bottom boundaries about

28.9 mm radially inwards from the sidewall, as shown in figure 3.2a). These end-block

thermistors are used to measure the heat transfer efficiency of the system, characterised by

the Nusselt number,

Nu =
qH

λ∆T
, (3.11)

where q = 4P/(πD2) is the heat flux, P is the heating power, and λ = 31.4 W/(m ·K) is

the thermal conductivity of gallium Aurnou et al. (2018). The Nusselt number describes

the total to conductive heat transfer ratio across the fluid layer, and Nu = 1 corresponds

to the conductive state. The vertical temperature difference across the fluid layer, ∆T , is

indirectly controlled by the constant basal heat flux. Six thermistors are attached to the

sidewall midplane to detect wall modes and any thermal imprints of the bulk fluid structures

at the sidewall.

We have also conducted direct numerical simulations (DNS) using the finite volume code

goldfish md
m

(Horn & Shishkina, 2015; Shishkina et al., 2015; Shishkina & Horn, 2016;

Horn & Schmid, 2017; Horn & Aurnou, 2018, 2019, 2021). The nondimensional equations

governing quasi-static, Oberbeck-Boussinesq (Oberbeck, 1879; Boussinesq, 1903) magneto-
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Figure 3.2: : there are six thermistors in the top lid at 0.71R, six thermistors at the midplane

sidewall, and six thermistors in the bottom lid at 0.71R. These thermistors at different heights

align with each other azimuthally. The thermometry is in a similar layout on the aspect ratio

one tank (Γ = 1.0). b) Photo of the convection cell of the RoMagdevice. c) Schematics of the

convection cell of the RoMagdevice. For further device details, see Xu et al. (2022).
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convection are:

∇ · ũ = 0, (3.12)

Dt̃ũ = −∇p̃+

√
Pr

Ra
∇2ũ+

√
Pr

RaEk2
ũ× êz +

√
Ch2Pr

Ra
j̃ × êz + T̃ êz, (3.13)

Dt̃T̃ =

√
1

RaPr
∇2T̃ , (3.14)

∇ · j̃ = 0

j̃ = −∇Φ̃ + (ũ× êz)

 ∇2Φ̃ = ∇ · (ũ× êz), (3.15)

where ũ denotes nondimensional velocity, T̃ the temperature, p̃ the pressure, j̃ the current

density, and Φ̃ the electrostatic potential. The scales used for the nondimensionalisation

are the free-fall speed Uff =
√
αg∆TH (Aurnou et al., 2020), the temperature difference

between top and bottom ∆T , the reference pressure ρ0U
2
ff , the reference current density

σB0Uff and the reference potential B0HUff .

Our non-linear DNS solves these equations in a cylindrical domain (r, ϕ, z) with Γ = 2.0.

The sidewall is assumed to be perfectly thermally insulating, ∂rT |r=R= 0, and the top and

bottom plates are isothermal with Tt = −0.5 and Tb = 0.5, respectively. All boundaries are

assumed to be impermeable and no-slip, u|wall= 0, and electrically insulating, j |wall= 0, i.e.

the current forms closed loops inside the domain. The DNS control parameters are set to

Pr = 0.027, Ch = 4.0×104, andRa = {1.5×105, 2.0×105, 3.0×105, 4.0×105, 7.0×105, 1.0×
106, 1.5×106, 4.0×106}. The numerical mesh resolution is Nr×Nϕ×Nz = 240×256×240.

This choice of mesh was verified by running simulations at twice the resolution for the highest

Ra for a shorter time, indicating the grid independence of the solution.
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Figure 3.3: a) Nu−Ra survey with various Ch from current study and one set of Ch = 106 data

by King & Aurnou (2015). Different colors correspond to different Ch values. Different shapes

correspond to different aspect ratios and sets of experiments, marked in the legend of panel b).

Error bars are shown on the experimental data from the current study. The dashed line is the

heat transfer scaling acquired from non-magnetic Rayleigh-Bénard convection data in the Γ = 1.0

tank, marked by dark blue circles. See equation (3.18a). Panel b)-d) show ratios of convective

heat transfer to conduction (Nu− 1) versus the reduced bifurcation parameter (Zhong et al., 1993;

Horn & Schmid, 2017) using three different predicted critical Rayleigh numbers: b) infinite-plane

stress-free critical Ra defined in Chandrasekhar (1961); c) magnetowall mode critical Ra by Busse

(2008). d) Houchens et al. (2002)’s critical Ra for magnetowall modes in two different aspect ratios,

Γ = 1 and 2. The linear fit in panel c) uses data close to onset at εW ≤ 5. The Γ = 1.0 data in

panel d) are shown in the smaller subplot, which only appears at ε ≳ 25.
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3.4 Results

3.4.1 Comparing onset predictions

The validity and accuracy of the onset predictions discussed in Section 3.2 are tested here

using both laboratory and DNS data at 105 ≲ Ra ≲ 108, 0 ≲ Ch ≲ 3× 105, and in Γ = 1.0

and 2.0 cylindrical cells.

Figure 3.3a) shows measurements of heat transfer efficiency, Nu, as a function of the

buoyancy forcing Ra. (All the detailed measurement data are provided in the tables in the

Appendix). Vertical error bars based on heat loss and accuracy of the thermometry, are

shown in the lab data from this study. We also include King & Aurnou (2015)’s Ch = 106

data (red stars) made in the same Γ = 1.0 experimental setup used in this study. Figure

3.3b) - d) show convective heat transfer data (Nu − 1) as a function of supercriticality of

the convection, as described by the reduced bifurcation parameter ε = (Ra−Racrit)/Racrit,

following the convention of (Ecke et al., 1992; Zhong et al., 1993; Horn & Schmid, 2017).

Three different Racrit are examined in panel b) to d): for convection in an infinite plane layer

with two rigid boundaries, Ra∞NS (3.6), wall-attached convection, Ra∞W (3.9), and convection

in a cylinder with aspect ratio 1 and 2, Racyl (3.10). If the Racrit prediction is accurate, the

onset of convection occurs at ε = 0, and Nu and follows an approximate linear scaling for

sufficiently small ε.

Figure 3.3b) presents the convective heat transfer data, Nu − 1, as a function of the

reduced bifurcation parameter εNS = (Ra − Ra∞NS)/Ra∞NS calcuated using eq. (3.6). The

laboratory-numerical Nu − 1 data exceeds 0 at εNS < 0. This implies that the Ra∞NS

predictions do not capture the onset of MC in our system. Moreover, the increased scatter

and variation in Nu for different Ch as εNS increases suggest a low correlation between the

data and the expected linear εNS scaling. As the infinite-plane Racrit is associated with the

bulk onset of convection, our heat transfer data implies that the MC flow does not initiate

in the fluid bulk.
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Figure 3.3c) tests Busse (2008)’s asymptotic onset predictions for magnetowall modes as

a function of εW = (Ra−RaW )/RaW calculated using (3.9). The nonzero Nu−1 data start

approximately at the origin of the graph, being only slightly below εW = 0 and show a good

data collapse up to moderately high supercriticalities of ε ≲ 10. Thus, our data provide

evidence that in our system the onset of convection occurs in the form of wall-attached

modes. This is further quantified by two different linear least-square fits for the nonzero

Nu − 1 data for εW ≤ 5. The first fit ‘fit1’ (blue line) makes no assumptions on the onset

and yields Nu− 1 = 0.419 εW + 0.490. The second ‘fit2’ (red line) is forced to pass through

the origin, i.e. it assumes the onset prediction εW = (Ra − RaW )/RaW is exact and yields

Nu− 1 = 0.582 εW . Thus, in agreement with the theoretical predictions and as also found

by Zürner et al. (2020), our MC onset data is consistent with the wall mode predictions.

Furthermore, both linear fits hold well up to εW ≲ 10, suggesting that the dynamics and

the heat transfer in our system are largely controlled by linear magnetowall modes within

this supercriticality range (cf. Ecke et al., 1992; Zhong et al., 1993; Horn & Schmid, 2017;

Lu et al., 2021).

Figure 3.3d) tests the hybrid theoretical-numerical predictions of Houchens et al. (2002)

for magnetowall modes in cylindrical geometries by plotting Nu − 1 versus εcyl = (Ra −
Racyl)/Racyl calculated using (3.10). The underlying assumptions for these predictions best

match the experimental and numerical setup. Therefore, they should best capture the mea-

sured onset of convection. The Γ = 2.0 data (green and yellow hues) show an excellent

agreement with theory. The Γ = 1.0 data (inset, red and orange hues) does not have a

low enough supercriticality (εcyl > 28) to reliably test the exact Racyl value. Thus, we are

currently unable to disambiguate which magnetowall mode onset predictions are more accu-

rate, even though Houchens et al. (2002)’s Γ = 1.0 predictions differ from Busse (2008)’s by

nearly an order of magnitude.
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Figure 3.4: Temperature and velocity fields from Γ = 2.0 laboratory experiments at Ch =

4.0×104. The vertical columns show cases at a) Ra = 2.0×105, b) Ra = 4.0×105, c) Ra = 7.0×105,

d) Ra = 1.5× 106, and e) Ra = 4.0× 106, respectively (Ra is only approximate for the laboratory

cases; their exact values are given in tables 3.2 and 3.3). The first row shows the azimuthal-temporal

temperature contours at the midplane interpolated by lab data over 5 thermal diffusion times,

τκ = H2/κ. The color represents the dimensionless temperature, (T −T )/∆T , where T is the mean

temperature obtained by averaging the top and bottom temperatures. The second row consists

of snapshots of the normalised DNS temperature field T̃ and the third row presents snapshots of

normalised DNS vertical velocity fields ũz at the same moment in time as the temperature field.

The vertical black dashed line between b) and c) separates between cases below bulk onset (based

on Ra∞NS) to the left and above bulk onset to the right. The vertical green dash-dotted line between

c) and d) indicates the transition from an azimuthal mode number of m = 3 to m ≤ 2 seen in the

laboratory cases.
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Figure 3.5: a) Azimuthal mode number m as a function of Ra at Ch = 4× 104, Γ = 2.0 case for

both lab (green triangles) and numerical data (red triangles). b) Nusselt number Nu as a function

of Ra for both laboratory experimental and numerical data. c) Nu-Ra Data plotted on detrended

curves. Here, Ñu is Nu normalised by the linear fits (3.16, 3.17) of each respective data set in

panel b). In parallel to figure 3.4, the black dashed line between b) and c) indicates the predicted

Ra∞NS , whereas the green dash-dotted line between c) and d) marks the average Ra between two

adjacent laboratory data with m = 3 and m = 2. The kinks in Nu-Ra data in b) are shown as the

fluctuations around Ñu = 1 in the Ñu−Ra trend, likely associated with mode switching.

3.4.2 Transition to multimodality

We analysed temperature and velocity field data to elucidate both the wall modes and the

transition to multi-modal flow at higher supercriticality. Figure 3.4 shows temperature and

velocity fields of five laboratory numerical cases with Ch ≃ 4×104 in the Γ = 2.0 tank. Each

column represents the laboratory case (top row) and its corresponding numerical case (mid-

dle and bottom rows) at a similar Ra. The detailed parameters are given in table 3.2 and 3.3

in the appendix. The top rows show nondimensional temperature (T − T )/∆T Hovmöller

diagrams, a time evolution of the sidewall midplane temperature field. The temperature

fields T are interpolated by the mid-plane thermistor data taken 60◦ apart in azimuth. The

mean temperature T is measured by averaging the top and bottom boundaries’ temperature;

the vertical temperature difference across the fluid layer is denoted as ∆T . The second and

third rows of figure 3.4 show snapshots of numerical 3D isosurfaces of the dimensionless tem-

perature fields T̃ = (T − ⟨T ⟩)/∆T and corresponding vertical velocity fields ũz at the same
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instant in the time. The mean temperature ⟨T ⟩ is calculated by averaging the temperature

fields over the entire domain.

The velocity and temperature fields in figure 3.4 all show magnetowall modes, manifesting

as azimuthally alternating upwelling warm and downwelling cold patches located close to the

sidewall. The snapshots of the DNS velocity fields in figures 3.4a) and b) further reveal that

the magnetowall modes have a two-layer, ‘nose-like’ flow pattern attached to the sidewall

with alternating ±ũz. Liu et al. (2018) observed similar structures in their simulations in a

rectangular box at Ra = 107, Ch = 4×106. They found that these noses scale approximately

with a Shercliff boundary layer thickness δSh ∝ Ch−1/4 (Liu et al., 2018).

Figure 3.4a) to b) show that these noses also grow gradually towards the interior as the

supercriticality increases, while the interior remains otherwise quiescent. This “Pinocchio

effect” persist until Ra ≳ Ra∞NS, when the bulk fluid starts convecting from the top and

bottom boundaries and then interacts with the inward-extended wall modes.

Figure 3.4c) shows this extending nose behavior for Ra = 7×105, which is just above the

bulk onset Ra > Ra∞NS. The DNS velocity field visualises how two noses with positive/neg-

ative uz (pink/blue) connect across the entire diameter of the tank via the convecting up-

welling/downwelling fluid in the interior. The laboratory and numerical temperature field on

the sidewall agree perfectly and show that close to the sidewall the wall modes are virtually

unaffected by this interior dynamics. In total there are six alternating cold and hot patches

along the sidewall azimuth, i.e., the azimuthal mode number is m = 3. The magnetowall

mode number m is defined as the number of repeating azimuthal structures along the lateral

surface.

Figure 3.4d) and e) show that these nonlinear interactions become more complicated

and chaotic as Ra increases further. The nose-like structures interact and impinge on each

other. The nonlinear behaviour also affects the flow close to the sidewall as visible in the

temperature Hovmöller diagram from sidewall thermometry in d) for Ra = 1.5 × 106 and

even more so in e) for Ra = 4.0× 106.
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For Ra = 4.0 × 106 (Figure 3.4e), the experimental temperature Hovmöller diagram

shows that the magnetowall modes are transient between m = 1 and m = 2 in a chaotic

sequence. The velocity field of the DNS further demonstrates that the bulk flow dominates

the dynamics, and, hence the flow for Ra = 4.0 × 106 significantly differs from the ones at

lower Ra shown in figure 3.4a) to d).

There is, however, a small discrepancy between the number of azimuthal structures be-

tween the lab and DNS data, being m = 2 and m = 3, respectively for Ra = 1.5×106 (Figure

3.4d). This may be because m is sensitive to small changes in Ra and Γ, and there are slight

differences in parameters between the lab and the DNS, or because of the sidewall boundary

conditions which are not perfectly adiabiatic in the experiment. It is also possible that the

DNS snapshots do not capture fully equilibrated flow patterns whilst the lab experiments

revealed more averaged dynamics of MC, as, unlike the DNS, they can be run for many

thermal diffusion times.

Figure 3.5a) shows how the time-averaged azimuthal mode numbers m observed in the

laboratory experiment and the DNS velocity fields depend on the Rayleigh number Ra. The

m values generally decrease with increasing Ra, which qualitatively agrees with previous

studies (Liu et al., 2018; Akhmedagaev et al., 2020; Zürner et al., 2020). For Ra < 104, we

only present DNS data in this plot and no lab data due to a combination of both precision and

spatial aliasing issues of the sidewall thermistor array. The temperature variation between

each wall mode structure near the midplane is ≲ 0.2 K, which is too small to be resolved by

our thermometers. Additionally, with only six thermistors evenly spaced at the azimuth, we

can only resolve up to m = 3 according to the Nyquist-Shannon sampling theorem. Thus,

even though the first-row temperature contour in figure 3.5b) shows an m = 3 structure,

it was omitted in figure 3.5a) and only the m = 4 from the velocity field from the DNS is

shown.

The changes in mode number also affect the global heat transport. Figure 3.5b) shows

that Nu increases monotonically with Ra, but not at a constant rate. Instead, kinks exist
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in the Nu-Ra trends in both lab experiments and DNS for Ch = 4× 104 (and Ch = 105, see

figure 3.3a), a phenomenon which has not been reported in previous MC experiments (Cioni

et al., 2000a; Zürner et al., 2020). To further investigate this behaviour, we normalised Nu

by power laws obtained by separate fits to the Ch = 4 × 104 laboratory and DNS Nu-Ra

data sets. For the laboratory data, the best fit is

Ñu = Nu/(0.0029Ra0.493), (3.16)

whereas for the DNS, it is found that

Ñu = Nu/(0.0014Ra0.541). (3.17)

Figure 3.5c) shows the normalised Ñu. The non-monotonicity of the trend manifests as

fluctuations around Ñu ≈ 1 with an amplitude of approximately 0.05. The increase after

the first local minimum in the experimental Ñu data curve coincides with the bulk onset,

Ra = Ra∞NS, and is marked by the vertical black dashed line. This suggests that bulk

convection enhances heat transfer efficiency. The decrease after the first local maximum in

the experimental Ñu data curve coincides with the change of mode numbers from m = 3 to

m = 2 observed in the laboratory cases (cf. figure 3.4) and is marked by the green dash-

dotted line. The transition to a smaller mode number appears to suppress the heat transfer

efficiency temporarily. A similar behaviour was observed in Horanyi et al. (1999)’s liquid

metal Rayleigh-Bénard convection experiments. The second enhancement in Ñu after the

second local minimum happens when the highly-nonlinear flow structures in the bulk fluid

start to dominate the convective dynamics. This corresponds to flow behaviors somewhere

between Ra = 1.5×106 (figure 3.4d) and Ra = 4×106 (figure 3.4e). The DNS data in figure

3.5c) match the first enhancement near Ra = Ra∞NS. Because no mode switch from m = 3

to m = 2 was found in the DNS, no kink shows up in the Nu-Ra trend in the DNS data at

this point.
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3.5 Discussion

3.5.1 Wall modes stability and the cellular flow regime

In our laboratory-numerical experiments, the magnetowall modes are stationary and do not

drift over dynamically long time scales (≫ 5τκ), in contrast to the drifting wall modes in

rotating convection systems (e.g., Ecke et al., 1992). This is because the quasi-static Lorentz

force (fL ∝ B2
0) does not break the system’s azimuthal symmetry, unlike the Coriolis force

(Ecke et al., 1992)). The stationarity of magnetowall modes has been confirmed in both

numerical simulations (Liu et al., 2018) and laboratory experiments (Zürner et al., 2020).

Furthermore, Liu et al. (2018) showed that the magnetowall modes can inject jets into the

bulk. This phenomenon was also found in the numerical MC simulations of Akhmedagaev

et al. (2020), where strong, axially invariant wall mode injections were accompanied by a net

azimuthal drift of the flow field with random orientations. We believe that the collisional

interaction of the jets in a small aspect ratio cylinder (Γ = 1.0), rather than any innate

azimuthal motion of magnetowall modes, is responsible for the drifting motions observed by

Akhmedagaev et al. (2020).

The fully three-dimensional flow fields from our DNS facilitated the investigation of

the bulk flow patterns in this study. Thus, we are also able to compare multiple cases at

similar parameters with Zürner et al. (2020) who inferred the interior structure solely from

linewise Ultrasonic Doppler Velocimetry (UDV) and pointwise temperature measurements

along the sidewalls and within the top and bottom plate. Our identified flow structures

and corresponding flow changes match well with their observations. Specifically, what they

denoted as the ’cellular regime’ corresponds to our case with extended wall mode noses

with interior bulk modes. Our Ra = 7 × 105 and Ra = 1.5 × 106 cases (figure 3.4c, d)

resemble the inferred ’3-cell’ and ’4-cell’ patterns of figure 3 in Zürner et al. (2020). Our

Ra = 1.5× 106, m = 2 thermal data in figure 3.4d) also agrees with their ’2 cell’ pattern on

the sidewall. Moreover, the transition range from the ’cellular regime’ to the non-rotating
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LSC regime in their experiment occurred approximately at Ra ≳ 4× 106 for Ch = 4 ≈ 104,

which is consistent with our observation of a more chaotic interior and unsteady and irregular

wall mode behaviour, as shown in figure 3.4e).

3.5.2 The Nu vs. Ra MC party

Figure 3.6 presents a broad compilation of laboratory MC heat transfer measurements in

different aspect ratios and geometries, all in the presence of an external vertical magnetic

field. Cioni et al. (2000a) (open circles) studied liquid mercury in a Γ = 1.0 cylindrical cell

up to Ch ≈ 4×106 and Ra ≈ 3×109. Aurnou & Olson (2001) (open triangles pointing right)

carried out near onset liquid gallium experiments in a Γ = 8 rectangular cell. Burr & Müller

(2001) (open triangles pointing left) investigated sodium-potassium alloy in a 20 : 10 : 1

rectangular cell. King & Aurnou (2015) studied liquid gallium MC in a Γ = 1.0 cylinder

on the same device (RoMag) as this study. Zürner et al. (2020) studied both heat and

momentum transfer behaviors of liquid GaInSn in a Γ = 1 cylinder. The results from our

current Γ = {1.0, 2.0} cylindrical liquid gallium experiments and simulations are demarcated

by the filled symbols.

In addition, we have included the Nusselt number data for Ch = 0, i.e. pure Rayleigh-

Bénard convection (RBC). Best fits to the RBC cases yield

Nu0 ≈ (0.191± 0.088)Ra0.248±0.025 for Γ = 1.0, (3.18a)

Nu0 ≈ (0.176± 0.081)Ra0.246±0.028 for Γ = 2.0, (3.18b)

which are in good agreement with previous studies on the same device (RoMag) (King &

Buffett, 2013; King & Aurnou, 2015; Vogt et al., 2018a; Aurnou et al., 2018). The differences

between these two scaling laws lie within their error bars but may be due to the different

tank aspect ratios (King & Aurnou, 2013; Vogt et al., 2018a; Aurnou et al., 2018).

As discussed in section 3.4, our data show that the onset of MC in a cylinder occurs via

wall modes. The five-point stars at Nu = 1 mark the magnetowall mode onset predictions
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Figure 3.6: Collection of Nu-Ra data from this study and previous MC laboratory experiments

in liquid metal Chandrasekhar (1961); Cioni et al. (2000a); Aurnou & Olson (2001); Burr & Müller

(2001); King & Aurnou (2015); Zürner et al. (2020). Color represents Ch. The filled symbols mark

the data in this study. The five-pointed stars at Nu = 1 mark the RaW (3.9) for all different

Ch > 0. The two asterisk symbols from left to right mark Ra∞NS for Ch = 2 × 106 and 4 × 106,

respectively, and corresponding to the Cioni et al. (2000a)’s two Ch data set. The non-filled color

symbols are selected heat transfer data from prior liquid metal laboratory experiments. All data

displayed here are included in appendix tables 3.2 - 3.6.
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RaW (3.9) for the different Ch. Our near-onset data at Ch = 105 (yellow triangles) is in

good agreement with the onset prediction by Busse (2008) (yellow star). However, Cioni

et al. (2000a)’s heat transfer data at Ch = 2× 106 and Ch = 4× 106 have Racrit ≈ 3RaW .

The lowest Nu data from Cioni et al. (2000a)’s Ch = 2 × 106 and Ch = 4 × 106 align well

with the bulk onset prediction, Ra∞NS. Zürner et al. (2020) have analysed the Nu-Ra trends

and also found a large deviation between the experimental results of Cioni et al. (2000a) and

King & Aurnou (2015). This discrepancy is likely due to Cioni et al. (2000a)’s thermometry

setup, which used a single thermistor at the center of each top and bottom boundary to

measure ∆T . This setup was not designed to characterise wall modes and could only detect

the convective heat transfer occurring near the center of the tank. Thus, top and bottom

end wall temperature measurements nearer to the sidewall are required in order to detect

the onset of wall modes and to measure their contributions to the total heat transfer (cf.

Akhmedagaev et al., 2020; Zürner et al., 2020; Grannan et al., 2022).

3.5.3 Comparison between magnetoconvection and rotating convection in liquid

metal

The goal of this work is to provide a better understanding of the pathway from convective

onset to multimodal turbulence in liquid metal magnetoconvection. Thus far, we have com-

pared our laboratory-numerical data with the results of other MC studies. Here we expand

on this by comparing our MC data against rotating convection data. Although the Lorentz

and Coriolis forces both act to constrain the convection in these systems (Julien & Knobloch,

2007), their data are rarely closely compared since the vast majority of rotating convection

(RC) studies are carried out in moderate to high Prandtl fluids (non-metals), whereas MC

studies are nearly always made using low Pr liquid metals (cf. Aujogue et al., 2018).

Figure 3.7 shows a side-by-side comparison of the convective heat transfer efficiency

Nu/Nu0 as a function of the normalised buoyancy forcing in a) our present liquid gallium

Γ = 1.0 and 2.0 MC experiments and b) the liquid gallium Γ = 1.0 rotating convection data
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Figure 3.7: a) Normalised Nusselt number (Nu/Nu0) versus magnetic Rossby number (Rom)

for MC lab data in Γ = 1.0 and 2.0 tanks. Here, Nu0 are the best-fit power laws in (3.18)

and Rom is the inverse of interaction parameter N , as defined in (3.19). Symbols in thick black

outlines represent Γ = 2.0 data, and those in thin grey outlines are Γ = 1.0 data. The color of the

symbols indicates log10(Ch). The white symbols are subcritical cases according to wall mode onset

(Ra < RaW ). The symbol shapes do not contain information but help differentiate different Ch.

b) Rotating convective heat transfer data adapted from the Γ = 1.0 liquid gallium experiments of

King & Aurnou (2013). The color indicates log10(Ek−1). The vertical axis shows a reduced Nusselt

number Nu/Nu0 = Nu/(0.185Ra0.25), following (King & Aurnou, 2013). The horizontal axis is

convective Rossby number Roc, as defined in (3.19).
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from King & Aurnou (2013) King & Aurnou (2013). The thicker outlined symbols in panel

a) demarcate the Γ = 2.0 MC cases. The liquid gallium convection data in Figure 3.7 was

all obtained using the same experimental apparatus and setup. The fill color in a) denotes

log10(Ch), whereas it denotes log10(Ek−1) in panel b). The Ekman number, Ek = ν/2ΩH2,

is the ratio of viscous and Coriolis forces in rotating systems and Ω is the RC system’s

angular rotation rate.

The best co-collapse of the Nu/Nu0 data sets was found when the buoyancy force was

normalised by the appropriate constraining force, that being Lorentz in MC and Coriolis

forces in RC. In MC, this non-dimensional ratio is called the magnetic Rossby number, Rom,

which formally describes the ratio of convective inertia and the Lorentz force:

Rom =
Inertia

Lorentz
= ReffCh−1 =

√
RaCh−2

Pr
, (3.19)

where Reff = UffH/ν. In the MHD literature, the reciprocal of this ratio, which is called

the interaction parameter N = Ro−1
m is often employed (e.g., Xu et al., 2022). In RC, this

non-dimensional ratio is called the convective Rossby number, Roc,

Roc =
Inertia

Coriolis
= ReffEk =

√
RaEk2

Pr
, (3.20)

which shows up as a collapse parameter in a broad array of rotating convection problems

(e.g. Gastine et al., 2014; Aurnou et al., 2020; Landin et al., 2023). Lorentz forces dominate

in MC when Rom = 1/N is small; Coriolis forces dominate in RC when Roc is small. When

these Rossby numbers exceed unity, buoyancy-driven inertial forces should be dominant and

the convection is expected to be effectively unconstrained on all available length scales in

the system.

Comparing Figures 3.7a) and 3.7b), it is clear that the liquid metal MC and RC data have

similar gross morphologies. The Nu/Nu0 is near unity and effectively flat for both Rom ≳ 1

and Roc ≳ 1. Thus, when the constraining Lorentz or Coriolis forces become subdominant

to inertia in either system, the heat transfer is similar to that found in unconstrained RBC

experiments.
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The basic structures of MC and RC data are also similar at Rom ≲ 1 and Roc ≲ 1: the

normalised heat transfer trends relatively sharply downwards with decreasing Rossby num-

ber. However, the detailed structures of the low Rom and low Roc data differ substantively.

The data fall off more steeply with Rossby in the rotating case, then it greatly flattens out

in the lowest Nu/Nu0 RC cases. The differences in slope may be due to the difference in

Ekman pumping (EP) effects in both systems (Julien et al., 2016), although heat trans-

fer enhancement by EP is typically weak in metals since it is hard to modify the thermal

boundary layers in low Pr flows.

Alternatively, these differences may be caused by the differences in critical Ra values and

their scalings. For instance, in the parameter ranges explored in Figure 3.7, oscillatory bulk

convection first onsets in RC (Aurnou et al., 2018), whereas it is the wall modes that develop

first in MC. Further, the bulk magnetoconvective onset scales asymptotically as Racrit ∼ Ch1

whereas bulk oscillatory convective onset asymptotically scales as Racrit ∼ Ek−4/3. This 1/3

difference in the scaling exponents may imply that the available range of Nu/Nu0 will be

larger in the RC cases. Further, the flat tail in the lowest Nu/Nu0 RC data is likely due to

the low convective heat transfer efficiency of oscillatory rotating convection.

Thus, the gross structures of the two data compilations are similar in Figure 3.7. We

hypothesise that their differences in our current data are likely due to the various modal

onset phenomena, as are clearly present in Figure 3.5, that alter the low Rossby branches of

each figure panel. However, it may be that differences in MC and RC supercritical dynamics

better explain these data (cf. Yan et al., 2019; Oliver et al., 2023). Regardless of the root

cause, these low Rossby differences have thus far thwarted our attempts to create a unified

plot in which all the Nu/Nu0 data are simultaneously collapsed (cf. Chong et al., 2017).

3.5.4 Summary

We have conducted a suite of laboratory thermal measurements of liquid gallium magne-

toconvection in cylindrical containers of aspect ratios Γ = 1.0 and 2.0. Our data allow us
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to characterise liquid metal MC from wall mode onset to multimodality. We performed a

fixed Ch = 4 × 104 survey of direct numerical simulation for the same system in a Γ = 2.0

cylindrical geometry. Both laboratory and numerical methods obtained similar heat trans-

fer behaviors, with possible subtle differences in flow morphology. Together with previous

studies, our liquid metal heat transfer data comprise a convective heat transfer survey over

six orders of magnitude in both Ra and in Ch (Figure 3.6).

Busse (2008)’s asymptotic solutions for magnetowall modes best collapse all our MC

heat transfer data, whereas the hybrid theoretical-numerical solutions by Houchens et al.

(2002) captures the exact onset for Γ = 1.0, but the onset for Γ = 2.0 remains unverified.

Better theoretical onset predictions are needed for liquid metal MC in a cylindrical cell as a

function of Γ. This differs from liquid metal rotating convection where accurate theoretical

predictions currently exist for low-Pr fluids in cylindrical geometries (Zhang & Liao, 2009,

2017).

The MC flow morphology was characterised experimentally using a sidewall thermistor

array as well as the DNS temperature and velocity fields. The onset of convection was

verified to occur in the form of stationary (non-drifting) magnetowall modes. These magne-

towall modes develop nose-like protuberances that extend into the fluid bulk with increasing

supercriticality. At Rayleigh numbers beyond the critical value for steady bulk convection,

the noses interact with the interior bulk modes, likely resulting in the apparent cell-like flow

patterns observed by Zürner et al. (2020). Our data show that MC convective heat transport

is sensitive to the flow morphology, with the Nusselt number Nu-Ra data containing distinct

kinks at these points where the dominant convection mode appears to change.

Lastly, liquid metal heat transfer trends in magnetoconvection were compared with ro-

tating convection. The gross behavior of the heat transfer is controlled by the magnetic and

convective Rossby numbers, Rom and Roc, in the respective systems, with the normalised

heat transport Nu/Nu0 approaching the RBC scaling as Rom and Roc approach unity from

below. The detailed trends at Rossby values less than unity show clear differences between
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MC and RC. We have not yet deduced a scheme by which it is possible to collapse all the

liquid metal MC and RC data in a unified way. Nevertheless, all these important findings

lay the foundation for understanding other more complex MC, RC, and RMC systems.

3.6 Appendix: Tables
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Ch Ra Nu Ch Ra Nu Ch Ra Nu

0 1.93E+06 6.13 1.00E+04 5.64E+05 3.41 3.98E+04 1.93E+06 3.52

0 1.02E+06 5.16 1.01E+04 6.87E+05 3.74 4.00E+04 2.79E+06 4.48

0 4.86E+05 4.27 1.00E+04 9.30E+05 4.16 4.02E+04 4.03E+06 5.33

0 2.70E+05 3.75 1.02E+04 1.39E+06 4.89 4.15E+04 5.40E+06 6.06

0 1.52E+05 3.37 1.03E+04 2.15E+06 5.79 9.40E+04 1.65E+05 1.20

0 1.06E+05 3.16 1.04E+04 2.58E+06 6.23 9.40E+04 2.10E+05 1.15

0 3.81E+04 3.24 1.04E+04 3.23E+06 6.62 9.42E+04 3.39E+05 1.07

0 5.69E+04 3.99 1.06E+04 4.37E+06 7.42 9.44E+04 5.81E+05 1.28

0 5.26E+06 8.31 1.05E+04 5.40E+06 8.11 9.49E+04 8.26E+05 1.52

1.06E+04 9.98E+04 1.70 1.09E+04 6.01E+06 8.28 9.47E+04 1.09E+06 1.75

1.06E+04 1.29E+05 1.89 3.87E+04 9.24E+04 1.47 9.48E+04 1.28E+06 2.00

1.01E+04 1.51E+05 2.01 3.72E+04 1.56E+05 1.27 9.70E+04 1.63E+06 2.36

1.00E+04 1.64E+05 2.25 3.88E+04 1.96E+05 1.24 9.73E+04 1.79E+06 2.47

1.01E+04 1.70E+05 2.17 3.89E+04 2.87E+05 1.38 9.76E+04 1.92E+06 2.59

1.01E+04 2.17E+05 2.10 3.89E+04 4.48E+05 1.67 9.76E+04 1.99E+06 2.63

1.01E+04 2.13E+05 2.14 3.91E+04 6.07E+05 2.09 9.81E+04 2.35E+06 2.89

1.01E+04 2.30E+05 2.19 3.92E+04 7.86E+05 2.45 9.91E+04 3.51E+06 3.57

1.01E+04 2.50E+05 2.33 3.91E+04 9.43E+05 2.72 1.01E+05 4.96E+06 4.37

1.01E+04 2.52E+05 2.32 3.92E+04 1.33E+06 2.90 1.04E+05 6.61E+06 5.03

1.01E+04 2.96E+05 2.53 3.93E+04 1.33E+06 2.90 1.05E+05 8.08E+06 5.52

1.01E+04 4.23E+05 3.00 3.97E+04 1.95E+06 3.49

Table 3.2: Current study. Liquid gallium. Pr = 0.027, Γ = 2.

106



Ch Ra Nu Ch Ra Nu Ch Ra Nu

4.00E+04 1.5E+05 1.000 4.00E+04 4.0E+05 1.477 4.00E+04 1.50E+06 3.302

4.00E+04 2.0E+05 1.004 4.01E+04 7.0E+05 2.165 4.00E+04 4.0E+06 5.202

4.00E+04 3.0E+05 1.241 4.00E+04 1.0E+06 2.635

Table 3.3: Current study. DNS. Pr = 0.025, Γ = 2.

Ch Ra Nu Ch Ra Nu Ch Ra Nu

0 1.76E+06 6.95 1.11E+04 5.45E+07 16.40 4.43E+04 5.45E+07 16.40

0 1.78E+06 6.83 3.83E+04 1.88E+06 4.53 9.13E+04 4.63E+06 4.61

0 2.28E+06 7.17 3.84E+04 2.92E+06 5.28 9.13E+04 4.60E+06 4.61

0 4.86E+06 8.61 3.86E+04 3.83E+06 6.03 9.17E+04 5.98E+06 5.16

0 8.61E+06 9.98 3.86E+04 4.69E+06 6.57 9.21E+04 7.07E+06 5.54

0 1.33E+07 11.37 3.89E+04 5.53E+06 7.07 9.15E+04 8.40E+06 5.95

0 2.06E+07 13.10 3.85E+04 6.55E+06 7.61 9.10E+04 9.55E+06 6.29

9.55E+03 1.11E+06 5.66 3.86E+04 7.46E+06 8.04 9.12E+04 1.10E+07 6.69

9.35E+03 1.40E+06 6.10 3.86E+04 8.43E+06 8.48 9.19E+04 1.24E+07 7.06

9.60E+03 2.84E+06 7.53 3.91E+04 9.74E+06 8.99 9.53E+04 1.86E+07 8.53

9.65E+03 3.76E+06 8.21 3.86E+04 9.79E+06 8.92 9.44E+04 2.03E+07 8.83

9.61E+03 4.53E+06 8.66 3.87E+04 1.05E+07 9.19 9.55E+04 2.40E+07 9.46

9.60E+03 5.52E+06 9.04 3.88E+04 1.19E+07 9.59 9.62E+04 2.74E+07 9.99

Table 3.4: Current study. Liquid gallium. Pr = 0.027, Γ = 1.
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Ch Ra Nu Ch Ra Nu Ch Ra Nu

9.55E+03 6.39E+06 9.37 3.89E+04 1.26E+07 9.80 9.65E+04 3.05E+07 10.45

9.58E+03 7.57E+06 9.70 3.88E+04 1.36E+07 10.09 9.82E+04 3.38E+07 10.99

9.62E+03 8.67E+06 10.04 3.92E+04 1.41E+07 10.31 9.89E+04 3.67E+07 11.41

9.75E+03 1.09E+07 10.52 3.90E+04 1.49E+07 10.40 1.02E+05 4.57E+07 12.60

9.77E+03 1.15E+07 10.68 3.93E+04 1.64E+07 10.83 2.88E+05 5.98E+06 3.43

9.94E+03 1.16E+07 10.88 3.95E+04 1.66E+07 10.75 2.75E+05 9.07E+06 4.13

9.78E+03 1.32E+07 11.07 3.97E+04 1.82E+07 11.10 2.88E+05 1.24E+07 4.67

9.92E+03 1.55E+07 11.49 3.95E+04 1.80E+07 11.22 2.90E+05 1.56E+07 5.38

1.00E+04 1.88E+07 12.04 3.96E+04 1.94E+07 11.58 2.90E+05 2.07E+07 6.24

1.01E+04 2.18E+07 12.53 3.98E+04 2.24E+07 12.19 2.90E+05 2.31E+07 6.61

1.03E+04 2.78E+07 13.31 4.09E+04 2.81E+07 13.24 2.89E+05 2.52E+07 6.84

1.03E+04 3.05E+07 13.68 4.13E+04 3.07E+07 13.69 2.96E+05 2.96E+07 7.34

1.07E+04 3.91E+07 14.67 4.26E+04 3.90E+07 14.82 2.97E+05 3.34E+07 7.83

1.09E+04 4.68E+07 15.53 4.31E+04 4.67E+07 15.55 2.88E+05 2.51E+07 6.86

Table 3.5: Current study. Liquid gallium. Pr = 0.027, Γ = 1. Continued.
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Ch Ra Nu Ch Ra Nu Ch Ra Nu

0 8.06E+06 8.676 0 2.53E+09 48.527 2.00E+06 4.99E+08 15.051

0 1.27E+07 9.620 0 2.67E+09 51.986 2.00E+06 6.77E+08 17.400

0 1.82E+07 10.667 7.22E+05 2.97E+07 4.103 2.00E+06 1.10E+09 21.055

0 2.35E+07 11.930 7.22E+05 5.06E+07 5.545 2.00E+06 1.57E+09 24.800

0 3.71E+07 13.228 7.22E+05 7.22E+07 6.936 2.00E+06 1.83E+09 26.111

0 3.81E+07 12.562 7.22E+05 9.08E+07 8.382 2.00E+06 2.07E+09 27.000

0 5.30E+07 14.542 7.22E+05 1.14E+08 9.703 3.93E+06 3.76E+07 1.000

0 6.83E+07 15.986 7.22E+05 1.67E+08 12.033 3.93E+06 4.97E+07 1.578

0 1.08E+08 17.879 7.22E+05 2.21E+08 14.050 3.93E+06 6.41E+07 1.940

0 1.54E+08 18.989 7.22E+05 2.85E+08 15.578 3.93E+06 6.74E+07 1.875

0 2.09E+08 21.055 7.22E+05 4.17E+08 18.989 3.93E+06 9.37E+07 2.930

0 2.44E+08 21.055 7.22E+05 5.81E+08 20.696 3.93E+06 1.24E+08 3.998

0 2.77E+08 22.556 7.22E+05 9.66E+08 25.445 3.93E+06 1.24E+08 4.000

Table 3.6: Cioni et al. (2000a). Liquid mercury. Pr = 0.025, Γ = 1.
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Ch Ra Nu Ch Ra Nu Ch Ra Nu

0 3.40E+08 23.347 7.22E+05 1.34E+09 29.455 3.93E+06 1.55E+08 5.001

0 4.98E+08 25.011 2.00E+06 1.80E+07 1.120 3.93E+06 1.86E+08 5.940

0 5.11E+08 25.665 2.00E+06 2.14E+07 1.448 3.93E+06 2.58E+08 7.691

0 5.80E+08 26.564 2.00E+06 2.62E+07 1.970 3.93E+06 3.33E+08 9.290

0 6.59E+08 27.259 2.00E+06 4.14E+07 2.958 3.93E+06 4.18E+08 10.667

0 7.67E+08 27.972 2.00E+06 6.06E+07 3.960 3.93E+06 5.53E+08 13.800

0 8.72E+08 28.458 2.00E+06 9.34E+07 5.358 3.93E+06 5.97E+08 13.228

0 9.90E+08 28.952 2.00E+06 9.58E+07 5.180 3.93E+06 7.90E+08 15.400

0 1.28E+09 31.284 2.00E+06 1.17E+08 6.419 3.93E+06 1.22E+09 19.319

0 1.57E+09 32.103 2.00E+06 1.47E+08 7.490 3.93E+06 1.69E+09 22.600

0 1.87E+09 35.904 2.00E+06 2.10E+08 9.375 3.93E+06 1.97E+09 23.147

0 2.29E+09 36.843 2.00E+06 2.78E+08 11.000 3.93E+06 2.24E+09 24.600

0 2.35E+09 40.155 2.00E+06 3.50E+08 12.455 3.93E+06 2.54E+09 25.887

0 2.41E+09 43.764 2.00E+06 4.99E+08 15.600

Table 3.7: Cioni et al. (2000a). Liquid mercury. Pr = 0.025, Γ = 1. Continued
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Ch Ra Nu Ch Ra Nu Ch Ra Nu

0 7.21E+02 1.00 0 5.76E+03 1.27 670 1.52E+03 1.00

0 8.18E+02 1.01 0 6.13E+03 1.34 670 2.74E+03 1.01

0 1.12E+03 1.01 0 7.09E+03 1.38 670 4.24E+03 1.00

0 1.30E+03 1.01 0 6.57E+03 1.40 670 6.00E+03 1.01

0 1.46E+03 1.02 0 8.49E+03 1.44 670 7.04E+03 1.01

0 1.86E+03 1.03 0 9.10E+03 1.48 670 9.17E+03 1.01

0 2.12E+03 1.03 0 1.05E+04 1.49 670 8.26E+03 1.01

0 2.27E+03 1.04 0 1.07E+04 1.54 670 1.16E+04 1.03

0 2.50E+03 1.05 0 1.11E+04 1.55 670 1.03E+04 1.02

0 3.35E+03 1.11 0 1.31E+04 1.61 670 1.25E+04 1.03

0 3.52E+03 1.14 0 1.12E+04 1.63 670 1.34E+04 1.04

0 3.77E+03 1.16 0 1.20E+04 1.64 670 1.37E+04 1.05

0 4.15E+03 1.20 0 1.30E+04 1.68 670 1.44E+04 1.05

0 4.71E+03 1.23 0 1.32E+04 1.71 670 1.48E+04 1.06

0 4.55E+03 1.25 0 1.48E+04 1.71 670 1.53E+04 1.08

0 5.22E+03 1.25

Table 3.8: Aurnou & Olson (2001). Liquid gallium. Pr = 0.023, Γ = 6.
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Ch Ra Nu Ch Ra Nu Ch Ra Nu

0 1.74E+03 1.05 0 2.65E+04 1.80 400 4.92E+04 1.48

0 2.29E+03 1.06 0 3.64E+04 1.95 400 6.13E+04 1.60

0 3.08E+03 1.10 0 4.59E+04 2.08 400 7.39E+04 1.69

0 4.72E+03 1.23 0 5.58E+04 2.19 400 8.46E+04 1.78

0 6.92E+03 1.35 400 9.27E+03 1.00 1600 3.22E+04 1.01

0 9.19E+03 1.39 400 1.49E+04 1.05 1600 4.56E+04 1.07

0 1.07E+04 1.45 400 2.11E+04 1.12 1600 6.22E+04 1.18

0 1.49E+04 1.59 400 2.68E+04 1.20 1600 7.60E+04 1.29

0 1.92E+04 1.67 400 3.65E+04 1.30 1600 9.10E+04 1.40

Table 3.9: Burr & Müller (2001). Liquid Na-K alloy. 0.017 < Pr < 0.021, rectangular box

20 : 10 : 1.

Ch Ra Nu Ch Ra Nu Ch Ra Nu

9.46E+03 2.37E+06 7.23 4.74E+04 8.44E+06 8.40 2.85E+05 1.09E+07 4.89

9.50E+03 3.30E+06 7.78 9.35E+04 3.81E+06 4.50 2.85E+05 1.34E+07 5.29

9.54E+03 4.32E+06 8.31 9.39E+04 5.02E+06 5.11 9.35E+05 7.39E+06 2.31

9.60E+03 5.95E+06 8.94 9.43E+04 6.33E+06 5.67 9.40E+05 9.80E+06 2.61

9.58E+03 7.53E+06 9.42 9.49E+04 8.25E+06 6.46 9.46E+05 1.23E+07 2.91

9.58E+03 1.06E+07 10.20 9.48E+04 1.01E+07 7.05 9.54E+05 1.59E+07 3.37

9.74E+03 2.80E+07 13.00 9.47E+04 1.33E+07 8.11 9.54E+05 1.90E+07 3.76

1.01E+04 5.08E+07 15.00 9.53E+04 1.89E+07 9.56 9.57E+05 2.53E+07 4.29

4.68E+04 3.10E+06 5.52 9.96E+04 5.40E+07 14.10 9.67E+05 3.48E+07 5.25

4.70E+04 4.11E+06 6.24 2.80E+05 5.23E+06 3.27 1.02E+06 8.85E+07 8.84

4.72E+04 5.13E+06 6.99 2.81E+05 6.70E+06 3.83 1.24E+06 1.70E+08 11.90

4.75E+04 6.81E+06 7.81 2.83E+05 8.37E+06 4.28

Table 3.10: King & Aurnou (2015). Liquid gallium. Pr = 0.025, Γ = 1.
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Ch Ra Nu Ch Ra Nu Ch Ra Nu

1.73E+02 4.18E+06 7.59 1.73E+04 2.51E+07 11.80 2.12E+05 3.34E+07 8.84

1.73E+02 6.27E+06 8.10 1.73E+04 3.34E+07 12.30 2.12E+05 5.85E+07 12.00

1.73E+02 1.05E+07 9.19 1.74E+04 5.78E+07 15.50 4.32E+05 1.05E+07 3.18

1.73E+02 1.67E+07 11.00 1.74E+04 5.82E+07 15.50 4.32E+05 1.05E+07 3.67

1.72E+02 3.34E+07 12.50 1.73E+04 5.84E+07 15.00 4.32E+05 1.05E+07 3.18

1.74E+02 5.82E+07 15.70 3.89E+04 1.05E+07 7.67 4.32E+05 1.05E+07 3.41

1.78E+02 5.91E+07 15.70 6.92E+04 6.26E+06 5.48 4.32E+05 1.67E+07 4.98

4.32E+03 4.18E+06 7.49 6.92E+04 1.05E+07 6.62 4.33E+05 3.34E+07 7.20

4.32E+03 6.27E+06 7.71 6.92E+04 1.67E+07 8.55 4.33E+05 5.86E+07 10.10

4.32E+03 1.05E+07 9.23 6.92E+04 2.51E+07 9.77 7.31E+05 1.67E+07 3.63

4.33E+03 1.67E+07 10.90 6.93E+04 3.34E+07 11.00 7.31E+05 3.34E+07 5.90

4.33E+03 2.51E+07 11.60 6.93E+04 3.34E+07 10.80 7.32E+05 5.86E+07 8.89

4.33E+03 3.34E+07 12.30 6.94E+04 5.84E+07 14.40 1.11E+06 1.67E+07 2.97

4.34E+03 5.81E+07 15.20 6.94E+04 5.85E+07 14.00 1.11E+06 3.34E+07 4.75

1.73E+04 4.18E+06 5.99 6.94E+04 5.85E+07 14.40 1.11E+06 3.34E+07 5.12

1.73E+04 6.27E+06 7.28 6.94E+04 5.86E+07 14.30 1.11E+06 3.34E+07 4.88

1.73E+04 1.05E+07 9.07 2.12E+05 1.05E+07 5.05 1.11E+06 5.85E+07 7.63

1.73E+04 1.67E+07 10.90 2.12E+05 1.67E+07 6.75

Table 3.11: Zürner et al. (2020). Liquid GaInSn. Pr = 0.029, Γ = 1.
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Figure 3.8: Nu vs. Ra Rayleigh-Bénard convection of liquid gallium with error bars on the data.

The Γ = 0.5, 40 cm tank data are in teal, and Γ = 1, 20 cm tank data are in brown.

3.7 Appendix: RBC heat transfer in the 40-cm tank

Figure 3.8 shows that the RBC heat transfer behavior in the Γ = 0.5, 40 cm tank approxi-

mately follows the scaling behaviors derived from Γ = 1, 20 cm tank.
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CHAPTER 4

Thermoelectric Magnetoconvection at Planetary

Boundaries

“Realize that everything connects to

everything else.”

— Leonardo da Vinci

Reproduced from: Xu, Y., Horn, S., & Aurnou, J. (2022). Thermoelectric Precession in

Turbulent Magnetoconvection. Journal of Fluid Mechanics, 930, A8. [Link]

Understanding the MHD dynamics near the planetary boundaries, such as the core-

mantle boundary (CMB), are essential to interpreting the geomagnetic data and, thus, a

crucial step in studying planetary dynamo processes. In answering the second question in

section 1.4, I conducted laboratory magnetoconvection experiments in liquid gallium. In

this study, I find that a self-sustaining thermoelectric current at the solid-liquid boundary

interfaces interacts with the vertical magnetic field and causes a slow axial precession in

the turbulent large-scale circulation of the liquid MC. My experiments demonstrate that

this LSC precession occurs only when electrically conducting boundary conditions are em-

ployed and that the precession direction reverses when the axial magnetic field direction

is flipped. I developed a thermoelectric magnetoconvection (TEMC) model that success-

fully predicts the zeroth-order magnetoprecession dynamics. This model yields precession

frequency predictions that agree with the experimental observations. This study postulates

that thermoelectric effects in convective flows may have dynamical influences on the core

flows near the CMB. More broadly, this study suggests that core-mantle current systems
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may exist in a variety of planetary/exoplanetary settings (e.g., Giampieri & Balogh, 2002).

Section 4.2.1 introduces the fundamentals of thermoelectric effects. Section 4.2.2 presents

the governing equations and non-dimensional parameters that control the TEMC system.

Section 4.2.3 reviews the established stability analysis and previous research related to the

MC system. Section 4.3 addresses the experimental setup, the diagnostics used, and the

physical properties of the working fluid, liquid gallium. Section 4.4 shows the experimental

results with electrically-insulating boundary conditions. Section 4.5 presents the results of

experiments made with electrically-conducting boundary conditions and the appearance of

the magnetoprecessional mode. Section 4.6 presents an experimental survey in which I fix

the convective forcing and vary the strength of the applied magnetic field. Following these

laboratory results, in section 4.7, I develop an analytical model of the magnetoprecessional

mode driven by thermoelectric currents generated by horizontal temperature gradients that

exist along the top and bottom electrically-conducting boundaries. Finally, in section 4.8, I

discuss the findings and potential future applications.

4.1 Introduction

The classical set-up for magnetoconvection (MC) is that of Rayleigh-Bénard convection

(RBC) in an electrically-conductive fluid layer occurring in the presence of an externally im-

posed magnetic field (Chandrasekhar, 1961; Nakagawa, 1955). The electrically conducting

fluid layer is heated from below and cooled from above, typically with the assumption that

the top and bottom horizontal boundaries are isothermal and electrically insulating. The

imposed magnetic field is usually vertically- (Cioni et al., 2000b; Aurnou & Olson, 2001;

Zürner et al., 2020) or horizontally-oriented (Tasaka et al., 2016; Vogt et al., 2018b). MC

is employed as an idealized model for many physical systems (Weiss & Proctor, 2014). In

geophysics, MC is considered an essential sub-system of the thermocompositionally driven

turbulent convection that generates the magnetic fields in molten metal planetary cores (e.g.,
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Jones, 2011; Roberts & King, 2013; Aurnou & King, 2017; Moffatt & Dormy, 2019b). In

astrophysics, MC is associated with the sunspot umbra structure, where the strong magnetic

field suppresses the thermal convection in the outer layer of the Sun and other stars (e.g.,

Proctor & Weiss, 1982; Schüssler & Vögler, 2006; Rempel et al., 2009). MC is also related to

the X-ray flaring activities on magnetars with extremely large magnetic flux densities esti-

mated from 109 to 1011 T (Castro-Tirado et al., 2008). Furthermore, MC has an essential role

in numerous industrial and engineering applications such as crystal growth (Moreau, 1999;

Rudolph, 2008), design of liquid-metal-cooled blankets for nuclear fusion reactors (Barleon

et al., 1991; Abdou et al., 2001; Salavy et al., 2007) as well as induction heating, casting

(Taberlet & Fautrelle, 1985; Davidson, 1999), and liquid metal batteries (Kelley & Weier,

2018; Cheng et al., 2022a).

In sharp contrast to the ideal theoretical MC system, liquid metals employed in many lab-

oratory and industrial MC systems have different thermoelectric properties from the bound-

ary materials. This is also the case in natural systems where the properties significantly

differ across a material interface, such as at the Earth’s core-mantle boundary (e.g., Lay

et al., 1998; Mao et al., 2017; Mound et al., 2019). When an interfacial temperature gradi-

ent is present, thermoelectric currents are generated that can form current loops across the

interface (Shercliff, 1979; Jaworski et al., 2010). When in the presence of magnetic fields

that are not parallel to the currents, Lorentz forces arise that can stir the liquid metal

(Jaworski et al., 2010). Such phenomena can be explained by the thermoelectric magne-

tohydrodynamics (TE-MHD) theory first developed by Shercliff (1979), which focussed on

forced heat transfer in nuclear fusion blankets. Although other applications of TE-MHD

exist in solidification processes and crystal growth (Boettinger et al., 2000; Kao et al., 2009),

we are unaware of any previous applications of TE-MHD where the convection itself sets

the boundary thermal gradients (Zhang et al., 2009), as occurs in the experiments presented

here.

Our laboratory experiment focuses on the canonical configuration of turbulent MC in
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a cylindrical volume of liquid gallium in the presence of vertical magnetic fields and with

different electrical boundary conditions. Three behavioral regimes are identified primarily

using sidewall temperature measurements: i) a turbulent large-scale circulation ‘jump rope

vortex (JRV)’ regime in the weak magnetic field regime (Vogt et al., 2018a); ii) a mag-

netoprecessional (MP) regime in which the large-scale circulation (LSC) precesses around

its vertical axis is found for moderate magnetic field strengths and electrically conducting

boundary conditions; iii) a multi-cellular magnetoconvection (MCMC) regime is found in the

highest magnetic field strength cases. Although this is the first systematic study of the mag-

netoprecessional mode, this is not the first time that it has been experimentally observed.

This behavior was first observed in our laboratory in the thesis experiments of (Grannan

et al., 2017). In addition, what appears to be a similar precession was reported in the MC

experiments of (Zürner et al., 2020).

4.2 Background

4.2.1 Thermoelectric Effects

Thermoelectric effects enable conversions between thermal and electric energy in electrically

conducting materials. There are three different types: the Seebeck, Peltier, and Thomson

effects (Terasaki, 2011). The Peltier and Thomson effects in our experimental system produce

temperature changes of order µK, which are not resolvable with our present thermometric

capabilities. Moreover, such small temperature variations will not affect the dynamics of our

system. Thus, Peltier and Thomson effects are not considered further.

The Seebeck effect describes the net spatial diffusion of electrons towards or away from

a local temperature anomaly (Kasap, 2001). As a consequence of this effect, positive and

negative charges tend to become sequestered on opposite sides of a regional temperature

gradient in the material, leading to the development of a thermoelectric electrical potential.
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Ohm’s law then becomes (Shercliff, 1979):

J = σ (E + u×B − S∇T ) , (4.1)

where −σS∇T encapsulates the thermoelectric current. The variables in eq. (4.1) are the

electric current density J , the electric conductivity σ (≃ 3.85 × 106 S/m in gallium), the

electric field E, the fluid velocity u, the magnetic flux B, the Seebeck coefficient S, and

temperature T .

Mott & Jones (1958) derived the following expression for the Seebeck coefficient of a

homogeneous and electrically conducting material as below:

S = −π2kB
2x0

3eEF0

T, (4.2)

where T is measured in Kelvin (T ≈ 300 K for room temperature), kB is the Boltzmann

constant, kB = 1.38 × 10−23 kg m2s−2K−1 is the Boltzmann constant, x0 is an O(1) di-

mensionless constant that depends on the material properties, e = 1.60 × 10−19 C is the

elementary electron charge, and EF0 is the material’s Fermi energy (∼ 10 eV = 1.6× 10−18

J for metals). In a uniform medium, S is a function only of T . In this case, ∇S is parallel

to ∇T such that ∇S ×∇T = 0, which then requires that S∇T is irrotational in a uniform

medium.

As figure 4.1 shows, however, a temperature gradient at the interface of two materials

with different Seebeck coefficients can generate a net thermoelectric potential. In this case,

the Seebeck coefficient S discontinuously varies across the interface of the two materials, A
and B. Near r0 and r1, ∇S is no longer parallel to ∇T , so a thermoelectric current can form

a closed-looped circuit.

The thermoelectric potential, ΦTE, can be calculated via the circuit integral

ΦTE =

∮
JTE · dr
σAB

, (4.3)

where σAB is the effective electric conductivity of the two-material system. The effective
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Figure 4.1: A thermoelectric current loop, JTE , forms across two different conducting materials

A and B with a horizontal temperature gradient in the ên-direction. The locations where the

thermoelectric current flows in and out the interface are labeled as r0 and r1, respectively. A

temperature gradient exists between r0 and r1, where the corresponding temperatures are T0 < T1.

The distance between r0 and r1 is defined as the characteristic length L = |r1 − r0|. The direction

of the current depends on the Seebeck coefficients of both materials, SA and SB, following eq. (4.6).

electrical resistivity ρ̃AB is the sum of the resistivities in each material:

ρ̃AB = ρ̃A + ρ̃B , (4.4)

where we assume that the current travels through comparable cross-sectional areas and

lengths in each material. Since σ = 1/ρ̃, the effective electrical conductivity for the thermo-

electric circuit is

σAB =
1

ρ̃AB
=

1

ρ̃A + ρ̃B
=

σA σB

σA + σB
. (4.5)

Isolating the thermoelectric current density in the current loop, JTE, in eq. (4.1) yields

JTE = −σABS̃∇T ≈ −σABS̃

(
T1 − T0

L

)
, (4.6)

where S̃ is the net Seebeck coefficient of the two-material system, and the temperature

gradient in the ên-direction is approximated by (T1 − T0)/L (see figure 4.1). Substituting

eq. (4.6) into eq. (4.3), one can show that the net thermoelectric potential ΦTE is the

difference between the thermoelectric potentials in each material,

ΦTE = ΦA − ΦB = −
∫ r1(T1)

r0(T0)

SA∇T · dr +

∫ r1(T1)

r0(T0)

SB∇T · dr, (4.7)
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where r0 and r1 denotes the location where the thermoelectric current flows in and out the

interface, and T0 and T1 are the temperatures at r0 and r1, respectively. We set T0 < T1, so

that the temperature gradient is positive from r0 to r1, following figure 4.1. Here SA and SB

are the Seebeck coefficients of materials A and B, respectively.

Substituting eq. (4.2) into eq. (4.7) then yields

ΦTE =

∫ r1(T1)

r0(T0)

(SB − SA)∇T · dr =
π2k2

B

6e

[
xB

EFB
− xA

EFA

] (
T 2
1 − T 2

0

)
, (4.8)

where xA, xB, EFA, and EFB are numerical constants and Fermi energies of the materials A
and B, respectively.

The system’s net Seebeck coefficient is then written as

S̃ =
ΦTE

T1 − T0

=
π2kB

2

3e

[
xB

EFB
− xA

EFA

](
T0 + T1

2

)
, (4.9)

where (T1 + T0)/2 is the mean temperature of the material interface. Note the structural

similarity between the expressions for the Seebeck coefficient for a single material eq. (4.2)

and the net Seebeck coefficient across a material interface eq. (4.9).

4.2.2 Governing Equations and Nondimensional Parameters

The magnetic Reynolds number, Rm, estimates the ratio of magnetic induction and diffusion

in an MHD system. In our laboratory experiments, upper bounding values of Rm are

estimated by using the convective free-fall velocity (Julien et al., 1996; Glazier et al., 1999),

Uff =
√

αT∆TgH , (4.10)

leading to

Rm =
UffH

η
= RePm , (4.11)

where Re is the Reynolds number, which denotes the ratio of inertial and viscous effects,

Re =
UffH

ν
, (4.12)
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the magnetic Prandtl number is the ratio of the fluid’s magnetic diffusivity η and its kine-

matic viscosity ν,

Pm =
ν

η
, (4.13)

and αT is the thermal expansivity of the fluid, ∆T is the vertical temperature difference

across the fluid layer of depth H, g is the gravitational acceleration. In our experiments,

Re ≲ 9 × 103 and Pm ≃ 1.7 × 10−6. Thus, Rm ≲ 0.015 ≪ 1 for our system, in good

agreement with estimates made using ultrasonic velocity measurements in this same setup

by Vogt et al. (2018a). Further, the free-fall timescale can be defined as

τff = H/Uff . (4.14)

The estimates above show that magnetic diffusion dominates induction in our experi-

ments. In this low-Rm regime, the influence of fluid motions on the magnetic field can be

neglected and the full magnetic induction equation need not be solved amongst the govern-

ing equations. This results in both Rm and Pm dropping out of the problem (Davidson,

2016). This so-called ‘quasistatic approximation’ is commonly applied in low-Rm fluid sys-

tems and is valid in most laboratory and industrial liquid metal applications (Sarris et al.,

2006; Davidson, 2016; Knaepen & Moreau, 2008).

In addition to quastistaticity, the Boussinesq approximation is applied (Oberbeck, 1879;

Boussinesq, 1903; Gray & Giorgini, 1976; Tritton, 1977; Chillà & Schumacher, 2012). The

governing equations of thermoelectric magnetoconvection (TEMC) are then

J = σ (−∇Φ + u×B − S∇T ) , (4.15a)

∇ · J = 0, (4.15b)

∂u

∂t
+ (u ·∇)u = −1

ρ
∇p+

1

ρ
(J ×B) + ν∇2u+ αT∆Tg, (4.15c)

∇ · u = 0, (4.15d)

∂T

∂t
+ (u ·∇)T = κ∇2T, (4.15e)
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where ρ is fluid density, p is non-hydrostatic pressure, g = gêz is the gravity vector, and κ

is the thermal diffusivity. The external field is B = Bêb. Note that Ohm’s law (4.15a) has

been simplified via the quasistatic approximation, such that the rotational part of electric

field and perturbative second-order terms from u × B are not considered. Accordingly,

in the bulk fluid, far from material interfaces, where net Seebeck effects are small, the

quasistatic Lorentz force is J × B ∼ −σu⊥B
2, where u⊥ is the velocity perpendicular to

the direction of the magnetic field. Therefore, the low-Rm Lorentz force acts as a drag

that opposes bulk fluid velocities that are directed perpendicular to B (Sarris et al., 2006;

Davidson, 2016). This quasistatic Lorentz drag depends only on B2. In sharp contrast,

the thermoelectric component of the Lorentz force, −σS∇T × B, varies linearly with B.

Therefore, the thermoelectric Lorentz force changes sign when the direction of the applied

magnetic field is flipped.

The governing equations (4.15) can be nondimensionalized using H as length scale and

Uff as the velocity scale, such that the free-fall time τff = H/Uff is the time scale. Moreover,

the external magnetic flux density B is the magnetic field scale, the bulk current density is

scaled by σUffB, the electric potential scale is UffBH, and ∆T is the temperature scale.

The dimensionless governing equations of Oberbeck-Boussinesq thermoelectric magnetocon-

vection (TEMC) are

∇ · J = 0, (4.16a)

J = −∇Φ + u× êb − Se∇T, (4.16b)

∇ · u = 0, (4.16c)

∂u

∂t
+ u · ∇u = −∇p+

√
Ch2Pr

Ra
(J × êb) +

√
Pr

Ra
∇2u+ T êz, (4.16d)

∂T

∂t
+ u · ∇T =

√
1

RaPr
∇2T, (4.16e)

where here u is the dimensionless velocity of the fluid, p is the dimensionless non-hydrostatic

pressure, J is the dimensionless electric current density, B = êb is the dimensionless flux

123



density of the external magnetic field, and T is the nondimensional temperature. The nondi-

mensionalized vertical magnetic field is constant and uniform, êb = ±êz.

This nondimensional control group may be decomposed into four parameters: the Prandtl

number Pr, the Rayleigh number Ra, the Chandrasekhar number Ch, and the Seebeck

number Se. The Prandtl number describes the thermo-mechanical properties of the fluid:

Pr =
ν

κ
; (4.17)

in liquid gallium, Pr ≈ 0.027 at 40◦C. The Rayleigh number characterizes the buoyancy

forcing relative to thermoviscous damping:

Ra =
αT∆TgH3

νκ
. (4.18)

The Chandrasekhar number describes the ratio of quasistatic Lorentz and viscous forces:

Ch =
σB2H2

ρν
. (4.19)

The Seebeck number estimates the ratio of thermoelectric currents in the fluid and currents

induced by fluid motions:

Se =
|S̃|∆T/H

UffB
. (4.20)

Alternatively, Se can be cast as the ratio of the thermoelectrical potential and the motionally-

induced potential in the fluid. Typical values of Se in our experiments with gallium-copper

interfaces range from O(10−2) to O(1), implying that the Seebeck effect can generate dy-

namically significant experimental thermoelectric currents.

Lastly, the aspect ratio acts to describe the geometry of the fluid volume:

Γ =
D

H
, (4.21)

where D is the inner diameter of the cylindrical container. We focus on Γ = 2 in this study,

similar to Vogt et al. (2018a), and present only two Γ = 1 case results for contrast in section

4.11.
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Number Names Symbol Definition Equivalence Current Study

Magnetic Reynolds Rm
UffH

η
RePm ≲ 10−2

Magnetic Prandtl Pm
ν

η
1.7× 10−6

Prandtl Pr
ν

κ
2.7× 10−2

Rayleigh Ra
αg∆TH3

νκ
∼ 2× 106

Chandrasekhar Ch
σB2H2

ρν
[0, 8.4× 104]

Seebeck Se
|S̃|∆T/H

UffB
∼ [10−2, 1]

Aspect Ratio Γ
D

H
2.0

Reynolds Re
UffH

ν

√
Ra

Pr
≲ 8.7× 103

Péclet Pe
UffH

κ

√
RaPr ≲ 2.2× 102

Convective Interaction NC
σB2H

ρUff

√
Ch2Pr

Ra
=

Ch

Re
≲ 10

Thermoelectric Interaction NTE
σB|S̃|∆T

ρU2
ff

SeNC ≲ 10

Table 4.1: Nondimensional parameters and parameter groups in thermoelectric magnetoconvec-

tion (TEMC). The low values of the top two parameters show that the current experiments fall

within the quasistatic approximation. The next five are the base parameters used to describe most

of the experimental cases. The next four parameters are alternative groupings that arise in the

nondimensional version of eq. (4.15).
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Alternatively, the groups of the above parameters that exist in (4.16) and (4.25) are the

Péclet number Pe, the Reynolds number Re, the convective interaction parameter NC and

the thermoelectric interaction parameter NCSe. The Péclet number,

Pe =
UffH

κ
=

√
RaPr, (4.22)

estimates the ratio of thermal advection and thermal diffusion in the thermal energy equation.

The convective interaction parameter NC is the ratio of quasistatic Lorentz drag and fluid

inertia. It is defined as:

NC =
σB2H

ρUff

= Ch

√
Pr

Ra
=

Ch

Re
. (4.23)

When NC ≳ 1, the Lorentz force will tend to strongly damp buoyancy-driven convective

turbulence. Lastly, the thermoelectric interaction parameter, NTE is the product of the con-

vective interaction parameter NC and the Seebeck number Se. This parameter approximates

the ratio between the thermoelectric Lorentz force and the fluid inertia, and is given by

NTE =
σB|S̃|∆T

ρU2
ff

= SeNC. (4.24)

Thus, when Se ∼ 1, the thermoelectric forces can become comparable to the MHD drag, at

least in the vicinity of the material interfaces where the thermoelectric currents are maximal.

The physical meanings of NTE and NC and be found in the Lorentz term of the governing

equation. The (Ra/Pr)−1/2 grouping in (4.16d) is the reciprocal of the Reynolds number

Re. The (RaPr)−1/2 group in (4.16e) is the reciprocal of the Péclet number. Further, using

(4.16b), the Lorentz term in (4.16d) expands to:√
Ch2Pr

Ra
(J × êb) = [NC (−∇Φ + u× êb)−NTE∇T ]× êb

= NC [(êb ×∇Φ)− u⊥] +NTE(êb ×∇T ), (4.25)

where u⊥ is the velocity perpendicular to the vertical direction ez. The first term on the

right-hand side is due to irrotational electric fields in the fluid, which are likely small in our

experiments. The second term is the quasi-static Lorentz drag, and the third term is due to
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thermoelectric currents in the fluid. The nondimensional groups in (4.25) are the convective

interaction parameter, NC = Ch
√

Pr/Ra, and the thermoelectric interaction parameter,

NTE = SeNC.

All the nondimensional parameters and their estimated values for our study are summa-

rized in Table 4.1.

4.2.3 Previous Studies of Turbulent Magnetoconvection

Despite its broad relevance to natural and industrial systems, magnetoconvection has not

been studied in great detail relative to non-magnetic RBC (Ahlers et al., 2009) and rotating

convection (Aurnou et al., 2015b). Further, laboratory and numerical studies of turbulent

MC have largely neglected thermoelectric effects to date (cf. Zhang et al. (2009)). Thus, in

reviewing the current state of turbulent MC studies, TE effects will not be considered.

In the limit of weak magnetic fields, such that NC → 0, turbulent MC behaves similarly

to RBC (Cioni et al., 2000b; Zürner et al., 2016), with the flow self-organizing into a large-

scale circulation (LSC). Thus, the LSC is the base flow structure in turbulent MC when the

dynamical effects of the magnetic field are subdominant (Zürner et al., 2020). LSCs, the

largest turbulent overturning structure in the bulk fluid, have been studied extensively in

RBC systems (Xia et al., 2003; Xi et al., 2004; Sun et al., 2005; Von Hardenberg et al., 2008;

Brown & Ahlers, 2009; Ahlers et al., 2009; Chillà & Schumacher, 2012; Pandey et al., 2018;

Stevens et al., 2018; Vogt et al., 2018a; Zürner et al., 2020).

Vogt et al. (2018a) carried out turbulent RBC laboratory (and associated numerical)

experiments in a Γ = 2 liquid gallium cell using the same laboratory device as we employ

in this study. Coupling the DNS outputs to laboratory thermo-velocimetric data, Vogt

et al. (2018a) found that the turbulent liquid metal convection was dominated by a so-called

jump rope vortex (JRV) LSC mode, instead of the sloshing and torsional modes found in

the majority of Γ = 1 experiments (Funfschilling & Ahlers, 2004; Funfschilling et al., 2008;
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Brown & Ahlers, 2009; Xi et al., 2009; Zhou et al., 2009). The JRV had a characteristic

oscillation frequency f̃JRV of

f̃JRV = fJRV /fκ = 0.027Ra0.419, (4.26)

where fκ is the inverse of the thermal diffusion timescale

τκ = H2/κ. (4.27)

Ultrasonic measurements yielded an LSC velocity scaling corresponding to

ReJRV = 0.99 (Ra/Pr)0.483 , (4.28)

formulated using their mean Prandtl number value, Pr ≃ 0.027. These velocity measure-

ments approach the free-fall velocity scaling in which Re = UffH/ν = (Ra/Pr)1/2. Thus,

we will use Uff as the characteristic velocity scale when nondimensionalizing our equations

and in the model of thermoelectric LSC precession developed in §4.7.

The quasistatic Lorentz force does, however, impede the convective motions in finite NC

cases. Zürner et al. (2020) used ultrasonic velocimetry measurements to develop an empirical

scaling law for the global characteristic velocity, UMC , in GaInSn MC experiments:

UMC =

(
1

1 + 0.68N0.87
C

)
Uff . (4.29)

In §4.7, we will test both UMC and Uff in our model for thermoelectrical precession of

the LSC, and show that the UMC-based predictions better fit our precessional frequency

measurements.

The turbulent LSC mode breaks down in MC when NC ≳ 1 (Cioni et al., 2000b; Zürner

et al., 2019, 2020). This is roughly analogous to the loss of the LSC in rotating convection

when the Rossby number is decreased below unity (Kunnen et al., 2008; Horn & Shishkina,

2015). In the supercritical NC ≳ 1 regime, the convection in the fluid bulk should then

become multi-cellular, akin to the flows shown in Yan et al. (2019).
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Near the onset of the magnetoconvection, wall modes appear near the vertical boundaries

and will become unstable before bulk convection in many geometrically-confined MC systems

(Busse, 2008).

It is important to stress that MC wall modes do not drift along the wall, in contrast to

rotating convection (Ecke et al., 1992), since the quasistatic Lorentz force does not break

azimuthal reflection symmetry (Houchens et al., 2002). The multi-cellular and magneto-wall

mode regimes were both investigated in the numerical MC simulations of Liu et al. (2018).

The wall modes were found not to drift in their large-aspect ratio simulations, similar to the

experimental findings of Zürner et al. (2020). Further, Liu et al. (2018) showed that the wall

modes could become unstable and inject nearly axially-invariant jets into the fluid bulk.

Strong wall mode injections are also found in the numerical MC simulations of Akhmeda-

gaev et al. (2020). These injected axially-invariant jets are accompanied by a net azimuthal

drift of the flow field, whose drift direction appears to be randomly set. We interpret these

drifting flows as being controlled by the collisional interaction of the jets, qualitatively similar

in nature to the onset of the shearing flows in the plane layer simulations of Goluskin et al.

(2014). Therefore, we argue that the drifting effect found in the NC > 1 near-onset numeri-

cal simulation by Akhmedagaev et al. (2020) fundamentally differs from the LSC precession

found in the thermoelectrically-active NC ≲ 1 experiments reported herein.

4.3 Experimental Set-up and Methods

Laboratory MC experiments are conducted using UCLA’s RoMagdevice, as shown in figure

4.2. See the appendix of King et al. (2012b) for device details. Here, a vertical magnetic field

is applied to an upright, non-rotating cylindrical tank filled with liquid gallium (Pr ≃ 0.027).

The magnetic field vector is

B = Bêb, where êb = ±êz, (4.30)
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such that êb = +êz corresponds to an upward magnetic field vector and êb = −êz corre-

sponds to a downward magnetic field vector. The magnetic field is generated by an hourglass

solenoid. With the tank centered along the bore of the solenoid, the vertical component of

the magnetic field is constant over the fluid volume to within ±0.5% (King & Aurnou, 2015).

The magnetic field strength can be varied from 0 to 650 gauss, corresponding to a maximum

Chandrasekhar value of Ch = 8.4× 104.

The material properties of liquid gallium are adapted from Aurnou et al. (2018). The

container is made up of a cylindrical sidewall and a set of top and bottom end-blocks; the

sidewall has an inner diameter D = 2R = 196.8 mm and the fluid layer height is fixed at

H = 98.4 mm such that Γ = 2.0. We control the thermoelectric effects by changing the

materials of these bounding elements. In specific, two different sets of boundaries are used.

The first set is made up of an acrylic sidewall and Teflon coated aluminum end-blocks, in

order to achieve electrically-insulated boundary conditions. The second set uses a stainless

steel 316L sidewall and copper end-blocks, which provide electrically-conducting boundary

conditions. The copper is uncoated and has been allowed to chemically interact with the

gallium. This copper interface is not perfectly smooth due to gallium corrosion, allowing

gallium to fully wets the surface. This is important as liquid metals often fail to make good

surface contact with extremely smooth, pristine surfaces, likely due to strong surface tension

effects.

The bottom of the convection stack is heated with a non-inductively wound electrical

resistance pad (figure 4.2(c)), with the heating power held at a fixed value, Pinput, in each

experiment. Heat is extracted at the top of the convection stack by circulating thermostated

cooling fluid through an aluminum heat exchanger that contains a double-spiral internal

channel. Although the double wound channel minimizes the temperature gradients within

the heat exchanger, the inlet and outlet ports must be at different temperatures due to the

extraction of heat from the tank. The locations of the cooler inlet and warmer outlet are

marked by arrows and triangles in figure 4.2(d), and in later figures just by the triangles.
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By maintaining the time-mean difference between the horizontally averaged temperatures

on the top and bottom boundaries, we are able to fix Ra ≈ 2×106 for all the experiments in

this study. The sidewall of the tank is thermally insulated by a 5-cm thick Aspen Aerogels’

Cryogel X201 blanket (not shown), which has a thermal conductivity of 0.015 W/(mK). The

heating power lost from the sidewall and endwalls, Ploss, is estimated and then subtracted

from the total input power, so that the effective heating power is P = Pinput − Ploss.

Twelve thermistors are embedded in the top and bottom end-blocks roughly δz = 2mm

from the fluid-solid interface, and at cylindrical radius r = 0.71R. These are shown as the

red probes in figure 4.2(d)). These thermistors are evenly separated 60◦ apart from each

other in azimuth. Another six thermistors, shown in green in figure 4.2(d), are located

on the exterior wall of the sidewall in the tank’s midplane. The midplane thermistors are

located at the same azimuth values as the top and bottom block thermistors, forming six

vertically aligned thermistor triplets. Temperature data are simultaneously acquired at a

rate of 10Hz. The top and bottom thermistors are located 2 mm from the fluid surfaces and

extend horizontally 28.9 mm into the lids from the side.

This thermometry data is discretized in both space and time. The discrete temperature

time series data is expressed as

T k
ij = T (ϕi, tj, zk). (4.31)

The index i ranges from 1 to 6, corresponding to the thermistor locations at 0◦, 60◦, 120◦,

180◦, 240◦, and 300◦ azimuth, respectively. The time step in the data acquisition is de-

noted by the index j, which ranges from 1 to a final index value N for a given time series.

Thermistor height is labeled via index k = 1, 2, or 3, corresponding to the bottom block

thermistors, the midplane thermistors and the top block thermistors, respectively. The bot-

tom block thermistors are located at z1 = −2 mm = ‘bot’; the midplane thermistors are at

z2 = 49.3 mm = ‘mid’; and the top block thermistors are set at z3 = 100.6 mm = ‘top’.

No index is given for the radial position of the thermistors, so we reiterate that the end-

block thermistors (k = 1, 3) are located at r = 69.7 mm = 0.71R, whereas the midplane
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Figure 4.2: a) Schematic of the laboratory apparatus. b) Image of the convection tank with heat

exchanger and safety heating tape in case of a power outage. c) Closer in image of the sidewall and

top and bottom thermal end-blocks. The device is thermally insulated by an aerogel blanket that

is not shown here. d) Schematic showing the top, bottom, and midplane thermistor placements.

The blue and red arrows on the top mark the azimuth position of the inlet (cooler coolant) and

outlet (warmer coolant) locations on the heat exchanger. In the following figures, these azimuthal

angles are marked by the downward blue triangle and the upward red triangle.
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thermistors (k = 2) are on the exterior of the sidewall at r = 100 mm = 1.02R.

The thermometry data is used to calculate the time-averaged temperature difference

across the height of the fluid layer, ∆T , defined as

∆T = T bot − T top , (4.32)

where T bot and T top are the time and azimuthal mean temperatures of the bottom and top

end-block boundaries. These horizontal means are calculated via

T bot =
1

6N

6∑
i=1

N∑
j=1

T bot
ij and T top =

1

6N

6∑
i=1

N∑
j=1

T top
ij . (4.33)

This indexing convention will be used throughout this treatment. Further, T k denotes the

time-azimuthal mean temperature on the index k horizontal plane.

The material properties of the working fluid are determined using the mean temperature

of the fluid volume

T =
(
T bot + T top

)
/2 . (4.34)

These, in turn, can then be used to measure the heat transfer efficiency of the system,

characterized by the Nusselt number,

Nu =
qH

λ∆T
, (4.35)

where q = 4P/(πD2) is the heat flux, and λ = 31.4 W/(mK) is the thermal conductivity of

gallium. The Nusselt number describes the ratio of the total and conductive heat transfer

across the fluid layer (Cheng & Aurnou, 2016).

The physical properties of the boundary are also very important in this study. The

isothermality of the bounding end-blocks is typically characterized by the Biot number,

Bi =
Nu (λ/H)

λs/Ds

, (4.36)

where λs and Ds are the solid end-block’s thermal conductivity and thickness, respectively.

This parameter estimates the effective thermal conductance of the convective fluid layer
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to that of the solid bounding block. When Bi ≪ 1, it is typically argued that boundary

conditions are nearly isothermal, since the thermal conductance in the solid so greatly exceeds

that of the fluid. We estimate Bi = 0.07 for the top copper lid and Bi = 0.22 for the

bottom Cu end-block. A similar estimation suggests that Bi = 0.24 for both Teflon-coat

aluminum boundaries. These Bi values would suggest that boundary thermal anomalies are

approximately 10% of ∆T (Verzicco, 2004).

This estimate, however, is not accurate in moderate Pe, low Pr liquid metal convection

(Vogt et al., 2018a), where the convective flux is predominantly carried by large-scale inertial

flows with thermal anomalies that approach ∆T . These large amplitude thermal anomalies

tend to generate significant signals on the container boundaries.

Furthermore, in low to moderate Pe liquid metal convection, higher Nu implies larger

interior temperature gradients since the convective heat flux is carried by large-scale, large

amplitude temperature anomalies, instead of via small-scale turbulent plumes (Grossmann

& Lohse, 2004). These temperature anomalies imprint on the top and bottom boundaries

and create non-isothermal interfacial conditions. We infer from our T k
ij data that significant

interfacial non-isothermality exists in our experiments and that these interfacial thermal

anomalies can generate thermoelectric currents that drive long-period dynamics in our TE-

MC cases at 0.1 ≲ NC ≲ 1.

4.4 Magnetoconvection with Electrically Insulating Boundaries

A baseline experiment is presented first in which the boundaries are electrically insulating.

Aluminum end-blocks coated in Teflon (σ ≈ 10−24 S/m) are used in conjunction with an

acrylic sidewall. The Rayleigh number is fixed at Ra = 1.61 × 106 and the equilibrated

experiment is run continuously for t = 42.8 τκ = 9.6 × 103 τff . During this 8.9-hour data

acquisition, three separate sub-experiments are carried out. During the first 13.6 τκ, an

120 gauss downwardly directed (êb = −êz) magnetic field is applied, such that Ch =
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Figure 4.3: Temperature time series for the Ra = 1.61 × 106, Nu = 5.8 electrically-insulated

(Teflon) boundary conditions experiment. Data from thermistors, with locations shown in Figure

4.2d, embedded in the top boundary T top
ij in (a); located on the exterior of the acrylic sidewall mid-

plane Tmid
ij in (b); and embedded in the bottom boundary T bot

ij in (c). The mean fluid temperature

is T = 42.90◦C, as marked by the horizontal dotted lines in each panel. The abscissa shows the

time normalized by the thermal diffusion time scale t/τκ. This experiment contains three succes-

sive subcases that are divided by two dashed vertical lines: Insulating MC−, Insulating RBC,

and Insulating MC+. No significant differences are found between the Insulating MC− and

Insulating MC+ cases, as is expected for non-thermoelectric, quasistatic magnetoconvection.
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2.42 × 103, and NC = 0.31. This sub-case is called Insulating MC−. The magnetic field

is set to zero in the next sub-case, Insulating RBC, which extends from t = 13.6 τκ to

28.8 τκ. The 120 gauss magnetic field is turned back on, but its direction is flipped such that

it is directed upwards (êb = +êz) in the last sub-case, Insulating MC+, which runs from

t = 28.8 τκ to 42.8 τκ. The Nusselt number is approximately constant, Nu ≃ 5.8, in all three

sub-cases.

Figure 4.3 shows the temperature time series from the electrically-insulating experiment

on a) the top end block T top
ij , (b) the sidewall midplane Tmid

ij , and (c) the bottom end block

T bot
ij . The horizontal axis shows time normalized by the nondimensional thermal diffusion

time t/τκ. In each panel, the line color represents an individual thermistor, each spaced 60

degrees apart in each layer (as shown in Figure 4.2).

The temperature time series in the midplane contains less high-frequency variance rel-

ative to the top and bottom block thermistor signals because the measurement is taken

outside the acrylic sidewall, and thus is damped by skin effects. The temperatures in the top

block are all well below the mean temperature of the fluid (black dotted line); the midplane

temperatures are adequately situated around the mean temperature line, and the bottom

block temperatures are all well above the mean temperature. However, the temperature

range in each panel covers nearly 50% of the mean temperature difference ∆T across the

fluid layer. This implies strong horizontal temperature anomalies exist in the end blocks,

even though the Biot numbers for this experiment is well below unity (Bi ≃ 0.24). The

RBC case features slightly lower peak-to-peak temperature variations in the midplane ther-

mistors, along with a slightly higher variance in each time series. This suggests that the

RBC case carries more of the convective heat flux via higher speed, magnetically undamped

flows with regards to the MC− and MC+ cases. Importantly for later comparisons to cases

with electrically-conducting boundaries, the MC− and MC+ cases are essentially identical

in all their statistical properties and behaviors. Thus, these two MC cases are not sensitive

to the direction of B, as is expected in quasi-static, non-thermoelectrically-active magneto-
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Figure 4.4: Electrically-insulating boundary study: (a) a contour map of the mid-plane sidewall

temperature field Tmid
ij in the Ra = 1.61 × 106 case (i.e., corresponding to fig. 4.3(b)). The

horizontal axis shows the azimuthal angle around the tank; the vertical axis shows time normalized

by τκ. The blue, downward (red, upward) triangle on the top axis denotes the azimuth of the

heat exchanger inlet (outlet) location. The black dashed lines separate the Insulating MC−,

Insulating RBC and Insulating MC+ subcases. Hann-windowed FFTs of the temperature data

from the midplane thermistor located at 120◦ are shown for (b) the Insulating MC+ subcase; (c)

the Insulating RBC subcase; (d) the Insulating MC− subcase. The red circles mark the lowest

frequency sharp spectral peaks that correspond to the empirical characteristic frequency prediction

for turbulent RBC (Vogt et al., 2018a), f̃JRV = fJRV /fκ ≈ 10.77, shown as the blue dashed vertical

lines in each spectrum.
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convection.

Figure 4.4(a) shows the spatiotemporal evolution of the midplane temperature data Tmid
ij

in the electrically insulating experiment. The colormap represents the temperature, in which

red (blue) regions are hotter (colder) relative to the mean value (white). The midplane

temperature field contains a warmer region on one side of the tank and a downwelling region

antipodal to that, as found in RBC cases with a single LSC (Brown & Ahlers, 2007; Vogt

et al., 2018a; Zürner et al., 2019). Thus, we argue based on figure 4.4(a) that a turbulent

LSC is present in these electrically-insulating boundaries NC ≲ 1 experiments, and that it

maintains a nearly fixed azimuthal alignment for over 40 τκ.

Figures 4.4(b)-(d) show the spectral power density of the averaged temperature signals

from each horizontal plane plotted versus normalized frequency, f̃ = f/fκ. The vertical

dashed lines denote the normalized frequency predictions, f̃JRV , for the jump rope LSC

described in Vogt et al. (2018a). The lowest frequency sharp spectral peaks correspond to

the JRV frequency and are marked with red circles, fpeak/fκ ≈ 10.51, matching that of Vogt

et al. (2018a) to within 2.5% in the Insulating RBC case. (The broad lower frequency

peaks correspond to the slow meanderings of the LSC plane.) The distinct sharp peaks in

both the Insulating MC+ and the Insulating MC− FFTs are ≈ 25% lower than f̃JRV . We

infer then, based on figure 4.4, that a quasi-stationary turbulent LSC flow is maintained in

these electrically insulating, NC < 1 experiments. The magnetic field does, however, cause a

roughly 25% decrease in the LSC oscillation frequency, likely because magnetic drag reduces

the characteristic flow speeds. This agrees adequately with eq. (4.29), which predicts a 20%

decrease in flow speed at NC = 0.31.

Following prior LSC studies (Cioni et al., 1997; Brown & Ahlers, 2009; Xi et al., 2009;

Zhou et al., 2009), we approximate the horizontal temperature profile as a sinusoid varying

with azimuth angle ϕ at each point in the time series:

T k
fit(tj) = Ak

j cos
(
ϕ− ξkj

)
+ T k

j . (4.37)
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Figure 4.5: Temperature data of the Insulating RBC case shifted azimuthally into the best

fit LSC frame, T̃ k
ij , in (a) the top block; (b) the sidewall midplane; and (c) the bottom block.

The vertical axis is the temperature minus the azimuthal mean temperature at each time step.

Different colors are used to label the location of the thermistors in the lab frames as the LSC

fluctuates around its mean position following the color scale convention used in figure 4.3. The

colors from left (blue) to right (orange) correspond to thermistors i = 1 to 6, respectively. The

time-averaged best fit sinusoidal temperature profile is shown via the dashed red line in each panel.

On each z-level, Ak
j is the instantaneous amplitude of the sinusoidal temperature variation,

ξkj denotes the instantaneous azimuthal orientation of the LSC plane, and the instantaneous

azimuthal-mean temperature is T k
j . Using eq. (4.37), we best fit each z-level’s temperature

data at every time step.

Figure 4.5 shows the insulating RBC temperature anomaly on the top plane (a), midplane

(b), and bottom planes (c), but with the data at each time step azimuthally-shifted into the

best-fit LSC frame. This is accomplished by plotting T̃ k
ij, defined as

T̃ k
ij ≡ T k

ij(φ
k
ij, tj)− T k

j where φk
ij ≡ ϕk

ij −
[
ξkj − ξ

]
. (4.38)

The new azimuth variable φk
ij shifts each instantaneous thermistor measurement T k

ij to its

azimuthal location relative to the best fit LSC azimuthal orientation angle ξkj in eq. (4.37).

The best fit LSC orientation angle averaged over time and over z-level is ξ = 3.55 rad for

this case. The time-mean best fit sinusoid for the data on each z-level is plotted as a dashed
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red in each panel, with the best fit given in the legend box. The color of each thermistor

follows the convention used in figure 4.3. The well-defined patches of color in figure 4.5 are

aligned with the individual thermistor locations, producing a rainbow color pattern. The

relative fixity of these color patches shows that the approximately sinusoidal temperature

pattern does not drift significantly in time in this sub-case. Although they are not shown

here, similar rainbow patterns also exist for the two insulating MC sub-cases.

In sum, we take figures 4.3 through 4.5 as evidence of a quasi-stationary, container-scale

LSC in all three electrically insulating sub-cases made with NC ≲ 0.3.

4.5 Thermoelectric Magnetoconvection with Conducting Bound-

aries

Another approximately 48τκ experiment has been carried out, but with all the boundaries

electrically conducting such that thermoelectric effects can now affect the system, in contrast

to the electrically insulating experiment presented in §4.4. The end-blocks used here are

copper and the sidewall is stainless steel 316L. The heating power is fixed at 396.2W, leading

to Ra ≃ 1.8× 106 and Nu ≃ 5.9. The experiment is made up of three successive sub-cases,

Conducting MC+, Conducting RBC, and Conducting MC−, having an upward 120 gauss

applied magnetic field +êz, no magnetic field, and then a downward 120 gauss magnetic

field −êz, respectively. This corresponds to NC ≃ 0.3 in the two MC sub-cases and NC = 0

in the RBC case, similar to the prior insulating sub-cases. Figure 4.6 - 4.8 correspond to

figure 4.3 - 4.5. The exact parameters are given in the Appendix of Xu et al. (2022).

Figure 4.6 presents the T k
ij thermistor time series data from this electrically conducting

experiment, following the same plotting conventions as figure 4.3. The time series shows

that the Conducting RBC sub-case generates a nearly stationary LSC structure, similar to

the time series in figure 4.3. In the Conducting MC+ and Conducting MC− cases, the

temperature signals oscillate periodically around the mean temperature of the same layer
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Figure 4.6: Temperature time series for the Ra ≃ 1.82 × 106, Nu ≃ 5.86 electrically-conducting

boundary conditions experiment. Data from thermistors, with locations shown in Figure 4.2d,

embedded in the top boundary T top
ij in (a); located on the exterior of the acrylic sidewall mid-plane

Tmid
ij in (b); and embedded in the bottom boundary T bot

ij in (c). The mean fluid temperature is

T = 42.47◦C, as marked by the horizontal dotted lines in each panel. The abscissa shows the time

normalized by the thermal diffusion time scale t/τκ. This experiment contains three successive

subcases that are divided by two dashed vertical lines: Conducting MC−, Conducting RBC

and Conducting MC+. Large amplitude, low frequency thermal oscillations are observed at all

thermistor locations in the Conducting MC+ and Conducting MC− subcases, which differs greatly

with respect to the corresponding Conducting MC subcases in figure 4.3.
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height. Moreover, the oscillation of different heights are in phase at each azimuthal position.

The temperature measurements indicate the presence of a container scale, coherent thermal

structure that precesses in time.

Figure 4.7 follows the same plotting conventions as figure 4.4. Figure 4.7(a) shows a

temperature contour map of the midplane sidewall thermistors, Tmid
ij for the electrically-

conducting experiment. In the Conducting RBC case, the temperature pattern remains

roughly fixed in place, similar to the insulating case. In contrast to this, the temperature

field is found to coherently translate in the −êϕ direction in the Conducting MC+ sub-

case and to translate in the +êϕ direction in the Conducting MC− sub-case. However, at

any instant in time, tj, the azimuthal temperature pattern is similar to that of the LSC-

like pattern found in the electrically-insulating experiment, with one warmer region and an

antipodal cooler region.

Comparing figures 4.4(a) and 4.7(a) shows that the instantaneous LSC-like temperature

pattern precesses around the container only in MC cases with electrically conducting bound-

aries. Further, the precession direction depends on the sign of the magnetic field, as cannot

be the case for standard quasi-static MHD processes. Thus, we hypothesize that an LSC

exists in these electrically-conducting sub-cases, and that thermoelectric current loops ex-

ist across the container’s electrically conducting boundaries which drive the LSC to precess

azimuthally in time. Our model for this thermoelectric magnetoprecession (MP) process is

presented in §4.7.

The figure 4.7(a) contour map also reveals that a slight asymmetry in the precession

rate of Conducting MC− case which does not exist in the Conducting MC+ case. The

precessional banding of the temperature field is uniform in the ConductingMC+ case. In

contrast, the bands have a slight variation in thickness in the ConductingMC− case. We do

not currently have an explanation for this difference between the MC− and MC+ cases.

Figures 4.7(b)-(d) show the time-averaged, thermal spectral power density plotted versus

normalized frequency for the Conducting MC+, Conducting RBC, and Conducting MC−
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Figure 4.7: Identical to figure 4.4, but showing the Ra ≈ 1.8× 106, Nu ≈ 5.8 Conducting MC+,

Conducting RBC, Conducting MC− subcases experiment. However, all the FFTs here are ana-

lyzed using the Long version of the same experiments. The averaged low frequency spectral peak

in the Conducting MC subcases is marked by the vertical black dot-dashed lines in (b), (c) and

(d). This corresponds to the magnetoprecessional (MP) mode and its nondimensional frequency is

labeled f̃MP .
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Figure 4.8: Temperature anomaly T̃ k
ij as defined eq. (4.38) on the a) top; b) midplane; and

c) bottom horizontal planes in the LSC frame of the Conducting MC− subcase. For ease of

comparison, we set ξ = 3.55, which is the same as the Insulating RBC case, since the precessing

case does not have a meaningful time-averaged LSC position. The same colors are also used to

label the location of the thermistors in the lab frames as figure 4.5. Contrary to figure 4.5, where

the same color data cluster near a fixed azimuth, here each color is spread out and covers the entire

azimuth relative to the LSC plane, which occurs because the LSC plane is constantly precessing

through all the azimuthal angles. Panels (a) – (c) show that a sinusoidal temperature profile exists

at each horizontal level k, with the largest amplitude in the midplane. The time-averaged best fit

sinusoidal temperature profile is shown via the dashed red line in each panel.
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sub-cases. To better identify the spectral peaks, these FFTs are made using three longer ex-

perimental cases, each up to ≈ 100τκ in duration but employing the same control parameters.

The frequencies are normalized by the thermal diffusion frequency f̃ = f/fκ = fτκ. Red cir-

cles mark the peak frequency in each spectrum. The peak of the Conducting RBC sub-case

is in good agreement with the predicted jump rope vortex frequency f̃JRV = 11.79 (dashed

blue vertical line). The magnetoprecessional frequency dominates the Conducting MC−

and Conducting MC+ spectra in figures 4.7 (b) and (d), respectively. The peak frequencies

are nearly identical in Conducting MC− and Conducting MC+ cases, with a mean value

f̃MP = 0.66 (black dot-dashed vertical line). Thus, magnetoprecession is slow relative to the

jump rope mode, with f̃MP = 0.06f̃JRV .

Figure 4.8 is constructed parallel to figure 4.5, but plots the horizontal temperature

anomalies of the Conducting MC− thermistor data azimuthally-shifted into the best fit LSC

reference frame. Since the LSC continually precesses in the +êϕ direction in this sub-case,

there is no mean location of the best fit LSC plane. For ease of comparison with figure 4.5,

we set ξ = 3.55. In figure 4.5, each thermistor’s data exists in an azimuthally-localized cloud

since the LSC maintains its position over time. In contrast, each thermistor’s data points

form an approximately continuous sinusoid in this magnetoprecessional case. This occurs

since the thermal field precesses past each of the spatially fixed thermistors and, thus, each

thermistor samples every part of the sinusoidally precessing temperature field over time.

The top block thermistor data sets in figure 4.8(a) deviate from that of a sinusoid. This is

caused by spatially fixed ≃ 0.5K temperature anomalies in the top block that are co-located

with the inlet and outlet positions of the top block heat exchanger’s cooling loop, which are

located at ϕ = 150◦ and 330◦, respectively. These fixed temperature anomalies are likely

not evident in figure 4.5 because the orientation angle of the LSC remains nearly aligned

with the heat exchanger inlet and outlet angles in the electrically-insulating experiment. In

addition, we note that the midplane has a larger temperature variation in figure 4.8(b) than

in the corresponding Insulating RBC case. This may be due to differences in Bi for the
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differing experiments.

4.6 Fixed Rayleigh Number TEMC Survey

To characterize the system’s behavioral regimes, we have conducted a survey of turbulent

TEMC with the Rayleigh number fixed at approximately 2 × 106 and the Chandrasekhar

number varying from 0 to 8 × 105 all with a vertically downward applied magnetic field

(êb = −êz). Three regimes are found: (i) the jump rope vortex (JRV ) regime; (ii) the

magnetoprecessional (MP ) regime; and (iii) the multi-cellular magnetoconvection (MCMC)

regime.

Figure 4.9(a) shows a thermal spectrogram made using the Tmid
ij data, plotted as functions

of f/fκ on the vertical axis and the Chandrasekhar number Ch on the horizontal axis. Here,

we use Pr = 0.027, and the RBC case’s Ra0 = 2.12 × 106 value to calculate NC for all

the cases. The interaction parameter is calculated here as NC =
√

Ch2Pr/Ra0, where

Ra0 = 2.12 × 106 corresponds to the case with no magnetic field. The peak frequency

at each Ch-value is marked by an open black circle. The black square marks the peak

frequency of the Conducting MC− case, and the white cross marks the peak frequency

of the Insulating MC− case. The black dashed curve denotes the second-order fit to the

experimental data in the MP regime. The white stars are magnetoprecession frequency

estimates calculated using eq.(4.60) for each MP case, and the white dotted curve is the

second-order fit of these theoretical estimates developed in §4.7.5.

Starting from the left of the figure, the predicted peak RBC frequency, f̃JRV derived

from equation eq. (4.26), is marked by the white, horizontal dashed line. In the JRV

regime, the 0 < NC ≲ 10−1 experimental data are in good agreement with f̃JRV , with

sidewall thermal fields that correspond to that of an LSC-like flow (e.g., figure 4.9(b)). In

this regime, buoyancy-driven inertia is the dominant forcing in the system. As NC increases

and exceeds unity, it is expected that the LSC will weaken and eventually disappear (Cioni
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Figure 4.9: Spectrogram (a) Power spectral density (PSD) of the Tmid
ij temperature data versus

Ch and NC for the Ra ≈ 2 × 106 cases. The peak frequency for each case is marked with black

open circles. The jump rope vortex (JRV), the magnetoprecession (MP), and the multi-cellular

magnetoconvection (MCMC) regimes are separated by the two black vertical dot-dashed lines.

The JRV frequency (Vogt et al., 2018a), f̃JRV , is shown as the white horizontal dotted line near

f̃ ≈ 12.1. The lower panels show sidewall midplane temperature contour maps in (b) JRV, (c) MP,

and (d) MCMC regimes. The blue downwards and red upwards triangles in the lower panels denote

the heat exchanger inlet and outlet azimuth locations, respectively.
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et al., 2000b; Zürner et al., 2020). However, the MP regime exists in the intermediate NC

TEMC system. In this regime, the spectral peak switches from near to f̃JRV to the slow

magnetoprecessional frequency above NC ≈ 0.1, corresponding to the magnetoprecessional

sidewall thermal signal shown in figure 4.9(c)). The MP frequency grows with NC, reaching a

value of 0.60 fκ near NC ≈ 0.4. At higher NC, the peak frequency decays, becomes unstable,

and mixes with other complex modes at NC ≳ 1 (e.g., figure 4.9(d)). The single, turbulent

LSC likely gives way to multi-cellular bulk flow in this NC ≳ 1 MCMC regime.

We contend that it is the existence of coherent thermoelectric current loops existing across

the top and bottom horizontal interfaces of the fluid layer that drive the magnetoprecessional

mode observed in the MP regime. Following the arguments of §4.2.1, this requires horizontal

temperature gradients to exist along on these bounding interfaces as shown schematically in

figure 4.1. To quantify this, the horizontal temperature difference at height zk and time tj

is estimated using the best fit of the data to eq. (4.37) as

δT k
j = max

(
T k
fit(tj)

)
−min

(
T k
fit(tj)

)
= 2Ak

j . (4.39)

Its time-mean value is denoted by

δT k =
2

N

N∑
j=1

Ak
j , (4.40)

where j is the jth step in the discrete temperature time series and N is the total number

of time steps. Thus, δT top estimates the time-averaged, maximum horizontal temperature

difference in the top block thermistors located at z = 100.6 mm = 1.022H and r= 0.71R.

Similarly, δT bot estimates this value using the bottom block thermistors located at z =

−2.0 mm = −0.020H and r= 0.71R.

Figure 4.10(a) shows time series of the maximum horizontal temperature variations in

the top and bottom boundaries in the reference frame of the fitted LSC plane, δT k
j , calcuated

using eq. (4.39). This data is from our canonical Conducting MC− case at Ra = 1.83×106,

Ch = 2.59×103, and NC = 0.31. The temperature time series for this case has been shown in
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figure 4.6. In the top block, the time-averaged maximum horizontal temperature variation,

plotted in blue, is 2.24 K, which is 1.2 K smaller than that of the bottom block (in red),

3.44 K. Moreover, the top has a larger magnitude of fluctuation of ∼ 2 K, while the bottom

remains relatively stable with a fluctuation of ∼ 1 K. The difference in top and bottom δT k
j

fluctuation amplitudes is likely due to the structure of the heat exchanger, in which the inlet

and the outlet of the cooling water are antipodal to one another. This imposes a small (∼ 1

K), spatially fixed temperature gradient along the line connecting these two points. This

causes the horizontal temperature variation at the top boundary to fluctuate as the LSC

precesses across the top block’s spatially fixed temperature gradient. We hypothesize that

this fluctuation propagates to the bottom boundary, generating a smaller fluctuation there

than on the top block and lagging the top fluctuation by about 0.6 thermal diffusion times.

Figure 4.10(b) shows δT k, the time-mean horizontal temperature differences calculated

via eq. (4.40)on the top block (blue triangles) and on the bottom block (red triangles) for

the NC < 1 experiments in the fixed Ra survey (Ra ≈ 2× 106). The Conducting MC− case

in panel (a) corresponds to the square markers on the right in panel (b). The horizontal

dashed and dotted lines show the mean values of δT k for the Conducting MC− case. The two

vertical dot-dashed lines denote the boundaries between the JRV, MP and MCMC regimes.

In the lowest NC case shown in figure 4.10(b), it is found that δT top ≈ δT bot ≈ 2.6 K. This

value is nearly 40% of the vertical temperature gradient across the tank, and is similar to

values found for comparable RBC cases. We argue that this 2.6 K value is predominantly

generated by the jump rope vortex imprinting its thermal anomalies onto the top and bottom

boundary thermistors. The values of δT bot exceed δT top in the MP regime (0.1 ≲ NC ≲ 1).

For NC ≳ 1, the jump rope-style LSC breaks down into multi-cellular flow (Zürner et al.,

2020) and it is not possible to fit a sinusoidal function of the form (4.37) to the thermistor

data in the top and bottom blocks.

The right hand vertical axis in figure 4.10(b) shows thermal block temperature differences

normalized by the vertical temperature difference, δT k/∆T . The fixed Ra survey cases have
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Figure 4.10: (a) Time series of the horizontal temperature difference at different heights, δT k
j ,

defined in eq. (4.39), from the Conducting MC− case at Ra = 1.83 × 106, Ch = 2.59 × 103, and

NC = 0.31. The horizontal axis is normalized time tj/τκ. The black dotted line denotes the mean

values of δT top = 2.24 K, and the black dashed line denotes δT bot = 3.44 K. (b) Time-averaged

horizontal temperature difference estimates δT k on the top and bottom boundaries for the fixed-

Ra cases (Ra ≈ 2 × 106) at NC < 1. The fixed-Ra cases are marked by triangles; blue (red)

color represents top (bottom) boundary measurements. The magnetoprecessional (MP) regime lies

between the two vertical dot-dashed lines. The right hand y-axis denotes δT k normalized by the

averaged vertical temperature difference ∆T = 7.68 K of the fixed-Ra cases shown here. Values of

δT k
j for the Conducting MC− case are marked by the square symbols.
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δT k/∆T values ranging from roughly 0.3 to 0.5, demonstrating that low Pr convective heat

transfer occurs via large-scale, large amplitude thermal anomalies that may alter the thermal

boundary conditions in finite Bi experiments. Such conditions differ from those typically

assumed in theoretical models of low Prandtl number convection (Clever & Busse, 1981;

Thual, 1992).

The slow magnetoprecessional modes only appear in MC experiments with electrically

conducting boundaries for 0.1 ≲ NC ≲ 1. Strong, coherent horizontal temperature gradients

exist along the top and bottom boundaries in these cases, as shown in figure 4.10. This

suggests that magnetoprecession is controlled by the material properties of the boundaries

and the horizontal temperature gradients on the liquid-solid interfaces. Based on these

arguments, we develop a simple model for thermoelectrically-driven magnetoprecession of

the LSC in the following section.

4.7 Thermoelectric Precession Model

This study presents the first detailed characterization of the large-scale, long-period magne-

toprecessional (MP) mode that appears in turbulent MC cases with conducting boundaries.

We hypothesize that the MP mode emerges from an imbalance between the thermoelectric

Lorentz forces at the top and bottom boundaries of the fluid layer. This imbalance, which

arises due to the differing thermal gradients on the top and bottom boundaries, creates a net

torque on the overturning LSC. This net torque causes the LSC to precess like a spinning

top. To test this hypothesis, a simple mechanistic model of such a thermoelectrically-driven

magnetoprecessing LSC is developed, and is shown to be capable of predicting the essential

behaviors in our MP system.
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4.7.1 Angular Momentum of the LSC Flywheel

A Cartesian coordinate frame is used in our model of thermoelectrically-driven magneto-

precession of the LSC. This Cartesian frame is fixed in the LSC plane such that êy always

points along the ξj = 0 direction. The thermal gradient is also aligned in the same direction,

yielding ên = êy. The magnetic field direction is oriented in ±êz, and the right-handed

normal to the LSC plane is oriented in the êx-direction.

We treat the LSC as a solid cylindrical flywheel that spins around a midplane êx-axis,

as shown in figure 4.11. The LSC is taken to have the same cross-sectional area as the LSC

plane, ALSC = ΓH2. The corresponding radius of the solid LSC cylinder is then

R∗ =
√
ALSC/π =

√
ΓH2/π. (4.41)

which corresponds to R∗ ≈ 0.8H for the Γ = 2 experiments carried out here. The volume of

the turbulent LSC is VLSC . For convenience, we take the depth of the LSC in êx to be R∗ so

that VLSC = πR∗3, noting that the assumed depth and VLSC both drop out of our eventual

prediction for the LSC’s magnetoprecession rate ωMP . The LSC flywheel, as constructed,

does not physically fit within the tank since R∗ > H/2, as shown in figure 4.11. (It is not

shown to scale in figure 4.13(b).)

The angular momentum of the flywheel is taken to be that of a uniform-density solid

cylinder with mass MLSC = ρVLSC and radius R∗, rotating around êx. Its moment of inertia

with respect to the êx-axis is

I =
1

2
MLSCR

∗2 =
1

2
ρVLSCR

∗2 . (4.42)

We use the upper bounding free-fall velocity as an estimate of the angular velocity vector

for the LSC flywheel:

ωLSC ≈ Uff/R
∗êx. (4.43)

Thus, the angular momentum due to the overturning of the flywheel, LLSC , is oriented along
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Figure 4.11: Cross-section view of the precessional flywheel model (pink) in the LSC plane

(yellow). The precessional flywheel is assumed to have the same cross-sectional area as the LSC

plane, π(R∗)2 = 2H2. The angular velocity of the overturning LSC flywheel is estimated by

assuming it rotates at the free-fall speed ωLSC ≈ Uff/R
∗.

êx and is estimated as:

LLSC = IωLSC ≈
(
1

2
ρVLSCR

∗2
)(

Uff

R∗

)
êx =

1

2
ρVLSCUffR

∗ êx. (4.44)

4.7.2 Thermoelectric Currents at the Electrically Conducting Boundaries

Figure 4.12(a) shows a schematicized vertical slice through our experimental tank in the low

NC regime. The LSC generates horizontal thermal gradients on both horizontal boundaries.

Thus, the end-blocks have a higher temperature near the upwelling branch of the LSC, which

carries warmer fluid upwards, and the end-blocks are cooler near the downwelling branch

of the LSC, which carries cooler fluid downwards. These temperature gradients on the top

and bottom fluid-solid interfaces generate thermoelectric current loops. Eq. (4.7) is used

to calculate the net Seebeck coefficient of such a thermoelectric current loop in our Cu-Ga

system:

ΦTE =

∫ r1(T1)

r0(T0)

(SCu − SGa)∇T · dr =
π2k2

B

6e

[
xCu

EFCu

− xGa

EFGa

] (
T 2
1 − T 2

0

)
, (4.45)
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Figure 4.12: (a) Cross-sectional schematics of the experimental MC system with electrically con-

ducting boundaries. In the plane of LSC, the turbulent LSC imprints large scale thermal anomalies

onto the boundaries: the top boundary has a minimum temperature T top
0 and a maximum temper-

ature T top
1 ; the bottom boundary has a minimum temperature T bot

0 and a maximum temperature

T bot
1 . Thermoelectric potentials are generated at the Cu-Ga interfaces and form current density

loops across the boundaries, J top
TE and J bot

TE , with a width of L ≈ ΓH. (b) Circuit diagram of the

Cu-Ga system at the bottom boundary. The thermoelectric potential in gallium is denoted as ΦGa,

which is smaller in magnitude and has an opposite sign as the thermoelectic potential in copper,

ΦCu. Thus, the thermoelectric current flows from cold to hot in liquid gallium (in +ên), and from

hot to cold in copper (in −ên).

where SGa and SCu are Seebeck coefficients for gallium and copper, respectively, calculated

via eq. (4.2). For gallium, the numeric coefficient x0 is xGa = 0.7 (Cusack, 1963) and the

Fermi energy is EFGa = 10.37 eV (Kasap, 2001). For copper, xCu = −1.79 and EFCu =

7.01 eV. The temperatures T0 and T1 represent the minimum and maximum temperatures,

respectively, in a given horizontal plane (e.g., figure 4.1).

Following eq. (4.9), the net Seebeck coefficient on the k-level Cu-Ga interface is:

S̃k =
π2k2

B

3e

[
xCu

EFCu

− xGa

EFGa

]
T k ≡ X0 T

k [V/K], (4.46)
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where T k is the time-azimuthal mean temperature on the k-interface. The Cu-Ga Seebeck

prefactor X0 collects all the constant and material properties in eq. (4.46). Its value in our

system is

X0 ≈ −7.89× 10−9 V/K2. (4.47)

Unlike the net Seebeck coefficient, X0 does not depend on temperature.

The thermoelectric current density vector in liquid gallium is approximated via eq. (4.6):

Jk
TE ≈ σ0X0T

k

(
δT k

L

)
êy, (4.48)

where σ0 = 3.63 × 106 S/m is the effective electric conductivity for the Cu-Ga system, cal-

culated by substituting the conductivity of gallium (σGa ≈ 3.88 × 106 S/m) and copper

(σCu ≈ 5.94×107 S/m) into eq. (4.5). The horizontal temperature gradient is approximated

by the maximum temperature difference across the k-interface, δT k, divided by a character-

istic width of the current loop, L. We assume this width is the same as the diameter D of

the tank, L ≈ ΓH = 2H = 197.2 mm. (Effects of possible TE currents in the stainless steel

sidewall (σSt.Stl. ≈ 1.4× 106 S/m) are not accounted for here.)

Figure 4.12(b) shows a circuit diagram for the thermoelectric current loop near the ex-

periment’s bottom liquid-solid interface at ≈ 40◦C. The thermoelectric potential in gallium

has a negative sign, so the currents within the fluid are always aligned in the direction of the

thermal gradient ên = êy. In contrast, the thermoelectric potential in copper has a positive

sign, so the current flows from the hot to the cold region in −ên.

4.7.3 Thermoelectric Forces and Torques

The thermoelectric component of the mean Lorentz forces density on the index k horizontal

interface can be calculated, using eq. (4.48), as

fk
TE = Jk

TE ×B = σ0X0T
k

(
δT k

ΓH
êy

)
×Bêb =

σ0X0B T kδT k

ΓH
(êy × êb) , (4.49)
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Figure 4.13: (a) Free-body diagram of thermoelectric LSC precession. The red arrows enclosed

inside the tank represents the LSC. The thermoelectric potentials generate current in the liquid

gallium at top and bottom boundaries: J top
TE and J bot

TE with J top
TE < Jbot

TE . The thermoelectric Lorentz

forces, F top
TE and F bot

TE , create a net torque τnet perpendicular to the LSC’s angular momentum

vector, LLSC , which drives the LSC to precess around the tank’s vertical êz-axis. (b) Precessional

flywheel schematic (not to scale). The LSC is simplified into a flywheel-like cylinder of radius R∗,

with angular velocity ωLSC ≲ Uff/R
∗ and angular momentum LLSC = ωLSCMR∗2êx/2. The LSC

is assumed to respond to τnet in a solid-body manner.
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where we have taken L ≈ ΓH. Since the thermoelectric currents are predominantly in the

LSC plane and are aligned parallel to the thermal gradient, the thermoelectric Lorentz forces

point in the +êx-direction for upward directed B, and in the −êx-direction for downward

directed B (corresponding to figure 4.13(a)).

The Lorentz force is the volume integral of the force density:

F k
TE =

∫
fk
TE dV =

∫
Jk

TE ×B dV. (4.50)

We coarsely assume that each thermoelectric current loop exists in the top half or bottom

half of the LSC, and generates uniform Lorentz forces that act, respectively, on the upper

or lower half of the LSC. With these assumptions, we take each hemicylindrical integration

volume to be VLSC/2. The Lorentz forces due to thermoelectric currents generated across

the k-level Cu-Ga interface are then estimated to be

F k
TE =

1

2
VLSCf

k
TE . (4.51)

In order to estimate the torques due to each thermoelectric current loop, we assume that

the thermoelectric Lorentz forces act on the LSC via a moment arm ℓ of approximate length

H/2. Thus, ℓtop = H/2 êz and ℓbot = −H/2 êz. The net thermoelectric torque on the LSC

then becomes

τ net = τ top + τ bot (4.52a)

=
(
ℓtop × F top

TE

)
+
(
ℓbot × F bot

TE

)
(4.52b)

= (H/2)êz ×
(
F top

TE − F bot
TE

)
(4.52c)

= (HVLSC/4)êz ×
(
f top
TE − f bot

TE

)
. (4.52d)

Substituting eq. (4.49) into eq. (4.52d) yields the net thermoelectric torque on the LSC to

be

τ net =
σ0VLSCX0B

(
T botδT bot − T topδT top

)
4Γ

(
êx × êb

)
(4.53)

=
σ0VLSCX0B T

4Γ

(
êx × êb

)
,
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where

T ≡
(
T botδT bot − T topδT top

)
(4.54)

describes the difference in thermal conditions on the bottom relative to top horizontal Cu-Ga

interfaces. Since T bot > T top in all our convection experiments, the data in figure 4.10(b)

implies that T > 0 in the MP regime. Since all the other parameters in eq. (4.53) are

positive, the net thermoelectric torque is directed in −êy for upwards directed magnetic fields

(êb = +êz) and, as shown in figure 4.13, the net torque is directed in +êy for downwards

directed magnetic fields (êb = −êz). Eq. (4.53) also shows that the bottom torque will tend

to dominate even when δT bot ≈ δT top since T bot > T top in all convectively unstable cases.

4.7.4 Thermoelectrically-driven LSC Precession

The net thermoelectric torque on the LSC acts in the direction perpendicular to LLSC . The

LSC must then undergo a precessional motion in order to conserve angular momentum. This

precession can be quantitied via Euler’s equation (Landau & Lifshitz, 1976), in which the

net torque is the time derivative of the angular momentum:

τ net =
dLLSC

dt
= I

dω

dt
+ ω ×LLSC , (4.55)

The angular velocity vector ω is comprised of two components here

ω = ωLSC êx + ωMP , (4.56)

where ωLSC is the angular velocity component of the flywheel in êx and ωMP is the angular

velocity vector of the LSC’s magnetoprecession. We assume that the precession frequency

and the angular speed of the flywheel are nearly time-invariant, dω/dt ≈ 0. Then eq. (4.55)

reduces to

τ net = (ωLSC êx + ωMP )× LLSC êx = ωMP × LLSC êx , (4.57)
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Symbols Description Value

σ0 Cu-Ga effective electric conductivity (4.5) 3.63× 106 S/m

B magnetic field intensity 120 gauss

L Horizontal length scale of TE current loops, ≈ΓH 197.2 mm

X0 Cu-Ga Seebeck prefactor (4.46) −7.89× 10−9 V/K2

ρ Liquid gallium density 6.08× 103 kg/m3

R∗ Effective radius of the LSC (4.41) 0.08 m

Uff Free-fall velocity, eq. (4.10) 0.03 m/sec

T Mean fluid temperature, eq. (4.34) 42.50 ◦C

∆T Vertical temperature difference across the fluid (4.32) 7.03 K

T bot Bottom interface mean temperature 319.23 K

δT bot Bottom interface mean temperature difference (4.40) 3.44 K

T top Top interface mean temperature 312.07 K

δT top Top interface mean temperature difference (4.40) 2.24 K

T (T botδT bot − δT topδT top) 399.11 K2

Table 4.2: Experimental parameter values from the Conducting MC− subcase. These values are

characteristic of those used in calculating ωMP in figure 4.14.
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where ωLSC ×LLSC = 0 since these vectors are parallel. Expression eq. (4.57) requires that

ωMP remain orthogonal to both LLSC and τ net such that

τnet
(
êx × êb

)
= ωMP × LLSC êx = ωMPLLSC

(
ω̂MP × êx

)
. (4.58)

Therefore, ω̂MP = −êb and the precessional angular velocity vector is

ωMP =
τnet
LLSC

(
− êb

)
. (4.59)

Substituting eqs. (4.44) and (4.53) into eq. (4.59) yields our analytical estimate for the

thermoelectrically-driven angular velocity of LSC precession in the NC ≲ 1 TEMC experi-

ments:

ωMP =
σ0X0B

2ρUffΓR∗

(
T botδT bot − T topδT top

)(
− êb

)
(4.60a)

=
σ0X0BT
2ρUffΓR∗

(
− êb

)
(4.60b)

=
π1/2

Γ3/2

σ0X0BT
2ρUffH

(
− êb

)
. (4.60c)

Expressions (4.59) and eq. (4.60) predict that the LSC’s magnetoprecessional angular

velocity vector, ωMP , will always be antiparallel to the imposed magnetic field vector in

our Cu-Ga TEMC experiments in which T > 0. Further, the magnetoprecession should

flip direction such that ωMP would be parallel to B in a comparable Cu-Ga TEMC system

with T < 0. These predictions agree with the precession directions found in our MP regime

experiments, as shown in figure 4.7(a).

4.7.5 Experimental Verification

The direction of magnetoprecession is sensitive to the sign of T . The value and sign of T
are, however, both likely related to the details of the experimental set up. For instance, we

have a thermostated bath controlling the top thermal block temperature, whereas a fixed

thermal flux is input below the bottom thermal block. Further, the top and bottom thermal
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blocks have different thicknesses. It is possible that T could behave differently with much

thinner or thicker end-blocks, and for differing thermal boundary conditions. Thus, further

modeling efforts are required before T can be predicted a priori.

Figure 4.14(a) provides a test of our magnetoprecession model using data from the

Conducting MC− case. The blue line shows the experimentally determined LSC angu-

lar velocity via measurements of the azimuthal drift velocity of the LSC plane, dξmid
j /dt,

made with the best fits to eq. (4.37). The magenta line shows the instantaneous angular ve-

locity of LSC precession, (ωMP )j, calculated by feeding instantaneous thermal data from the

Conducting MC− case into eq. (4.60). The green line is a modified theoretical estimate, in

which the UMC velocity prediction (4.29) is used in eq. (4.60) instead of the upper bounding

Uff estimate.

The three time series in figure 4.14(a) show that the predicted magnetoprecessional an-

gular speeds compare well with the LSC azimuthal drift speed, especially when accounting

for the simplifications that are underlying eq. (4.60). The time series all have similar gross

shapes, but with the peaks in dξmid
j /dt slightly delayed in time relative to those in the ωMP

curves. The dashed lines in figure 4.14 show the time-mean angular velocity values. The

time mean LSC plane velocity is dξmid/dt = 5.27× 10−3 rad/s. The mean value of the mag-

netoprecessional flywheel (magenta) is ωMP = 2.48× 10−3 rad/s = 0.47 dξmid/dt. The mean

value of the modified estimate (green) is ωMP Uff/UMC = 3.10× 10−3 rad/s = 0.59 dξmid/dt.

Moreover, there is a good agreement between the converted angular speed from the peak

frequency 2πfpeak of the FFTs (black dashed lines) and the mean LSC azimuthal drift speed

by direct thermal measurement dξmid/dt (blue dashed lines). The direct measurement is

about 2.5% higher than 2πfpeak.

Figure 4.14(b) shows the correlation between the measured angular velocity dξmid
j /dt

and T . The angular velocity values correspond to the blue curve in panel (a). The dashed

red line is the best linear fit to the data, and shows that there is a net positive correlation

between dξmid
j /dt and the asymmetry of the thermal condition in end-blocks, represented
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Figure 4.14: (a) Time series of LSC precessional rate for the Conducting MC− case at Ra =

1.83 × 106, Ch = 2.59 × 103, and NC = 0.31. The horizontal axis shows time t normalized by

the diffusion timescale τκ. The vertical axis is the LSC’s instantaneous angular precession speed

ω. The blue line shows angular velocity of the LSC plane, dξmid
j /dt, measured via eq. (4.37)

using temperature data on the midplane sidewall. The magenta line marks ωMP model predictions

made using eq. (4.60) and instantaneous temperature data. The green line shows the alternative

MP prediction made using eq. (4.60) with Zürner et al. (2020)’s UMC velocity scaling eq. (4.29).

The horizontal dashed lines are mean values for their corresponding angular speeds. The black

horizontal dashed line represents the peak frequency from the FFT converted into the angular

speed. (b) Scatter plot of dξmid
j /dt versus T . The red dashed line is a linear fit for this particular

case. The best fit slope, 3.42× 10−6K2/s, is 55.3% of the theoretical prediction from (4.60), where

the prefactor σ0X0B/(4ρUffR
∗) ≈ 6.18× 10−6K2/s.
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by T . The best fit slope is (dξmid
j /dt)/T = 3.42 × 10−6K2/s. Theoretical prediction (4.60)

gives ωMP/T = σ0X0B/(4ρUffR
∗) = 6.18 × 10−6K2/s. Thus, the best-fit slope agrees with

theory to within approximately a factor of two.

The thermoelectric LSC precession model is tested further in figure 4.9(a) and figure 4.15

using the fixed Ra ≈ 2 × 106 case results. In figure 4.9(a), the peak of each experiment’s

thermal FFT spectrum is marked by an open black circle. The circles in the MP regime are

connected by a best fit parabola (black dashed curve). The white stars show the predicted

magnetoprecessional frequency, fMP = ωMP/2π, calculated using eq. (4.60). The white

dotted line is the best parabolic fit to the fMP values. Adequate agreement is found between

the spectral peaks and the fMP values. The low frequency tail of the best fits appears to

correlate with secondary peaks in the thermal spectra. This suggests that MP modes exist

down to Ch ≃ 103 in the JRV regime, but with weaker spectral signatures that do not

dominate those of the jump rope LSC flow.

Figure 4.15(a) shows a linear plot of FFT spectral peaks (black circles), fMP predictions

(magenta stars), and the modified predictions fMP (Uff/UMC) (green stars) plotted versus

NC for the fixed Ra ≈ 2 × 106 MC experiments with NC < 1. The dashed lines show best

parabolic fits. The vertical dot-dashed lines are the regime boundaries that separate the

JRV, MP and MCMC regimes in figure 4.9(a). The fMP estimates differs by ≲ 37% from the

experimental spectral data, while the improved model that makes use of UMC differs from

the spectral peak frequencies by ≲ 16%. Further, the intersections of the best fit parabolas

with f/fκ = 0, near NC ≈ 0.1 and NC ≈ 1, agree well with the empirically located regime

boundaries.

Figure 4.15(b) shows T = (T botδT bot − T topδT top) versus NC for the experimental cases

shown in panel (a). Although it resembles the curves in panel (a), the shape of the T curve

is steeper on its NC < 0.4 branch and its peak is shifted to slightly lower NC. Figure 4.15(c)

shows the product BT plotted in orange as a function of NC. The magenta dashed curve in

Figure 4.15(c) is the best fit parabolic curve from panel (a) normalized by 8ρUffR
∗/(σ0X0),
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Figure 4.15: (a) Normalized precessional frequency, f̃ = f/fκ, versus convective interaction

parameter, NC , where the thermal diffusion frequency is fκ ≡ 1/τκ ≈ 1.34 × 10−3 Hz. Black

circles denote the peak frequencies of FFT spectra for the fixed Ra ≈ 2× 106 experimental survey.

Magenta stars are frequencies predicted by the TEMC precession model, fMP /fκ = ωMP /(2πfκ).

Green stars correspond to ωMPUff/(2πUMCfκ), the frequency of the precession model using the

UMC scaling velocity. Dashed curves represent the second-order best fit curves. (b) T versus NC .

(c) The product BT versus NC . The magneta dashed curve is the second degree best fit curve from

panel (a) normalized by the factor σ0X0/(8πfκρUffR
∗) ≈ 0.0612 [T−1K−2s−1].
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which, according to eq. (4.60), separates these values. By comparing figures 4.15(b) and

4.15(c), we argue that the quasi-parabolic structure of the MP frequency data in the MP

regime is controlled by trade-offs between the B and T trends.

4.8 Disscusion

We have conducted a series of magnetoconvection (MC) laboratory measurements in turbu-

lent liquid gallium convection with a vertical magnetic field and thermoelectric (TE) currents

in cases with electrically-conducting boundaries. Three regimes of TEMC flow are found: i)

the LSC sustains its flow structure in the 0 < NC ≲ 0.1 jump rope vortex (JRV) regime; ii)

long-period magnetoprecession (MP) of the LSC dominates the 0.1 ≲ NC ≲ 1 MP regime;

and iii) the LSC is replaced by a multi-cellular magnetoconvective flow pattern in the NC ≳ 1

MCMC regime.

Figure 4.16(a) shows the convective and thermoelectric interaction parameters, NC and

NTE respectively, as a functions of Ch. The vertical dashed lines separate the parameter

space into the three characteristic regimes in figure 4.9, with JRV on the left hand side, MP

in the middle and MCMC on the right hand side. Both NC and NTE are approximately of

the same order in the MP regime. The blue open triangles correspond to the experimentally

derived thermoelectric interaction parameters at the bottom boundary for the fixed-Ra sur-

vey, N bot
TE = σB|S̃|δT bot/(ρU2

ff ). The bottom boundary temperature data, δT bot, are used

here because it has the larger NTE than the top layer, and dominates the dynamics of the

magnetoprecession.

Figure 4.16(b) uses UMC as the characteristic flow speed instead of Uff . Similar to (a),

both NC and NTE are of the same order and roughly aligned with each other in the MP

regime, which means the quasistatic Lorentz forces from the fluid motions are comparable

to the thermoelectric Lorentz forces. Panels (c) and (d) show Se and SeMC , which are the

ratios of the blue and black lines in panels (a) and (b), respectively. Since the convective
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Figure 4.16: a) Convective and thermoelectric interaction parameters, NC and NTE , plotted

versus Chandrasekhar number Ch over the parameter space of the fixed-Ra survey. The black

line shows NC = σB2H/(ρUff ), and the blue line shows NTE = σB|S̃|∆T/(ρU2
ff ), following the

definitions in eq. (4.23) and eq. (4.24). The net Seebeck coefficient S̃ = X0T is defined using the

mean temperature of the system. The blue triangles denote N bot
TE = σB|S̃|δT bot/(ρU2

ff ) calculated

for the experimental data of the fixed-Ra cases. The two vertical black dot-dashed lines separate

the parameter space into the JRV, MP and MCMC regimes from left to right in each panel.

Panel (b) is comparable to (a), but employs the characteristic MC flow speed UMC in place of

Uff . Panels (c) and (d) show the corresponding Seebeck numbers, Se = NTE/NC and SeMC =

(NTE/NC) (Uff/UMC), respectively.
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and TE interaction parameters are order unity in the MP regime in figure 4.16, this shows

that both the Lorentz forces are approximately comparable to the buoyant inertia. Thus, a

triple balance is possible between the motionally-induced Lorentz forces, the thermoelectric

Lorentz forces and the buoyancy forces in the MP regime.

Our thermoelectrically-driven precessional flywheel model provides an adequate charac-

terization of the MP mode that is observed in turbulent MC experiments with electrically

conducting boundaries. The model predicts the zeroth-order precessional frequencies of the

MP mode. Further, it explains the changing direction of precession when the imposed mag-

netic field direction is reversed (figure 4.7).

There are, however, a number of limitations to our flywheel model. First, we have

allowed Ga to corrode the Cu end-blocks in order to ensure good material contact across

the interfaces. The reaction between Cu and Ga forms a gallium alloy layer on the copper

boundary. This ongoing reaction should decrease the interfacial electrical conductivity over

time, resulting in a smaller net torque on the LSC and a slower rate of magnetoprecession.

This may explain a subtle feature in figure 4.9: the peak frequency from the MC− case is

higher than the comparable fixed-Ra survey case that was carried out months later but with

similar control parameters. Thus, Ga-Cu chemistry at the interface appears to matter in

the TE dynamics, yet we are currently unable to control or to parameterize these interfacial

reaction processes. Second, our model requires measurements of the horizontal temperature

gradients in the conducting end-blocks. A fully self-consistent model would use the input

parameters to predict these gradients a priori, independent of the experimental data.

A long-period precessional drift of the LSC has also been observed in water-based lab-

oratory experiments influenced by the Earth’s rotation (Brown & Ahlers, 2006). In their

experiments, the LSC rotates azimuthally with a period of days. This period is over two

orders of magnitude greater than our MP period. Since MP modes are found only to develop

in the presence of imposed vertical magnetic fields and electrically-conducting boundaries, it

is not possible to explain the MP mode solely due to Coriolis effects from Earth’s rotation.
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Alternatively, the rotation of the Earth could couple with the magnetic field to induce

magneto-Coriolis (MC) waves in the convecting gallium (Finlay, 2008; Hori et al., 2015;

Schmitt et al., 2013). In the limit of strong rotation, MC waves have a slow branch that

might appear to be relevant to our experimental MP data. However, our current TEMC

experiments are stationary in the lab frame and, thus, are only spun by Earth’s rotation,

similar to Brown & Ahlers (2006) and unlike King & Aurnou (2015). They therefore exist in

the weakly rotating MC wave limit. As shown in subsection 4.10, the weakly rotating MC

wave dispersion relation can be reduced to

ωMC = ±
(
B · k0√

ρµ
(1± ϵ)

)
≈ ωA, where ϵ =

√
ρµ

k0

Ω · k0

B0 · k0

≪ 1, (4.61)

k0 is the wavevector, Ω is the angular velocity vector, B is the applied magnetic flux den-

sity, µ is the magnetic permeability and ωA = ±(B · k0)/
√
ρµ is the Alfvén wave dispersion

relation. With ϵ ≃ 4 × 10−6 s−1 in our experiments, the MC wave period is well approxi-

mated by an Alfvén wave timescale τA = H/(B/
√
ρµ) that is typically less than 1 s in our

system. For instance, τA ≃ 0.74 s for the Conducting MC− case, a value three orders of

magnitude shorter than the observed MP periods. Thus, we conclude that the MP mode is

best explained via TEMC dynamics.

4.9 TEMC at Earth’s core-mantle boundary

Turbulent magnetoconvection is relevant for understanding many geophysical and astrophys-

ical phenomena (e.g., Proctor & Weiss, 1982; King & Aurnou, 2015; Vogt et al., 2021). If

S̃ ≁ 0 under planetary interior conditions (Chen et al., 2019), then thermoelectric currents

can exist in the vicinity of the core-mantle boundary (CMB) and inner core boundary of

Earth’s liquid metal outer core and those of other planets. Assuming Se is not trivially small

across these planetary interfaces, then TEMC-like dynamics could influence planetary core

processes and could prove important for our understanding of planetary magnetic field obser-

vations (Merrill & McElhinny, 1977; Stevenson, 1987; Schneider & Kent, 1988; Giampieri &
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Figure 4.17: Schematic adapted from Garnero et al. (2016) and Deschamps et al. (2018) showing

thermoelectric currents JTE and forces F TE in the vicinty of the core-mantle boundary (CMB). The

vertical scale is considerably exaggerated. The black arrows are radial magnetic field, Br ∼ 19 gauss.

The temperature contrast between the thermochemical pile or the ULVZs and the surrounding

mantle is denoted by T1−T0 = ∆Tp ∼ 102 K. The dynamic depression of the CMB, hCMB ∼ 5 km,

can generate smaller adiabatic temperature differences of order 5 K.

Balogh, 2002; Meduri et al., 2020). Previous models of planetary core thermoelectricity have

focused predominantly on magnetic fields produced as a byproduct of CMB thermoelectric

current loops (Stevenson, 1987; Giampieri & Balogh, 2002). In contrast, our experimental

results suggest that TE processes can generate ‘slow modes,’ which could change a body’s

observed magnetic field by altering the local CMB magnetohydrodynamics. Further, ther-

moelectric effects provide a B-dependent symmetry-breaker that does not exist in current

models of planetary core magnetohydrodynamics.

Two dominant structures are known to exist at the base of Earth’s mantle: thermochem-

ical piles (Trampert et al., 2004; Mosca et al., 2012; Garnero et al., 2016; Deschamps et al.,

2018) and ultra low velocity zones (ULVZs) (Garnero et al., 1998), both shown schematically

in figure 4.17. Seismic tomographic inversions reveal that the continental-sized thermochem-

ical piles have characteristic length scales of approximately 5000 km along the CMB (Cottaar

& Lekic, 2016; Garnero et al., 2016). The ULVZs are patches a few tens of kilometers thick
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just above the CMB where the seismic shear wave speed is about 30% lower than the sur-

rounding material (Garnero et al., 1998). The lateral length scale of ULVZs ranges from 10

km (Garnero et al., 2016) to over 1000 km based on recent studies of so-called mega-ULVZs

(Thorne et al., 2020, 2021). Lateral thermal gradients can exist along the CMB between the

piles or ULVZs and surrounding regions. By estimating the excess temperature of mantle

plumes (Bunge, 2005) or by taking the temperature difference between the ULVZ melt (Liu

et al., 2016; Li et al., 2017) and cold slabs (Tan et al., 2002) near the CMB, we argue that

the lateral temperature difference on the CMB to be ≲ 3 × 102 K. Therefore, the lateral

thermal gradient across the edge of ULVZs is possibly on the order of magnitude of 1 K/km.

On the fluid core side of the CMB, Mound et al. (2019) have argued that the outer

core fluid situated just below the thermochemical piles will tend to form regional stably-

stratified lenses. If such lenses exist, thermal gradients will also exist in the outer core

across the boundaries between the stable lenses, where the heat flux is subadiabatic, and the

surrounding convective regions. ULVZs may have high electrical conductivity due to iron

enrichment and silicate melt (Holmström et al., 2018), such that the electrical conductivity is

σ ≃ 3.6×104 S/m at CMB-like condition (136 GPa and 4000 K). Therefore, these structures

may prove well-suited to host TE current loops.

In Earth’s core, we take the radial magnetic field strength Br to be of order 1mT on the

CMB and estimate the flow speed to be UC ∼ 0.1 mm/s, based on inversions of geomagnetic

field data (Holme, 2015; Finlay et al., 2016). Note that the outer core flow velocity might

be lower if there are convectively stable layers (Buffett & Seagle, 2010) or stable fluid lenses

(Mound et al., 2019) situated below the CMB. Seebeck numbers across Earth’s core-mantle

boundary may then be estimated as

Se =
|S̃|∆Tp

UCBrLp

for the thermochemical piles, (4.62a)

Se =
|S̃|∆Tp

UCBrLulvz

for the ULVZs, (4.62b)

where ∆Tp ∼ 300K is the lateral temperature difference between the thermochemical piles
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Parameters Description Estimates

∆Tp Lateral temperature difference between the thermo- ∼ 300 K

chemical pile and its surrounding mantle in the CMB

UC Outer core flow speed near CMB ∼ 0.1 mm/s

Br Radial geomagnetic field at the CMB ∼ 1 mT

Lp Characteristic length of a thermochemical pile ∼ 5000 km

Lulvz Characteristic length of the ULVZs ∼ 500 km

Table 4.3: Parameters used to estimate Seebeck numbers (4.62) across Earth’s core-mantle bound-

ary (CMB).
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Figure 4.18: The Seebeck number Se as a function of the net Seebeck coefficient S̃. The red

(orange) line represents estimated values for ULVZs (thermochemical piles) via eqs. (4.62). The

thick black line marks the range of cases that have magnetoprecessional modes in this study. Here,

S̃ is defined with the mean temperature of the fluid, T , so that S̃ = X0T . Our experiments show

that TEMC dynamics can emerge at Se below unity.
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and the surrounding mantle.

Figure 4.18 shows estimated CMB Seebeck numbers as a function of the net Seebeck

coefficient S̃. The orange line represents the thermochemical pile with a characteristic length

Lp ∼ 5 × 103 km. The red line represents the ULVZ with a characteristic length Lulvz ∼
500 km. The cases from this study that have MP modes are denoted by a thick black line.

The Seebeck number is defined as Se = |S̃|∆T/(UffBH), with S̃ defined with the mean

temperature of the fluid, T , so that S̃ = X0T . Our experimental results show TEMC

dynamics emerge at Se below 1. This plot suggests then that net Seebeck coefficients at the

CMB must exceed values of order 10 µV/K in order for TEMC dynamics to affect Earth’s

local CMB dynamics and possibly alter the observed magnetic field.

We do not know at present if S̃ can actually attain the values neccessary to drive sig-

nificant thermoelectric currents across planetary core interfaces. It should be noted that

many thermoelectric materials, especially semiconductors, are known to have large Seebeck

coefficients that can exceed 100µV/K. Silicon, for instance, has a Seebeck coefficient of

∼ 800µV/K at 500K (Fulkerson et al., 1968). Moreover, recent studies in thermoelectric

materials show that Seebeck coefficients can increase with increasing pressures and tempera-

tures (Chen et al., 2019; Morozova et al., 2019; Yoshino et al., 2020). How the TE coefficients

of deep Earth materials extrapolate to core-mantle boundary conditions has, however, yet

to be determined.

4.10 Weakly rotating Magneto-Coriolis Waves

One of the possible origin of precessional behavior of the LSC in liquid metal magneto-

convection is the excitation of the Magnetic-Coriolis (M-C) wave. Here we will calculate

the characteristic frequency of the weakly rotating M-C wave that is likely to reside in our
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system. The dispersion relation for the Magnetic-Coriolis wave is (Finlay, 2008)

ωM -C = ±Ω · k0

k0
±
(
(Ω · k0)

2

k2
0

+
(B · k0)

2

ρµ

)1/2

, (4.63)

where k0 is the wavenumber, Ω is the angular rotation vector, and B is the magnetic flux

density. In the weakly rotating limit, the Alfvén wave frequency, ωA, is much larger than

the inertial wave frequency: |B · k/√ρµ| ≫ |2Ω · k0/k0|. The dispersion relation can then

be rewritten as

ωM -C = ±Ω · k0

k0
± B · k0√

ρµ

(
1 +

(Ω · k0)
2ρµ

(B · k0)
2 k2

0

)1/2

. (4.64)

The last term of eq. (4.64) is small, allowing us to carry out a Taylor expansion,

ωM -C=± Ω · k0

k0
± B · k0√

ρµ

(
1 +

(Ω · k0)
2ρµ

2 (B · k0)
2 k2

0

)
. (4.65)

A small quantity ϵ can be defined as:

ϵ =

√
ρµ

k0

Ω · k0

B · k0

≪ 1. (4.66)

Eq. (4.65) can then be recast with ϵ,

ωM -C = ±B · k0√
ρµ

(
ϵ± (1 +

1

2
ϵ2)

)
. (4.67)

Two branches of solution emerge: the fast branch, ωf
M -C , is acquired when the first two signs

in eq. (4.67) are the same. In contrast, the slow branch, ωs
M -C , is acquired when the first two

signs in eq. (4.67) are the opposite. Therefore, the slow branch solution will have a smaller

absolute values than the fast branch. The solution becomes

ωf
M -C = ±B · k0√

ρµ

(
1

2
(1 + ϵ)2 +

1

2

)
;

ωs
M -C = ±B · k0√

ρµ

(
1

2
(1− ϵ)2 +

1

2

)
.

 (4.68)

We can further simplify this dispersion relation by applying another Taylor expansion, (1±
ϵ)2 ≈ 1± 2ϵ, such that:

ωf
M -C = ±B · k0√

ρµ
(1 + ϵ) ≈ ωA;

ωs
M -C = ±B · k0√

ρµ
(1− ϵ) ≈ ωA.

 (4.69)
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Thus, both fast and slow Magnetic-Coriolis waves behave as Alfvén waves in the weakly

rotating limit. This frequency is simply too fast in our experiment to be related to magneto-

precession.

4.11 LSC torsional/sloshing modes in liquid gallium

Characteristic internal oscillations, including torsional and sloshing modes, have been a

major topic in the RBC community. To broaden our understanding of TEMC dynamics, we

have added a set of experimental results of liquid gallium turbulent magnetoconvection (MC)

in an aspect ratio Γ = 1 cell. We have compared the fundamental internal oscillations in

Γ = 1 and Γ = 2 experiments and have understood better how the thermoelectric precession

is affecting these internal oscillations. Specifically, we do not observe the base modes of Γ = 1

Rayleigh Bénard convection, sloshing and torsional oscillations, in the Γ = 2 experiments of

this study. Instead, we find a much weakened ‘jump rope vortex’ (JRV) mode in the Γ = 2

precessional cases. This observation addresses the important questions from the referees of

this publication and provides experimental constraints for future MC studies.

4.11.1 Torsional and sloshing modes in liquid metal convection

In Rayleigh-Bénard convection, the most characteristic and fundamental turbulent coherent

structure is the large-scale circulation (LSC). In Γ = 1 cylindrical containers, it is known to

have horizontal sloshing and torsional oscillatory mode coupled with the recurring turbulent

LSC (Funfschilling et al., 2008; Zhou et al., 2009; Horn et al., 2022). However, the three-

dimensional ‘jump rope vortex (JRV)’ is the dominant mode of the turbulent RBC in Γ = 2

cylinders (Vogt et al., 2018a). The recent work of dynamic mode decomposition (DMD)

analysis on direct numerical simulation of liquid metal (Horn et al., 2022) shows that both

types of modes co-exist in Γ = 1&2 cylinders but are much weaker in Γ = 2 geometries.

Therefore, we do not expect to observe significant sloshing or torsional modes in our Γ = 2
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RBC cases. However, since the extra thermoelectric torque has been exerted on the LSC in

our Conducting MC± cases, it could become a symmetry breaker and cause deformation and

oscillation of the LSC plane in the same frequency as the magnetoprecession (MP) mode.

To broaden our understanding of TEMC dynamics, here we compare and contrast a set

of Γ = 1 experiments with comparable Γ = 2 cases. Using the same setup described in the

main text, the H ≃ 10 cm sidewall (Γ = 2) is exchanged with an H ≃ 20 cm sidewall to

create an experimental device with a Γ = 1 tank geometry.

Figure 4.19 shows Hovmöller plots of the sidewall temperature field in four separate

experimental cases, one RBC case and one Conducting MC− case in each geometry. Figure

4.19(b) shows that the thermal field precesses in the Γ = 1 Conducting MC− case, similarly

to the MP behavior found in Γ = 2 experiments. The Γ = 1 magnetoprecession rate is

dξmid
j /dt = 8.40×10−3 rad/s. Our model predicts the angular frequency of magnetoprecession

to be ωMP (UMC/Uff ) = 6.22×10−3 rad/s, which is in good zeroth order agreement with the

data.

The biggest difference then between the Γ = 1 and 2 cases is found to be the internal

oscillation mode of the LSC. We have previously demonstrated in convection cells with Γ = 2

that the dominant LSC mode is a jump rope vortex (JRV), whereas in Γ = 1, the dominant

mode is the coupled sloshing-torsional mode (Vogt et al., 2018a). Brown & Ahlers (2009)

and Zhou et al. (2009) have shown that the sloshing and torsional mode are contained in

the very same advected oscillation. Therefore, both modes have the same frequency but a

phase difference of π, and the torsional mode cannot exist without a sloshing mode.

We have verified this behaviour in our current set-up. The Conducting RBC case in Γ = 1

(figure 4.19(a)) shows a zigzag pattern, which is characteristic of sloshing. The Conduct-

ing RBC case in Γ = 2 (figure 4.19(c)) shows an accordion pattern, which is characteristic

of the jump rope vortex (JRV). In Vogt et al. (2018a), we have demonstrated that this is

the most straightforward method to identify either mode. In the magnetoconvection cases

(figure 4.19(b,d)), both the sloshing and the JRV modes are suppressed by the magneto-
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Figure 4.19: Hovmöller diagrams of the sidewall midplane temperature fluctuation.

(a) Conducting RBC case in the Γ = 1 tank at Ra = 2× 107, showing the zig-zag pattern charac-

teristic for sloshing. (b) Corresponding Conducting MC− case at (Ra = 2.8×107, Ch = 4.1×104;

NC = 1.27, NTE = 0.16) showing a drifting magnetoprecession mode. (c) Long Conducting RBC

case in Γ = 2 tank at Ra = 1.79 × 106 (same as in the main manuscript), showing the accordion

pattern characteristic for a jump rope vortex (JRV). (d) Corresponding Long Conducting MC− at

(Ra = 1.82× 106, Ch = 2.6× 103; NC = 0.31, NTE = 0.16), showing a drifting magnetoprecession

mode similar to (b). The yellow (blue) lines indicate the position of the maximum (minimum) tem-

perature obtained with the TEE method. The time windows are selected to show approximately

one full precession, corresponding, respectively, to 0.2τκ for Γ = 1 and to 2τκ for Γ = 2.
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precession mode, which manifests itself through a strong azimuthal drift of the temperature

pattern. But there are faint indications in the MC cases that a much weakened sloshing

mode still exists in Γ = 1 cases, and similarly, a much weakened JRV mode still exists in

Γ = 2 cases. The spectral data shown in figure 4.9(a) further supports the latter.

We have analysed our data more quantitatively by applying the TEE method of Zhou

et al. (2009) to the sidewall midplane, top, and bottom temperature measurements, as also

indicated by the yellow and blue lines in figure 4.19. These TEE measurements confirm

the existence of the torsional mode in our Γ = 1 tank by measuring the difference in the

azimuthal angles of the best-fit extrema between the top and bottom (not shown). We did

not find clear evidence of torsional oscillations in the Γ = 2 cases, neither in the Insulating

and Conducting RBC cases nor in the Insulating MC±, in agreement with the previous

Γ = 2 results of Vogt et al. (2018a). This decoupling between the torsional and sloshing

motion in the turbulent MC is novel and interesting, thus, it should be investigated further

in future studies. The detailed methods and analysis are shown as follows.
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Figure 4.20: (a) A three-dimensional diagram showing the LSC that undergoes sloshing oscilla-

tion. (b) Diagrams of horizontal cross-sections showing periodic horizontal oscillation of the LSC

at different phases in the mean LSC frame. (c) Schematic diagram showing the definitions of the

orientation ϕmid
j,max, ϕ

mid
j,min, and δϕmid

j . The angle displacement in sloshing oscillation δϕmid
j −π. All

the angles are measured in the right-hand direction, ϕ̂.

The thermometry data is discretized in both space and time. The discrete temperature

time series data is expressed in 4.31. Using the TEE method (Zhou et al., 2009), the

temperature extrema are found at every time step by two quadratic fits from two sets of

three data points adjacent to the maximum and minimum. Around the extrema,

T k
fit(tj) = akjϕ

2 + bkjϕ+ ckj , (4.70)

where akj , b
k
j , and ckj are instantaneous best-fitted parameters. The extrema at each time

step are located at azimuthal angles

max(ϕk
j ) = − bkj

2akj
, if akj < 0; min(ϕk

j ) = − bkj
2akj

, if akj > 0. (4.71)
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Figure 4.20 shows schematics of the sloshing motion of the LSC. The colored lines and

arrows represent LSCs at a different time of the period. Figure 4.20(b) shows how the

position of the LSC plane oscillates horizontally with time at the midplane with a frequency

of ω = 2π/t. The midplane azimuthal location of the extrema on the LSC are defined as

ϕmid
j,max = max(ϕmid

j ); ϕmid
j,min = min(ϕmid

j ), (4.72)

and their difference is

δϕmid
j ϕ̂ = ϕmid

j,maxϕ̂− ϕmid
j,minϕ̂. (4.73)

The LSC undergoes a horizontal period oscillation with respect to the centering position.

This change in horizontal location can be measured by the δϕmid
j as shown in panel (c) from

the sidewall midplane thermistors, in a similar way to figure 3 of Brown & Ahlers (2009). By

analyzing the dominant frequency of the δϕmid
j in FFT spectra, we can measure the sloshing

frequency accordingly.

Figure 4.21 shows the behavior of torsional oscillation at different heights and phases.

The diagram only shows the orientation and location of the LSC at top/midplane/bottom

that undergoes torsional oscillation over a complete period. The torsional oscillation has the

largest amplitude at ωt = π/2 and 3π/2, presumably different from the sloshing by π/2.

179



Figure 4.21: The torsional oscillations at different heights and phases in the mean LSC frame.

The torsional motion should have a π/2 phase difference from the sloshing mode. The torsional

oscillation reaches its maximum amplitude at ωt = π/2 and 3π/2, while the sloshing oscillation

reaches its maximum ωt = 0 and π, as shown in figure 4.20(b). Schematics adapted from (Brown

& Ahlers, 2009).

We compare the difference in the azimuthal angles of the best-fit extrema between top

and bottom, namely ∆ϕmax and ∆ϕmin, to detect torsional oscillations in our data. They

are defined as

∆ϕmaxϕ̂ = max(ϕtop
j )ϕ̂−max(ϕbot

j )ϕ̂; ∆ϕminϕ̂ = min(ϕtop
j )ϕ̂−min(ϕbot

j )ϕ̂. (4.74)
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Figure 4.22: A top-view schematic diagram of the LSC at time ωt = 3π/2 showing the definition

of ∆ϕmax and ∆ϕmin, which are displacement angels of hot and cold flows of the LSC, respectively.

The LSC’s top and bottom components overlays each other. We expect that ∆ϕmax ≃ ∆ϕmin.

The timeseries of ∆ϕmax and ∆ϕmin indicate the orientation difference in the LSC between

the top and bottom as they describe the twisting angles of the LSC plane at different heights.

Figure 4.22 shows a snapshot of the LSC at the top and bottom boundary overlaying each

other in the mean LSC frame. The angle between the upwelling LSC flows is ∆ϕmax, whereas

the downwelling LSC flows have a ∆ϕmin difference in between.

Moreover, we apply the following criteria for identifying our system’s sloshing and tor-

sional modes.

I The torsional mode has a π/2 phase difference from the sloshing mode (Brown & Ahlers,

2009; Zhou et al., 2009).

II The torsional oscillation should have a same amplitude for ∆ϕmax and ∆ϕmax. This

means |∆ϕmax| ≃ |∆ϕmin|.

III The amplitude of the azimuthal angle displacement in sloshing oscillation δmid
j − π,

should be the same as the torsional oscillation. Equation (4.3) and (4.4) in Brown &

Ahlers (2009) states that the amplitude of the torsional oscillation is A sin(πz/L) and
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A cos(πz/L) for sloshing. Their z is defined to be 0 at the midplane. When substituting

in the top and bottom boundary as ±L/2 as the height for the torsional mode and

z = 0 for the sloshing mode, we get the amplitude of both oscillations should be the

same. This means δmid
j − π ≃ ∆ϕmin ≃ ∆ϕmax. This can be examined by comparing

the standard deviations of the data over time.

4.11.2 No Sloshing or Torsional Modes in Long Conducting RBC

Figure 4.23: Timeseries of the azimuthal angles of the temperature extrema (ϕmid
j,max and ϕmid

j,min)

in the midplane using the TEE method (Zhou et al., 2009) for the Long Conducting RBC case.

The displacement between these two angles infers the locations of the hot and cold LSC flows and,

therefore can be used to interpret the LSC’s dynamic positions at the midplane.

The Long Conducting RBC case has an LSC that is roughly fixed location. The cold

and hot flows are approximately separated by π in azimuth, as shown in the timeseries of

best-fit angles of the temperature extrema at the midplane in figure 4.23. The azimuthal

angle data of the temperature extrema can be used to interpret the position of the LSC.

And we can use the lab frame to approximate the mean LSC frame.

Figure 4.24 shows the timeseries of δϕmid
j does not resemble the periodic sloshing motion

as shown in Brown & Ahlers (2009) and Zhou et al. (2009). Further analysis on the frequency
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Figure 4.24: Timeseries of the δϕmid
j /π − 1 for the Long Conducting RBC case for 5 thermal

diffusion time. We define δϕmid
j /π − 1 as the azimuthal angle difference between the temperature

extrema in the midplane using the TEE method as shown in figure 4.20(c). The oscillation does

not resemble the periodic sloshing motion shown in Brown & Ahlers (2009) and Zhou et al. (2009).

The line has been smoothed using a local span of 0.5% of the total data and plotted in the yellow

line. The standard deviation of δϕmid/π − 1 is σ0 = 0.16, marked by the cyan dashed lines.

spectrum of δϕmid
j (figure 4.25) reveals that there is a weak peak frequency which coincides

with the ‘jump rope vortex’ frequency (Vogt et al., 2018a). The peak is most likely picking

up the background JRV mode since it is the dominant mode of the turbulent RBC in an

aspect-ratio-2 tank. One reason is that the appendix of Vogt et al. (2018a) has shown

that the turbulent RBC in an aspect-ratio-2 cell has lateral temperature oscillations at the

midplane. Another reason is that the δϕmid
j is measured in the lab frame as an approximation

to the mean LSC frame. As the LSC naturally drifts around, it could pick up the dominant

JRV mode.

We find ∆ϕmax are not correlated to ∆ϕmin when comparing the top and bottom tem-

perature extrema over time (upper panel of figure 4.26). Moreover, there is no clear phase

difference between ∆ϕmax and δϕmid
j −π. The amplitude of the oscillation of these two quan-

tities which are measured by standard deviations also differs by a factor of 2 (lower panel of
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Figure 4.25: FFT of δϕmid
j with Hanning window for the Long Conducting RBC case. The

frequency is normalized by thermal diffusion frequency, f̃ = f/fκ. The FFT gives a weak peak at

f̃ = 11.02, marked by a red circle. This result corresponds to the background ‘jump rope vortex’

frequency (Vogt et al., 2018a), where the appendix shows that the turbulent RBC in an aspect-

ratio-2 cell has lateral temperature oscillations at the midplane. Moreover, the δϕmid
j is measured

in the lab frame to approximate the mean LSC frame. As the LSC naturally drifts around, it

could pick up the dominant JRV mode in the background, which has a characteristic frequency of

f̃JRV = 11.07 in this case, denoted by the black vertical dash-dotted line.

figure 4.26).

Figure 4.27 shows the frequency peaks of ∆ϕmax and ∆ϕmin also coincide with the JRV

peak frequency, suggesting the background origin of the oscillations that we observe.

Thus, in violating all three criteria, we conclude that there is unlikely a sloshing or

torsional mode in this Long Conducting RBC case.
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Figure 4.26: (Upper) Timeseries of ∆ϕmax/π and ∆ϕmin/π for the Long Conducting RBC

case. It clearly shows that ∆ϕmax ̸= ∆ϕmin. (Lower) Timeseries of ∆ϕmax/π and the smoothed

δϕmid
j /π − 1. There is no clear phase difference between these two largely uncorrelated quantities.

The standard deviation for ∆ϕmax/π is marked by the black horizontal dashed line and denoted as

σ1 = 0.08, which is 50% of the standard deviation of δϕmid
j /π−1. Effectively, |∆ϕmax| ≠ |δϕmid

j −π|.
Thus, in violating all three criteria, there is unlikely a sloshing or torsional mode in our system for

the Long Conducting RBC case.
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Figure 4.27: Hanning window FFT of ∆ϕmax and ∆ϕmin. The spectrum for ∆ϕmax is shown in

red. The frequency peaks at f̃ = 11.08 and is marked by a red circle, whereas the spectrum for

∆ϕmin is shown in blue, which peaks at a similar f̃ = 11.02, marked by a blue circle. This result

peak frequency does not correspond to the torsional modes but to the dominant background JRV

frequency where f̃JRV = 11.07 in this case, denoted by the black vertical dash-dotted line.
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4.11.3 No Sloshing or Torsional Modes in Insulating MC-

Figure 4.28: Timeseries of the δϕmid
j /π−1 for the Insulating MC− case. We define δϕmid

j /π−1

as the azimuthal angle difference between the temperature extrema in the midplane using the TEE

method as shown in figure 4.20(c). The oscillation does not resemble the periodic sloshing motion.

The standard deviation of δϕmid/π−1 is σ2 = 0.03, marked by the cyan dashed lines. The standard

deviation is an order of magnitude smaller than the Long Conducting RBC case, possibly due to

a different sidewall and the magnetic damping from the external field.

Figure 4.28 shows the timeseries of δϕmid
j does not resemble the periodic sloshing motion

as shown in Brown & Ahlers (2009) and Zhou et al. (2009). The standard deviation is an

order of magnitude smaller than the Long Conducting RBC case. This is likely caused

by the acrylic sidewall having thicker thermal skin depths. The thermistor has a lower

temporal resolution than the conducting cases. In addition, the vertical magnetic field

generates Lorentz forces on the horizontal motions of the fluid and consequently suppresses

the oscillation.

The frequency FFT spectrum of δϕmid
j in figure 4.29 shows no meaningful peak. A small

peak near the JRV peak frequency could be interpreted as the background remnant from the

JRV mode.

We find ∆ϕmax are not correlated to ∆ϕmin (upper panel of figure 4.30). Moreover, there
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Figure 4.29: FFT of δϕmid
j with Hanning window for the Insulating MC− case. The frequency

is normalized by thermal diffusion frequency, f̃ = f/fκ. The FFT gives a weak peak at f̃ = 1.12,

marked by a red circle and a vertical blue dash-dotted line. We think this peak does not have a

meaningful interpretation. No other predominant peaks are found. However, there is a small peak

near the JRV frequency (Vogt et al. 2018), which has a characteristic frequency of f̃JRV ≈ 10.77

in this case, denoted by the black vertical dash-dotted line on the right. This result infers that the

magnetic forces have suppressed the oscillations of the LSC.

is no clear phase difference between ∆ϕmax and δϕmid
j − π. The amplitude of the oscillation

of these two quantities, measured by standard deviations, also differs by a factor of 3 (lower

panel of figure 4.30). Figure 4.31 is an FFT spectrum showing both frequency peaks of

∆ϕmax and ∆ϕmin are close to the JRV peak frequency, suggesting the background origin of

the oscillations that we observe. Thus, in violating all three criteria, we conclude that there

is unlikely a sloshing or torsional mode in this Insulating MC− case.
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Figure 4.30: (Upper) Timeseries of ∆ϕmax/π and ∆ϕmin/π for the Insulating MC− case. It

clearly shows that ∆ϕmax ̸= ∆ϕmin. (Lower) Timeseries of ∆ϕmax/π and δϕmid
j /π− 1. There is no

clear phase difference between these two largely uncorrelated quantities. The standard deviation

for ∆ϕmax/π is marked by the black horizontal dashed line and denoted as σ3 = 0.09, which is 300%

of the standard deviation of δϕmid
j /π− 1. Effectively, |∆ϕmax| ≠ |δϕmid

j − π|. Thus, in violating all

three criteria, there is unlikely a sloshing or torsional mode in our system for the Insulating MC−

case.
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Figure 4.31: Hanning window FFT of ∆ϕmax and ∆ϕmin. The FFT shows a peak at f̃ = 9.25

for ∆ϕmax and f̃ = 9.46 for ∆ϕmin. Circles and vertical dash-dotted lines mark the peaks in their

respective color. They are about 13% smaller than the predicted JRV frequency f̃jrv = 10.77,

denoted by the black vertical dash-dotted line on the right. This result peak frequency does not

correspond to the torsional modes but to the dominant background JRV frequency.
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4.11.4 Weak Sloshing and Strong Torsional Modes in Long Conducting MC

Figure 4.32: Timeseries of the δϕmid
j /π − 1 for the Long Conducting MC− case for 5 thermal

diffusion time. The oscillation has a weak periodicity that could associate with sloshing motion.

The line has been smoothed using a local span of 0.5% of the total data and plotted in the yellow

line. The standard deviation of δϕmid/π − 1 is σ4 = 0.08, marked by the cyan dashed lines.

Figure 4.32 shows a weak periodicity in the smoothed timeseries of δϕmid
j , which could

associate with the sloshing oscillation of the LSC.

The frequency FFT spectrum of δϕmid
j in figure 4.33 shows a peak frequency that coin-

cides with the MP mode. As the LSC precesses along the MP mode, a torque is exerted

perpendicular to the LSC plane. Therefore, it is possible to excite a weak sloshing oscillation

at the same frequency as the precession.

We find strong correlation between ∆ϕmax and ∆ϕmin (upper panel of figure 4.34). This

satisfies criterion II that ∆ϕmax ≃ ∆ϕmin, and indicates a clear torsional mode in this case.

Criterion I is only weakly satisfied, as there is no clear phase difference between ∆ϕmax and

δϕmid
j − π (see lower panel of figure 4.34). However, they have opposite signs for most of the

time, i.e., δϕmid
j /π−1 ≳ 0 when ∆ϕmax/π ≲ 0. This could interpret as a weakly constrained

π/2 phase difference. The standard deviation for ∆ϕmax/π is σ5 = 0.13, which is 162.5% of
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Figure 4.33: FFT of δϕmid
j with Hanning window for the Long Conducting MC− case. The

frequency is normalized by thermal diffusion frequency, f̃ = f/fκ. The FFT gives a peak at

f̃ = 0.63, marked by a red circle and a vertical dash-dotted line. This peak is almost the same as

the dominant MP mode f̃MP = 0.64, marked by a black vertical dashed line. In this case, no peak

is found near the JRV frequency f̃JRV ≈ 11.07, denoted by the black vertical dash-dotted line on

the right. As the LSC precesses along the MP mode, a torque is exerted perpendicular to the LSC

plane. Therefore, it is possible to excite a weak sloshing oscillation.

the standard deviation of δϕmid
j /π−1. Effectively, |∆ϕmax| ≠ |δϕmid

j −π|. Thus, the sloshing
motion is too weak and violates criterion III.

Figure 4.35 is an FFT spectrum showing both frequency peaks of ∆ϕmax and ∆ϕmin

coincide with the MP mode peak frequency, suggesting this torsional oscillation originates

from the MP mode. This is expected as the LSC is not exactly a solid-body rotation. It

would twist and deform as the LSC precesses in the same frequency.
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Figure 4.34: (Upper) Timeseries of ∆ϕmax/π and ∆ϕmin/π for the Long Conducting MC− case.

It clearly shows that ∆ϕmax is in phase with ∆ϕmin, and they both have periodic oscillations

with similar amplitude and frequency. This satisfies criterion II that ∆ϕmax ≃ ∆ϕmin. This

indicates a strong signal for torsional mode in the Long Conducting MC− case. (Lower) Timeseries

of ∆ϕmax/π and δϕmid
j /π − 1. There is no clear phase difference between these two quantities.

However, they have opposite signs for most of the time, i.e., δϕmid
j /π − 1 ≳ 0 when ∆ϕmax/π ≲ 0.

This could interpret as a weak π/2 phase difference and thus weakly satisfies criterion I. The

standard deviation for ∆ϕmax/π is marked by the black horizontal dashed line and denoted as

σ5 = 0.13, which is 162.5% of the standard deviation of δϕmid
j /π − 1. Effectively, |∆ϕmax| ≠

|δϕmid
j − π|. Thus, the sloshing motion is too weak and violates criterion III.
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Figure 4.35: Hanning window FFT of ∆ϕmax and ∆ϕmin. The FFT shows a strong peak at

f̃ = 0.63 for both ∆ϕmax and ∆ϕmin. This coincides with f̃MP = 0.64, marked by a black vertical

dashed line. There is a clear signal of torsional oscillation, which has the same frequency as the

MP mode. This makes sense since the LSC is not exactly solid-body rotation. It would twist and

deform as the LSC precesses.
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In conclusion, there is likely a strong torsional mode but a weak sloshing mode in the

Long Conducting MC− case. The uncoupling between the torsional and the sloshing mode

is interesting and is likely due to the pre-existing asymmetry that mainly contributes to the

twisting of the LSC. I propose that the asymmetry is caused by the top lid temperature

anomalies since the location of the inlet/outlet has been shown to generate periodic fluctua-

tion in the horizontal temperature at different heights. Very similar results have been shown

in the Long Conducting MC+ case. Therefore, the direction of the magnetic field does not

affect the oscillation nature of the LSC as expected.
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CHAPTER 5

Large Scale Structures in Turbulent RC and RMC

“Out of chaos comes a dancing star.”

— Friedrich Nietzsche

Adding rotation is a leap toward the core-style convection from the reduced model of

magnetoconvection discussed in prior chapters. To answer the third question in 1.4, “do

large-scale structures such as LSVs exist in turbulent liquid metal rotating convection? Is

the magnetostrophic mode dominant in a low-Rm liquid metal rotating magnetoconvec-

tion system?” I have conducted rotating convection (RC) and rotating magnetoconvection

(RMC) experiments in liquid gallium using the RoMag device. Thermal-velocimetry data

have been obtained to analyze the spatial-temporal structures of both RC and RMC sys-

tems. Preliminary results suggest that our liquid metal RC may be manifested in large-scale

vortices. These preliminary results address a possible pathway from small-scale turbulence

to large-scale dynamics in the planetary cores.

Section 5.1 introduces the motivation of this study. Section 5.2 describes the experimental

setup for this study. Section 5.3 shows preliminary results on large-scale vortices (LSVs) in

rotating convection (RC) experiments. Section 5.4.1 shows the disappearance of the LSVs

with increasing RoC. Section 5.4.2 shows preliminary results on characteristics of the rotating

magnetoconvection (RMC) flows in our experiments. Section 5.5 discuss future works and

implications of this study.
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5.1 Large-scale flows in core convection

Figure 5.1: Linear stability curves of Ra as a function wave number a ≡ πd/L in RC, MC,

and RMC, at a) the Earth’s condition where Ek = 10−15, in which d is the height of the infinite

plane fluid layer, and L is the half-wavelength of the convection cell, assuming in the form of two-

dimension rolls; b) a typical lab parameter where Ek = 10−6. The shaded grey box indicates the

range of Ra in each system. Figures modified from Horn & Aurnou (2022).

The rotating magnetoconvection system contains essential dynamic elements of turbulent

convection, rotation, and magnetism that governs the dynamics of the electrically conduct-

ing fluid layers in planets (e.g., King & Aurnou, 2015; Aurnou & King, 2017). A long-held

view of dynamo theory is that the Lorentz forces relax the rotation constraint of the planet

from the generated magnetic field and form a steady large-scale bulk mode (e.g. Roberts &

King, 2013). This “magnetostrophic mode,” in which Coriolis and Lorentz forces are ap-

proximately in balance, is derived from the classical linear stability analysis (Chandrasekhar,

1961; Eltayeb & Roberts, 1970; Eltayeb, 1972).

Linear theory predicts a separation of scales in the leading steady modes. (Horn &

Aurnou, 2022). Figure 5.1 shows stationary marginal stability curves of Ra as a function of
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the nondimensional wave number a ≡ πd/L at Ek = 10−15 representing the Earth core, and

Ek = 10−6 representing current lab experiments and numerical simulations. Here d is the

height of an infinite plane layer, and L is the half-wavelength of the convection cell. Both

in the Earth and in the lab, the magnetostrophic balance has two minimums in its stability

curve. The lowest one is the steady onset of the magnetostrophic mode, which has a small

wave number and a large scale. The second minimum is the geostrophic onset.

Although the mono-modal magnetostrophic mode is appealing, it is not geophysically

realistic (Calkins, 2018; Horn & Aurnou, 2022). As discussed in the first chapter, the large-

scale bulk dynamics of the planetary core are likely to be governed by rotating convection

(e.g., Gillet et al., 2012). The dynamic Elssaser number (Soderlund et al., 2015) at the

Earth’s core is likely Λd ∼ ΛRm−1/2 ∼ 10−2, which means the Lorentz forces is only a fraction

of the Coriolis force on a planetary scale. However, fig. 5.1 a) shows that as the Coriolis force

becomes more dominant, Λ → 0, the geostrophic mode replaces the magnetostrophic one as

the most accessible mode with the lowest critical Ra. However, it is not a large-scale mode

as the wave number for the geostrophic mode is a ≳ 105. Therefore, the linear geostrophic

mode cannot represent the large-scale magnetic structures observed in the geomagnetic data.

As discussed in section 1.3.5, the inverse cascade of kinetic energy from the small-scale

into large-scale flows in three-dimensional turbulence has been studied extensively (e.g.,

Julien et al., 2012; Favier et al., 2014; Guervilly et al., 2014; Rubio et al., 2014; Stellmach

et al., 2014). The resulting turbulent barotropic large-scale vortices (LSVs) provide a promis-

ing pathway to explain the large-scale structures observed in geomagnetic data.

However, turbulent RC with core-like material properties is often too expensive for the

current numerical models to resolve. The effect of changing from Pr ∼ 1 which has been used

in most of the numerical simulations, to Pr ≪ 1 in the core, remains poorly understood. In

lieu of the difficulties in numerical simulations, laboratory experiments in liquid metal have

much more realistic material properties. In particular, Pr ≈ 0.025 and Pm ≈ 10−6 in liquid

gallium, in perfect agreement with the core flow, where Pr ∼ 10−2, and Pm ∼ 10−6. Our
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system also has a relatively high Re ≳ 104, which is considered turbulent.

To look for the possible existence of LSVs in the liquid metal, I conduct a fixed-Ek four-

case study of RC and RMC on RoMag. Figure 5.2 shows these four cases with linear onset

prediction of an infinite plane layer for different convective modes at Ek = 8 × 10−7. The

RC cases, namely “RC 60W” and “RC 2kW”, are actually located at Λ = 0 which is not

shown in the figure because there is no magnetic field. The RC 60W case has a raw input

power of around 60W for the heat pad and Ra = 1.521× 108, about an order of magnitude

supercritical of the oscillatory bulk onset, and at least three times of the wall mode onset.

Therefore, we expect to see wall modes and oscillatory modes in this case. RC 2kW has an

input power of 2kW, and a Ra = 1.0149, large enough to potentially see geostrophic mode.

However, it might be too supercritical and turbulent to see the onset modes of oscillatory

and wall modes. The detailed parameters are listed in table 5.1.

Furthermore, I conduct two RMC experiments at Λ ≈ 1.90 using the same output power

of 60W and 2kW. Due to the difference in heat transfer efficiency between RC and RMC

at these two heat fluxes, these two cases have slightly different Ra than the RC cases.

Specifically, the RMC 60W case has Ra = 9.703 × 107, while the RMC 2kW case has

Ra = 1.007× 109.

Case Name Ra Nu Pr Ek Ch Λ RoC

RC 60W 1.521E+8 2.75 0.027 8.617E-7 0 0 0.065

RC 2kW 1.014E+9 15.83 0.024 7.771E-7 0 0 0.160

RMC 60W 9.703E+7 4.33 0.027 8.679E-7 2.188E+6 1.899 0.052

RMC 2kW 1.007E+9 15.93 0.024 7.783E-7 2.494E+6 1.941 0.159

Table 5.1: Experimental data for liquid gallium RC and RMC cases in the 40-cm tank.
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Figure 5.2: Experimental cases of RC and RMC and critical Ra curves for different onset modes

at Ek = 8× 10−7, modified from the Python notebook by (Horn & Aurnou, 2022). The horizontal

axis is the linear Elsasser number, and the vertical axis is Ra. The different curves represent the

marginal Ra required for onset modes of convection to occur. The shaded area marks the Elbert

subrange where stationary geostrophic and magnetostrophic modes coexist.
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5.2 Experimental methods

Figure 5.3: Experimental setup on RoMag with 40-cm tank. a) A photo of the apparatus. b)

DAQ transducers on the cylinder tank.

These four experiments were conducted in a 40-cm tank filled with liquid gallium on

RoMag. Figure 5.3 a) shows the apparatus with descriptions of its components visible in

the photo. With the upgrade diagnostics and instrumentation shown in fig. 5.3 b), RoMag

has a total of 43 thermistors for measuring spatial-thermal information of the liquid gallium.

Moreover, 10 Doppler probes – three on top, three at 1/4H, and four at 3/4H – were also

implemented.
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Figure 5.4: Top-lid internal thermometry. a) The various length of metal stems are internal

thermistors. The dark spots flush against the top boundary are Doppler probes. b) Photo of the

top-down view of the top lid. c) Schematics of the top lid sensors with azimuthal references.

Figure 5.4 a) shows five internal thermistors are also installed from the top lid to extend

into the fluid bulk. The longest thermistor is 105 mm in length from the top. Three Doppler

probes (D8, D9, and D10) are aligned on the 150◦ to 330◦ diameter. The detailed setup is

shown in fig. 5.4 b) and c).

5.3 Large-scale vortices in liquid metal rotating convection tur-

bulence?

5.3.1 The bulk mode onset

Here I briefly discuss the base flow of our system at the onset of convection. Convective

instabilities in RC require thermal buoyancy to overcome the stabilizing influence of the

Coriolis force. The rotating convection of liquid metal in a cylindrical geometry has asymp-

totic onset solutions for both wall modes and bulk modes (Zhang & Liao, 2009, 2017) with

no-slip boundary. The wall mode and bulk modes have also been shown in many numerical
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simulations (e.g., Horn & Schmid, 2017) and laboratory experiments (e.g., Ecke et al., 1992;

Aurnou et al., 2018; Vogt et al., 2021). The wall modes are upwelling/downwelling patches

near the sidewall and travel retrograde with respect to the rotation. The bulk modes are

oscillatory inertial structures in the fluid bulk due to overstability (Chandrasekhar, 1961).

Implementing the asymptotic results of Zhang & Liao (2009), we are able to find the

asymptotic minimum Ra for both wall modes and bulk oscillatory modes of our experiment

system: RC at Ek = 8 × 10−7, Pr = 0.027, and Γ = 0.5. Assuming a simplest vertical

wavenumber n = 1, the wall modes onsets at Ra = 3.228× 107 with an azimuthal wavenum-

ber m = 1.43; the bulk oscillatory mode onsets at Ra = 4.248 × 107 with an azimuthal

wavenumber m = 1, and a radial wavenumber k = 4. Figure 5.5 shows a horizontal plane of

this RC onset oscillatory bulk mode at Ek = 8× 10−7, Pr = 0.027, and Γ = 0.5. The rota-

tion is set to be left-handed. The color is the dimensionless azimuthal velocity with respect

to the system rotation. The onset radial scale of the bulk mode is thus ℓr = R/4 ≈ 24.6mm.

Figure 5.5: Azimuthal velocity on a horizontal plane of RC onset oscillatory bulk mode at Ek =

8 × 10−7, Pr = 0.027, and Γ = 0.5. The color represents dimensionless positive or negative

azimuthal velocity with respect to rotation. Solution is based on Zhang & Liao (2017).
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5.3.2 Experimental results

Our preliminary results show the first experimental evidence of liquid metal large-scale

vortices (LSVs) using RoMag’s upgraded Doppler velocimetry. Figure 5.6 are velocity

Hovmöller diagrams of the RC 60W case (RoC = 0.065) at four locations (shown on the left)

on the RoMag’s convection tank. The detailed parameters are shown in table 5.1. The

horizontal axes are time intervals of 0.1τκ. The vertical axes are distances normalized by the

path length of the Ultrasonic beam. The red color in vertical probe D10 represents positive

velocity flowing upwards, whereas in chord probe D6 and radial probes D7 and D3, the red

means fluid moving away from the probe.

An important observation here is that the flow is nearly barotropic. Chord probes D7

and D3 are located at different heights of 3/4H and 1/4H, yet their velocity measurements

are almost identical to each other, indicating a large-scale structure consistent in ẑ, ∂zu ≈ 0.

The structure approximately follows the Taylor-Proudman theorem that the fluid motion is

invariant along the direction of rotation.

Another interesting observation is that the time scales of upwelling and downwelling

plumes in D10 are much smaller than the other velocity maps. Further analysis is required

to decipher the spatial-temporal structure in the vertical direction.

Further analysis of velocity profiles in D6 and D7 using a synthetic vorticity model

leads to a hint in the spatial-temporal structure of the flow. Figure 5.7 shows a Doppler

velocity Hovmöller diagram of chord probe D6 in RC 60W case, in comparison to a synthetic

Hovmöller diagram of the one-dimensional velocity at the exact location as the D6. This

synthetic velocity field comprises a m = 2, k = 1 structure with four neighboring opposing

vortices circumscribed by a circle with an imposed net rotation. The tilted and alternating

velocity patches along the chord are similar to the ones shown in the synthetic Hovmöller.

Moreover, Figure 5.8 shows a Doppler velocity Hovmöller diagram of the radial probe

D7 in RC 60W case, in comparison to a synthetic Hovmöller diagram of the velocity profile
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at the exact location as the D7. The alternating triangular patterns in the real data set

are captured by the alternating patterns of synthetic data vortices as they pass through the

radial beam. The dark spots in the synthetic Hovmöller are attributed to artificial errors

from the singularity of the synthetic vortex model.

I propose that only m = 2 vortices with a background zonal flow can explain the velocity

data in chord and radial measurements, as shown in fig. 5.7 and fig. 5.8. The tilted stripes in

fig. 5.7 b) have the same velocity spanning the entire chord. This can only be explained by

a large-scale flow that spans at least half a radius. Any m > 2 vortices patterns will result

in more tilted stripes, and more than two color stripes will be seen in fig. 5.7 b) at a fixed

time. Moreover, the alternating triangular shape in radial velocity indicates two alternating

structures along the diameter, and the wavenumber m has to be even. Moreover, compared

with fig. 5.5, this m = 2, k = 1 structure cannot be explained by the onset bulk oscillatory

modes. Future analysis of the fastest-growing bulk mode might be helpful to compare against

the LSVs.

In conclusion, retrograde rotating m = 2 vortices can explain the spatial-temporal data

from the Doppler measurements. Further analysis of the net zonal velocity of the data

captured in chord probes can help compare the temporal frequency of the periodic appearance

of these patterns. I am currently conducting a detailed analysis of the RC 60W case and,

therefore, only presenting some of the preliminary results here. These findings of the RC

60W, along with my coauthors, will be included in a forthcoming paper. Additionally, I plan

to further analyze the RC 2kW and RMC cases in the following papers.
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Figure 5.6: Hovmöller diagrams of UDVs for the RC 60W case. Four Doppler probes are set up as

the schematics on the left. Probe D7 and D3 are the radial probes, D10 is the vertical probe, and D6

is the chord probe. The diagrams show the velocity in color along the beam direction. The vertical

axes are the distance normalized by the path length. The horizontal axes are time normalized by

thermal diffusion time τκ. All the diagrams show t = 0.1τκ intervals. For vertical probes, red

represents positive velocity in the up direction. For chord and radial probes, red represents velocity

moving away.
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Figure 5.7: a) Location of the chord probe D6. b) Doppler velocity Hovmöller diagram of D6 in

RC 60W case. c) Hovmöller diagram of the synthetic Doppler D6’s data and a horizontal velocity

contour of the m = 2 synthetic vortices. An arbitrary constant background retrograde rotation has

been applied to the vortices. The color represents the velocity. The synthetic data figure was made

in collaboration with Cy David.
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Figure 5.8: a) Location of the radial probe D7. b) Doppler velocity Hovmöller diagram of D7 in

RC 60W case. c) Hovmöller diagrams of the synthetic Doppler D7’s data. The contour map on the

right shows the same m = 2 LSV with an arbitrary background retrograde rotation as fig. 5.7. The

color represents the velocity. The synthetic data figure was made in collaboration with Cy David.

208



5.4 Comparison with other cases

5.4.1 RC 2kW

Figure 5.9: Hovmöller diagrams of UDVs for the RC 2kW case. Four Doppler probes are set up as

the schematics on the left. Probe D7 is the radial probes, D10 and D8 are the vertical probe, and D6

is the chord probe. The diagrams show the velocity in color along the beam direction. The vertical

axes are the distance normalized by the path length. The horizontal axes are time normalized by

thermal diffusion time τκ. All the diagrams show t = 0.1τκ intervals. For vertical probes, red

represents positive velocity in the up direction. For chord and radial probes, red represents velocity

moving away.

Figure 5.9 shows the velocity Hovmöller diagrams for four velocity transducers: chord

D6, radial D7, vertical D8 and D10 for the RC 2kW case. Detailed parameters are displayed

in table 5.1. In sharp contrast to RC 60 W case, the structures in D6 and radial D7 are

completely different. Strong negative flows in D6 indicate the zonal jet still exists, happening
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at a much faster speed. No coherent structures can be observed in D7. This is likely because

the strong thermal forcing relaxes the Taylor-Proudman constraint.

The convective Rossby number, RoC, is defined in eq. (3.20).

Roc =
Inertia

Coriolis
= ReffEk =

√
RaEk2

Pr
, (5.1)

where Reff = UffH/ν. The convective Rossby number for this case RoC ≈ 0.160 is more

than twice the RC 60W case. This convective RoC cannot be considered rapidly rotating,

thus not representative of the core dynamics where RoC ∼ 10−6. The buoyancy inertia of

the flow is no longer insignificant compared with the Coriolis forces. The disappearance of

LSVs at RoC ≈ 0.160 qualitatively agrees with Cai (2021) that smaller aspect ratio geometry

requires a smaller Rossby number threshold for LSVs to form, comparing with Ro ≤ 0.4 in

Γ = 1 (Cai, 2021).

The strong upwelling and downwelling flow reaches a maximum speed of around 40mm/s.

The periodic alternating patterns of upwelling and downwelling in D10 versus D8 are absent

in the RC 60W case. Further correlation analysis between D8 and D10 could give insights

into the lateral structure of the convective flow in the same vertical plane as D8 and D10.

5.4.2 RMC cases

Figure 5.10 shows the velocity Hovmöller diagrams of vertical D8 and D10 velocity mea-

surement for the RMC 60W and 2kW cases at Λ ≈ 1.9. Detailed parameters are displayed

in table 5.1. In contrast to the RC 60W case, the RMC 60W exhibits an organized, anti-

phased, and periodic upwelling/downwelling pattern in the vertical direction. This implies

that there might be a coherent large-scale circulation (LSC) in the vertical plane in the RMC

60W case. Furthermore, there is also a net zonal velocity from the chord velocity measure-

ment. I postulate that a tank-scale magnetostrophic mode has been developed in the RMC

60W case, at Ra/RaMS ≈ 1.2, where RaMS is the magnetostrophic mode onset in a plane

layer, as shown as the green dashed curve in fig. 5.2. The magnetostrophic balance relaxes
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Figure 5.10: Hovmöller diagrams of UDVs for the RMC 60W and 2kW cases. Two vertically

oriented Doppler probes D8 and D10 are set up as the schematics on the left. These two probes

have the same radial distance to the center of the top lid, and therefore, they measure vertical

velocity in opposite halves of the radius. The four diagrams on the right show the velocity in

color along the beam direction as a function of space and time. The vertical axes are the distance

normalized by the path length. The horizontal axes are time normalized by thermal diffusion time

τκ. All the diagrams show t = 0.3τκ intervals. Red represents positive velocity in the up direction.

the Taylor-Proudman constraint, allowing this large-scale structure to appear (e.g., Cardin

& Olson, 1995; Roberts & King, 2013; Soderlund et al., 2015).

Furthermore, this large-scale processing LSC mode seems to contribute to more efficient

heat transfer. RMC 60W has a Nu = 4.33, in contrast to RC 60W’s Nu = 2.75. For future

work, we need to calculate the phase anticorrelation to quantify the connection between the

upwelling and downwelling flows.

Figure 5.10 also shows D8 and D10 measurements in the RMC 2kW case. Although there
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is a certain level of anti-correlation in the upwelling and downwelling motions, similar to the

RMC 60W case. However, the structure is more complex and less regular. More details of

the observations on RMC 2kW will be studied in the future.

5.5 Discussion and future works

5.5.1 Wave propagations in RMC

The dispersion relation of the Magneto-Coriolis (M-C) wave, as shown in eq. (4.63), is

(Finlay, 2008)

ωM-C = ±(Ω · k0)

k0
±
(
(Ω · k0)

2

k2
0

+
(B · k0)

2

ρµ

)1/2

, (5.2)

where k0 is the wavenumber, Ω is the angular rotation vector, and B is the magnetic flux

density. A fast branch and a slow branch solutions emerge depending on the signs of the

two terms. I then convert these two frequencies and wavenumbers into a phase diagram

using 2D FFT, also called a “frequency-wavenumber spectrum”. Note that the M-C wave is

dispersive, which means the frequency changes with the wavenumber so that the phase speed

is not constant. This method is commonly used in seismology and other areas to investigate

wave properties.

Figure 5.11 shows two frequency-wavenumber (f-k) spectra of the 2D vertical velocity

data (time+1D space) from two vertical probes D10 and D8 at the top lid. Figure 5.11 a)

gives the location of two vertical transducers. They have the same distance to the center of

the lid. Panel b) and c) shows the f-k diagrams for D8 and D10 data, respectively. A clear

wave can be seen in D8, which approximately follows the M-C wave prediction in eq. (5.2).

For D10, however, it is unclear whether the prediction works for our data except for some

faint tails. The power of the spectra has been amplified by taking the logarithm. Further

investigation is needed to conclude the wave properties of the magnetostrophic mode.
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Figure 5.11: Frequency-wavenumber (f-k) spectra of the vertical velocity data from the RMC 60W

case. a) The schematics of the vertical UDVs. b) Frequency-wavenumber spectrum from probe

“D8”. c) Frequency-wavenumber spectrum from probe “D10”. The wavenumber in the horizontal

axis is normalized by the inverse of the path length, so it is the total wavenumber of structures

along the beam. The vertical axis is frequency normalized by the rotational frequency fΩ. The

color represents the logarithm of the FFT power. The yellow dashed line shows the theoretical

predicted frequency-wavenumber curves of the slow Magnetic-Coriolis wave (Finlay, 2008).
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5.5.2 Characterizing the turbulence

A substantial amount of novel observations have emerged from our experimental results.

However, exploring the rotating magnetoconvection turbulence in liquid metal has barely

begun. Since the core-style convection is mostly likely turbulent (Re ∼ 108), an important

goal in our experiments is to determine the characteristics of the turbulent flow. Several

methods can be implemented to acquire information on the state of turbulence. But first,

wavelength information is required from the experiments.

The flow’s spatial structure and characteristic length scale can be evaluated using the

spatial-temporal auto-correlation method (Proakis, 2007) on the velocity data acquired by

the UDV. Spatial-temporal auto-correlation has been proven successful in numerical simula-

tion and particle image velocimetry (PIV) (Nieves et al., 2014; Rajaei et al., 2017; Madonia

et al., 2021). For instance, the 1-D spatial auto-correlation between a scalar variable f at

position x and f at (x+ r) gives, modified from Madonia et al. (2021):

Rf (r) =
⟨f(x)f(x+ r)⟩

⟨f 2(x)⟩ , (5.3)

where x is the 1-D position vector of the measurements along the ultrasound beam, r is the

separation connecting any two points along the measurements. The brackets denote spatial

averaging of all the variables. The spatial autocorrelation Rf (r) can be calculated by the

Fourier convolution theorem (Nieves et al., 2014). And Rf satisfies Rf (0) = 1. The same

technique can be implemented in time to find the temporal auto-correlation (Nieves et al.,

2014). The integral length scale can then be used to determine the wavelength of the variable

f in both space and time, respectively:

Lf =

∫ ∞

0

Rf (r)dr, (5.4)

Tf =

∫ ∞

0

Rf (τ)dτ, (5.5)

where τ is the separation in time.
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Applying spatial auto-correlation in liquid metal UDV data will provide access to energy

spectral analysis. Specifically, we could compare the power exponent of the kinetic energy-

wavenumber spectrum against the classical turbulent energy cascade scaling, Ek ∼ k−5/3

(Kolmogorov et al., 1942), and proposed MHD turbulence scaling, Ek ∼ k−3/2 (Perez et al.,

2012).

The probability density function (PDF) of the spatial-temporal data can also be used to

determine the status of the turbulence (e.g. Castaing et al., 1990; Frisch, 1995). The PDF of

our velocity and temperature data can be compared against the characteristic non-Gaussian

shapes with exponential tails of the turbulence disturbance.

5.5.3 The wall modes

The existence of wall modes in the interior of a planet is unlikely. However, retrograde wall

modes with respect to the rotation of the apparatus appeared to have a dominant presence

in both thermal and velocity signals of the RC and RMC experiments. Figure 5.12 shows a

side-by-side comparison between RC 60W and RMC 60W cases Hovmr̈oller diagrams, which

describe the sidewall midplane temperature evolution in time. Both figures have the same

time intervals of 0.3 τκ. The RMC case has a much slower wall mode signal at a frequency

f/fκ ≈ 16.81, while the RC case has a much faster frequency, f/fκ ≈ 47.40. Moreover,

another important observation is both cases have a dominant m = 1 wall mode. At any

time, there is only one hot and one cold patch along the azimuth, and each occupies about

180◦.

Madonia et al. (2021) has pointed out in their water experiments there is a dominant

m = 2 wall mode which is drifting in the azimuthal retrograde direction. The wall mode may

have induced an m = 2 quadrupolar vortices in their system. In contrast, our wall mode is

retrograde m = 1, inconsistent with the wavenumber of the m = 2 LSVs found in the liquid

metal RC 60W case. Thus, the LSVs found in our study are fundamentally different from

Madonia et al. (2021) that they are not likely to be driven by the wall modes. Regardless,
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the wall mode’s dynamic interaction with the bulk mode remains unclear, which should be

addressed in the future and investigate whether large-scale structures can arise from the wall

modes in liquid metal.

Following Terrien et al. (2023), the wall modes can probably be removed by adding a

rim of fins at the inner cylinder wall. Thus, future upgrades on RoMag’s convection tanks

would help better compare the lab experiments with the plane layer studies (e.g., Rubio

et al., 2014; Stellmach et al., 2014; Julien et al., 2016; Yan & Calkins, 2022; Horn & Aurnou,

2022), and with the planetary core flows where the existence of any wall mode is highly

questionable.
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Figure 5.12: Sidewall midplane thermometry Hovmr̈oller diagram shows an m = 1 azimuthal

retrograde wall mode in both a) RC and b) RMC 60W cases. The color represents the raw tem-

perature. The horizontal axis is the azimuthal angle, increasing in the right-handed direction. The

vertical axis is the time normalized by τκ. The time interval shown here is t = 0.3τκ for both cases.
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5.5.4 Transport efficiency and scaling law

Another perspective of understanding the dynamo processes is through transport properties

and energy (e.g. Nimmo, 2009; Roberts & King, 2013; Landeau et al., 2022). In addition

to comparing the heat transfer efficiency in Nu, I am also interested in comparing the

momentum transfer efficiencies (Re) and the kinetic energies between the RMC and RC cases.

And investigate whether there is flow anisotropy that could contribute to the differences in

transport efficiencies.

Scaling laws can help to extrapolate laboratory nondimensional parameters to a planetary

scale. These power tools have been used in almost every dynamo study. In the future,

with the upgraded diagnostics, the RoMag system is now set up to conduct an extensive

survey for scaling behaviors in liquid metal RMC, potentially updating our current dynamo

scalings laws used in the literature. For instance, most planetary dynamo models rely on the

energy flux – magnetic field strength scaling law (Christensen & Aubert, 2006) to estimate

a theoretical criterion for a dynamo to exist. However, the assumptions in length scales and

energy in this scaling law have yet to be tested experimentally.

Future experiments on RoMag will hopefully verify and expand many aspects of our

current views on planetary dynamos.
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CHAPTER 6

Conclusion

6.1 Thesis work

I have attempted in this thesis to provide insights into the fundamental questions listed

in section 1.4, focusing on investigating the near-boundary and interior core flow dynamics

using laboratory magnetoconvection and rotating magnetoconvection experiments in liquid

gallium.

Thermal measurements of liquid gallium magnetoconvection (MC) experiments onRoMag

have been used to characterize the behavior of liquid metal magnetoconvection from the onset

of wall modes to multimodality. I highlighted the need for improved predictions of the onset

of magnetoconvection in liquid metals within cylindrical cells. Combining numerical simula-

tion results, I have characterized the MC’s flow morphology near magneto-wall mode onset,

which exhibits nose-like protuberances extending into the fluid bulk as the supercriticality

increases. I have shown that the change in wall mode wavenumber results in fluctuation of

the total heat transfer in the system.

The overall heat transfer behaviors in magnetoconvection and rotating convection systems

are similar but differ at Rossby number less than unity (when the system is weakly influenced

by rotation or magnetic field). Further investigation is needed to explain the discrepancy

in full. This work paved the way to understanding higher complexity systems

such as thermoelectric magnetoconvection and rotating magnetoconvection.

To understand the flow induced by planetary boundary heterogeneity, I have conducted
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laboratory experiments of liquid metal turbulent convection and advanced a novel theory

to examine the thermoelectric effects on MC systems that may shed light on the planetary

boundary interface dynamics. I have characterized a self-sustaining thermoelectric effect

in different liquid metal turbulent convection flows. The thermoelectric currents at the

electrically conducting boundaries generate a large-scale precession of the bulk fluid. To

explain this phenomenon, I developed a solid-liquid analytical model that accurately pre-

dicted precession frequencies similar to the lab data. This model also produces a set of new

dimensionless parameters capable of describing under what conditions the thermoelectric

effect could become prominent near the interior layer boundaries of the planetary bodies.

My work shows that thermoelectric effects could be prominent at planetary

layer boundaries such as the ULVZ regions of the CMB on Earth, and are ideal

symmetry-breaking mechanisms in dynamo processes. A detailed thermoelectric

model, however, has yet to be developed. The thermoelectric properties of planetary interior

materials and the effects of rotation and stratification remain largely unknown. Nevertheless,

the preliminary results of my collaborated research indicate that the thermoelectric proper-

ties at CMB heterogeneity could support the presence of the thermoelectric effect near the

planetary interior boundaries.

Moreover, I have conducted experiments using the RoMag device to investigate rotating

convection (RC) and rotating magnetoconvection (RMC) in liquid gallium. Using thermal-

velocimetry data, I have analyzed the spatial-temporal structures of both RC and RMC

systems. My preliminary findings indicate that our Ro ∼ 0.065 liquid metal RC experiments

exhibit prominent self-excited large-scale barotropic vortices. This hints, for the first time,

the rapidly rotating liquid metal RC could generate large-scale vortices (LSV) through the

inverse cascade of kinetic energy. This experiment connects the existing numerical studies

with liquid metal flows in the planetary cores. This implies that since turbulent RC

represents the Earth’s core’s large-scale dynamics, the large-scale magnetic

lobes from the observation could come from hydrodynamically formed large-
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scale vortices through the inverse cascade. These initial results highlight a

potential pathway from local-scale turbulence to large-scale dynamics within

planetary cores. Further analyses are required to confirm this hypothesis.

6.2 Collaborations

Here I list my contribution to other collaborative works during my Ph.D. I am a co-author

on Grannan et al. (2022). I interpreted the thermoelectric precession mode that appeared

in the MC cases of this study using the results derived from Xu et al. (2022).

As an extension of the thermoelectric magnetoconvection project, I am currently collabo-

rating on a project led by Ph.D. student Francis Dragulet on exploring the thermoelectricity

effect at the CMB and other planetary interfaces with ab-initio simulated material proper-

ties at realistic high-temperature high-pressure planetary interior conditions. I plan to es-

timate the temperature distribution of the CMB using the state-of-art seismic tomographic

model (French & Romanowicz, 2015) with velocity-temperature conversion (e.g. Stixrude &

Lithgow-Bertelloni, 2007). The thermal gradients on the map can then be converted into

thermoelectric torques. The correlation between the torques and acceleration of the observed

magnetic flux patches can be used to verify my hypothesis.

I am also collaborating on an MHD project led by Ph.D. student Cy David. In this study,

we study Magneto-Stokes flow in a shallow free-surface annulus. Applying a radial current

to an electrically conducting fluid surrounded by a circular metal annulus and a vertical

magnetic field on RoMag, the flow rotates due to the Lorentz force. I helped design and

conduct the experiments. This work will be submitted to JFM.

Lastly, I am collaborating on a liquid gallium RC study led by Ph.D. student Jewel

Abbate. We conducted RC experiments on RoMag to characterize diffusivity-free heat and

momentum transfer behavior. This work is currently in preparation and is planned to be

submitted to Nature Astronomy.
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Figure 6.1: On Oct 28th, 2017, a dinosaur with a Ukulele left the Halloween party early and

broke into the lab. Rumor has it that the dinosaur insisted on helping clean up the RoMag device.
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