Applications of Network Propagation for the Discovery of Candidate Genes in Human Disease

A dissertation submitted in partial satisfaction of the requirements for the degree Doctor of Philosophy

in

Bioinformatics and Systems Biology

by

Justin Kwang-Lay Huang

Committee in charge:

Professor Trey Ideker, Chair
Professor Terry Gaasterland
Professor Olivier Harismendy
Professor Shankar Subramaniam
Professor Pablo Tamayo

2018
The Dissertation of Justin Kwang-Lay Huang is approved, and it is acceptable in quality and form for publication on microfilm and electronically:

________________________________________________________________________________________

________________________________________________________________________________________

________________________________________________________________________________________

________________________________________________________________________________________

________________________________________________________________________________________

Chair

University of California San Diego

2018
DEDICATION

This dissertation is dedicated to all of my friends and family for all of the love and support they have given me to this point. I especially want to thank my mother Yun Huang, my father Yen-Min Huang and my sister Jasmin Huang for walking with me every step of the way on this journey. This dissertation is also dedicated to my friend, the late Michael Nam for his belief that I would make it here, long before I could see it myself.
# TABLE OF CONTENTS

SIGNATURE PAGE ........................................................................................................................................ iii

DEDICATION ................................................................................................................................................ iv

TABLE OF CONTENTS .................................................................................................................................. v

LIST OF SUPPLEMENTAL FILES ............................................................................................................... vii

LIST OF FIGURES ......................................................................................................................................... viii

LIST OF TABLES ........................................................................................................................................... x

ACKNOWLEDGEMENTS ............................................................................................................................. xi

VITA ............................................................................................................................................................ xiv

ABSTRACT OF THE DISSERTATION ........................................................................................................... xv

INTRODUCTION ............................................................................................................................................. 1

   References.................................................................................................................................................. 6

CHAPTER 1: Disruption of *NSD1* in head and neck cancer promotes favorable chemotherapeutic responses linked to hypomethylation ......................................................................................... 9

   1.1 Abstract ............................................................................................................................................... 9

   1.2 Introduction ....................................................................................................................................... 10

   1.3 Results ............................................................................................................................................... 12

   1.4 Discussion ....................................................................................................................................... 17

   1.5 Materials and Methods .................................................................................................................... 20

   1.6 Figures ............................................................................................................................................. 27

   1.7 Supplemental Tables and Figures ..................................................................................................... 34

   1.8 Author Contributions ....................................................................................................................... 42

   1.9 Acknowledgements .......................................................................................................................... 43

   1.10 References ...................................................................................................................................... 44
LIST OF SUPPLEMENTAL FILES

Data S3.1. Full gene set and numeric values of network evaluation results.
# LIST OF FIGURES

Figure 1.1. NSD1 mutations are associated with improved survival in the HPV(-) HNSCC cohort in TCGA. ................................................................. 27

Figure 1.2. CpG hypomethylation in patients with NSD1 loss-of-function mutations in the HPV(-) HNSCC cohort in TCGA. ................................................................. 29

Figure 1.3. CpG hypomethylation in cell lines with NSD1 disrupted. ................................................................. 31

Figure 1.4. NSD1 loss-of-function mutations confer increased cisplatin sensitivity. ................................. 33

Figure S1.1. Effect of various factors on NSD1 mutation survival effect in TCGA and validation of NSD1 survival effect in a second independent cohort from the University of Chicago (Seiwert et al. 2015). ................................................................. 36

Figure S1.2. Regional analysis of differentially methylated CpG sites in TCGA patients. A strong cluster of differentially methylated CpG sites appear around chromosome 6 from 31MB–33MB. ................................................................. 37

Figure S1.3. NSD1 protein expression levels in parental and monoclonal cell lines with NSD1 disrupted by CRISPR-Cas9. ................................................................. 38

Figure S1.4. Effect of NSD1 mutations on CpG site methylation and gene expression in HNSCC cell lines. .................................................................................. 39

Figure S1.5. Effect of NSD1 mutations on cell line sensitivity to radiation and DNA damage repair. ................................................................. 40

Figure S1.6. Distribution of cell line types in the Sanger dataset (blue) with number of NSD1 mutations (red) and truncating NSD1 mutations (orange). ................................................................. 41

Figure 2.1. Benchmarking and pyNBS stratification performance. ................................................................. 58

Figure 2.2. Overview and stepwise factorization of the NBS algorithm. ................................................................. 59

Figure 3.1. Comparative analysis of gene network resources. ......................................................................... 84

Figure 3.2. Set-based network evaluation. ......................................................................................................... 85

Figure 3.3. Molecular network recovery performance of literature gene sets. ................................................................. 86

Figure 3.4. Literature-independent gene set recovery correlates with literature gene set recovery. ................................................................. 88

Figure 3.5. Composite networks can gain performance despite smaller size. ................................................................. 89
Figure 3.6. Increased interaction density in relevant network neighborhoods improves gene set recovery.............................................................. 91

Figure S3.1. Molecular interaction network underlying database sources. ................................. 100

Figure S3.2. Comparison of network AUPRCs on disease gene set recovery with varied background genes................................................................. 102

Figure S3.3. Disease gene set recovery performance with varied background genes. .............. 103

Figure S3.4. Additional literature-independent gene set recovery network performance correlations........................................................................................... 104
LIST OF TABLES

Table S1.1. Descriptions of the CpG-associated genes reveal a predominance of genes that function in MHC class or skin/connective tissue structure. ................................................................. 34

Table S1.2. Consistently hypomethylated genes in NSD1 disrupted cell lines. ....................... 35

Table S3.1. Network version and citation information (if applicable). ...................................... 94

Table S3.2. P-values of molecular network interaction property association with network-size adjusted performance for each collection of gene sets via ANOVA. ................................. 96

Table S3.3. Average ranked performance on literature gene sets with and without filtering human-only co-citation exclusive interactions from string and HumanNet. .............................. 97

Table S3.4. Properties of composite networks constructed by adding molecular interactions to previous composite network. ................................................................. 98

Table S3.5. Properties of parsimonious composite networks constructed by increasing the threshold of support for each edge. ................................................................. 99
ACKNOWLEDGEMENTS

I would like to thank my advisor Trey Ideker for giving me the chance to come to UC San Diego and study in his lab. His mentorship has helped me not only become a better scientist, but also a more critical thinker and a much better communicator. The projects and results of this dissertation would not be possible without the resources, direction and optimism of Trey and his confidence in me to complete the projects.

I would like to thank my dissertation committee for their support and guidance. Shankar Subramaniam served as a wonderful first-year academic advisor helping me achieve my goals in the classroom. Olivier Harismendy and Pablo Tamayo have helped me think more deeply of the results of my experiments as well as helped me formulate the translational context to my work. Terry Gaasterland gave me the opportunity to teach her students and show my enthusiasm for bioinformatics work in addition to helping guide my “big picture” views of my dissertation.

I would like to thank my mentors in the Trey Ideker lab, Daniel Carlin and Matan Hofree, for allowing me to interrupt them countless times with both trivial and philosophical questions as well as mentoring me, often spending hours helping me shape the direction of my projects. I also would like to thank all past and present members of Trey Ideker’s and Hannah Carter’s labs, all of whom I have had the great pleasure of working with. I am happy to call many of them friends as well as colleagues. I would like to thank the undergraduates that I have directly mentored to help develop and benchmark much of the software I would write over my PhD, Tongqiu “Iris” Jia and Victor Wong. I would like to especially thank the current and former lab administrators Charlotte Curtis, Anne Maria Viola, Shunya Wade and Stephanie Mirkin who helped me take care of a wide range of administrative tasks allowing me to focus on my research.
I would like to thank my family for their unconditional love and support. My parents, Yen-Min Huang, PhD and Yun Huang, for teaching me to be honest, imparting me with their wisdom and always doing whatever it takes to position me for future success. My younger sister, Jasmin Huang, for always holding me accountable for my actions and inspiring me to always treat others with respect and to be generous.

I would like to thank my girlfriend Lucy Hoang for her incredible encouragement and care across the past few years. Her company and brought me unbridled joy and has carried me through both the most difficult and celebratory moments throughout my graduate school journey.

I would like to thank my close friends and colleagues I have gained from the UCSD Bioinformatics and Systems Biology program as well as in the Southern Sea Dragon and Lion Dance Association. These individuals have become a wonderful support system for me and have made this kid from North Carolina feel like San Diego is home. I must also like to thank my friends from UNC and North Carolina, many of whom I have known since middle and high school Thank you for always reminding me of where I come from and continuing to push me to chase my dreams.

Finally, I would like to thank my previous mentors, Alain Laederach, Shawn Gomez, Teresa Przytycka, Gary Churchill, Randy Smith, and Bob Gotwals. They were integral in sparking and nurturing my love of computational science and were the driving force behind my pursuit of this PhD.

The Introduction is, in part, based on material as it appears as “Disruption of NSD1 in head and neck cancer promotes favorable chemotherapeutic responses linked to hypomethylation” in *Molecular Cancer Therapeutics*, 2018 by Nam Bui, Justin K. Huang, Ana Bojorquez-Gomez, Katherine Licon, Kyle S. Sanchez, Sean N. Tang, Alex N. Beckett, Tina Wang, Wei Zhang, John Paul Shen, Jason F. Kreisberg and Trey Ideker. The Introduction is also, in part, based on material
as it appears as “pyNBS: A Python implementation for network-based stratification of tumor mutations” in Bioinformatics 2018 by Justin K. Huang, Tongqiu Jia, Daniel E. Carlin and Trey Ideker. The Introduction is also, in part, based on material as it appears as “Systematic evaluation of molecular networks for discovery of disease genes” in Cell Systems 2018 by Justin K. Huang, Daniel E. Carlin, Michael Ku Yu, Wei Zhang, Jason F. Kreisberg, Pablo Tamayo and Trey Ideker. The dissertation author was a primary investigator and author of these papers.

Chapter 1, in full, is a reformatted reprint of the material as it appears as "Disruption of NSD1 in head and neck cancer promotes favorable chemotherapeutic responses linked to hypomethylation" in Molecular Cancer Therapeutics, 2018 by Nam Bui, Justin K. Huang, ana Bojorquez-Gomez, Katherine Licon, Kyle S. Sanchez, Sean N. Tang, Alex N. Beckett, Tina Wang, Wei Zhang, John Paul Shen, Jason F. Kreisberg and Trey Ideker. The dissertation author was a primary investigator and author of this paper.

Chapter 2, in full, is a reformatted reprint of the material as it appears as "pyNBS: A Python implementation for network-based stratification of tumor mutations " in Bioinformatics, 2018 by Justin K. Huang, Tongqiu Jia, Daniel E. Carlin and Trey Ideker. The dissertation author was the primary investigator and author of this paper.

Chapter 3, in full, is a reformatted reprint of the material as it appears as "Systematic evaluation of molecular networks for discovery of disease genes" in Cell Systems, 2018 by Justin K. Huang, Daniel E. Carlin, Michael Ku Yu, Wei Zhang, Jason F. Kreisberg, Pablo Tamayo and Trey Ideker. The dissertation author was a primary investigator and author of this paper.
VITA

2013  University of North Carolina, Chapel Hill
   *Bachelor of Science, Biology – Quantitative Biology Track*
   *Bachelor of Arts, Mathematics*
   *Minor, Computer Science*

2018  University of California San Diego
   *Doctor of Philosophy, Bioinformatics and Systems Biology*

PUBLICATIONS

Bui, Nam*, **Justin K. Huang***, Ana Bojorquez-Gomez, Katherine Licon, Kyle S. Sanchez, Sean N. Tang, Alex N. Beckett, Tina Wang, Wei Zhang, John Paul Shen†, Jason F. Kreisberg†, Trey Ideker†. 2018. “Disruption of NSD1 in head and neck cancer promotes favorable chemotherapeutic responses linked to hypomethylation.” Molecular Cancer Therapeutics. DOI: 10.1158/1535-7163.MCT-17-0937


*These authors contributed equally to this work. †Co-corresponding authors.
Applications of Network Propagation for the Discovery of Candidate Genes in Human Disease

by

Justin Kwang-Lay Huang

Doctor of Philosophy in Bioinformatics and Systems Biology

University of California San Diego, 2018

Professor Trey Ideker, Chair

The molecular system of the cell can be represented as a network with genes or proteins represented as the nodes and the various types of interactions between these proteins represented as the edges. This dissertation explores both the benefits and challenges of employing molecular network information to discover new candidate disease genes.
First, I present *NSD1*, a histone methyltransferase, that when mutated, confers improved survival for HPV-negative head and neck squamous cell cancer (HNSCC) patients. This project describes a standard approach for the discovery and validation of a single-gene biomarker. We identified *NSD1* through bioinformatic analysis of clinical and genomic data. We then showed that disruption of *NSD1 in vitro* sensitizes HNSCC cancer cells to cisplatin, a standard chemotherapy used to treat HNSCC.

In contrast to the *NSD1* results, many cancer cohorts cannot be subtyped easily by the mutation status of a single, or small number of genes due to the heterogeneity of tumor genomes. Therefore, I developed a software package implementing an algorithm that utilizes a molecular network to stratify cancer patients into prognostically relevant subtypes. This software package, called pyNBS, assumes that patients with mutations in genes that are near one another in this network will have disruptions in the same molecular pathways that will manifest as similar outcomes. Our benchmarking of pyNBS shows that it executes the NBS algorithm faster, uses fewer computational resources and makes the methodology more accessible to a broader audience.

In the final chapter of my thesis, I created a framework to evaluate molecular networks on their capacity to recover known disease-associated gene sets via network propagation. Given the number and diversity of molecular networks available, this framework establishes a benchmark to determine which network is appropriate for discovery of new candidate genes of a particular disease. In this study, we found that larger functional interaction networks perform the best at this task and then constructed our own network that outperformed any other network, which we call PCNet. We now hope to leverage network propagation in other ways, including in aiding the discovery of new candidate disease genes from genome-wide association studies.
INTRODUCTION

The advent of DNA and RNA sequencing technology and its ever-decreasing cost has allowed for the collection of vast genomic data across large cohorts of patients. The influx of genomic data has helped implicate many genes in a variety of diseases, particularly in cancer. However, as more genome-wide sequencing data becomes available, it is becoming clear that non-mendelian, complex diseases should no longer be viewed as a manifestation of various single-gene disruptions. Rather, complex diseases should be viewed as pathway- or system-wide perturbations caused by the disruption of multiple genes.

To study the entire molecular system of the cell, cellular pathways and systems can be represented as networks, where the proteins and genes of a cell are nodes connected by interactions, physical or otherwise, to each other. These molecular networks form the backbone of network systems biology and have been leveraged in an assortment of ways to study disease. From this understanding of molecular interaction networks, it follows that genes in the network that are near one another in network space are likely to be involved in the same molecular processes or at least be related functionally. By utilizing information from the known function of genes nearby in the molecular network, we can begin to infer the function of previously uncharacterized genes or implicate new genes in a particular disease or pathway.

One technique used to discover new candidate disease genes is network propagation (Paull et al. 2013; Vanunu et al. 2010; Lee et al. 2011; H. Kim, Park, and Gelenbe 2014; Qian et al. 2014; Köhler et al. 2008; Akula et al. 2011). There are many different styles of network propagation, but perhaps one of the most well-known implementations of network propagation is known as PageRank (Page et al. 1999). PageRank was most famously proposed by Google co-founder Larry Page and forms the foundation of the search function of Google. PageRank operates on a “random
surfer” model where a given internet surfer traverses the internet as a network moving between the webpages (nodes) by clicking on hyperlinks on the current page (edges). The surfer has an equal probability of clicking any outgoing hyperlink on the page, and also has some probability that they will return to their home page.

In network biology studies, network propagation requires two inputs, a molecular network, and some network nodes to behave as “seed genes”. The seed genes are typically chosen because they were either discovered together from some experimental screen or are genes that are known to be associated with a particular disease. In my instantiation of the model, before network propagation is applied, typically all nodes in the network will have a value of 0, with the “seed genes” being assigned a value of 1. After the seed genes are chosen, signal from these seed genes is diffused across the network along the edges of the network based on the aforementioned random-walk model of PageRank. The network genes that were not initially seed genes that have the highest values after the network smoothing procedure are assumed to be the most “functionally relevant” genes to the initial group of seed genes.

Here, we present a closed-form formulation of the network propagation method used throughout this dissertation (Leiserson et al. 2015):

\[
F = (1 - \alpha)F_0 \cdot (I - \alpha A_{\text{norm}})^{-1}
\]

Equation 1.

In this formulation, \(\alpha\) is the propagation constant, or random walk probability, \(A_{\text{norm}}\) is the degree-normalized adjacency matrix of the molecular interaction network, and \(F_0\) is the initial binary vector over all genes in the network indicating which genes in the network are to be the seed genes (Leiserson et al. 2015). Finally, \(F\) is a real-valued vector describing the network-diffused values over all of the nodes in the network (also called the “propagation score”). The molecular networks
used are typically represented as binary, undirected graphs, but networks may be directed and weighted given that $A_{\text{norm}}$ accounts for the weighting and edge directionality.

In addition to functional annotation and the discovery of new candidate disease genes, molecular networks have also been utilized to cluster cancer patients into clinically relevant subtypes. One of the most well-known algorithms for performing this subtyping is called network-based stratification, or NBS (Hofree et al. 2013). NBS attempts to solve the challenge of subtyping cancer tumors together based on tumor somatic mutation profiles. The heterogeneous nature of cancer tumors, even from the same tissue of origin, makes subtyping difficult as very few genes beyond a handful of well-studied recurring mutations are shared between any two tumor mutation profiles. Despite these large genomic differences, many cancer tumors have similar phenotypic profiles and response to treatments. NBS builds on the previous assumption that genes near one another in a molecular network neighborhood are likely to be involved in the same cellular processes. Therefore, two cancer tumors that do not share any somatic mutations, but have somatic mutations in similar network neighborhoods, may be considered molecularly similar because they have a shared disruption in a molecular pathway. The steps of the NBS algorithm are described in detail in the original NBS manuscript (Hofree et al. 2013).

In the first dissertation chapter, I began by attempting to identify prognostic subtypes of HPV-negative head and neck squamous cell cancer (HNSCC) by using the NBS algorithm on the HPV-negative HNSCC cohort from The Cancer Genome Atlas (TCGA). The results of this analysis revealed a single cohort of patients that was surviving much better than the other patients in the cohort. As I investigated the best surviving subtype, I found the subtype was driven primarily by the mutation status of a single gene, $NSD1$. With my other co-authors in the study, we found that this single-gene prognostic biomarker could also be recovered with traditional statistical
techniques on the TCGA data (Bui et al. 2018). We were able to then take a directed approach to validating NSD1 as a bona fide biomarker through in vitro experiments. We demonstrated that disrupting NSD1 led to a similar global DNA hypomethylation signature in vitro as observed in the TCGA cohort. We also showed that disrupting NSD1 also acts as a sensitizing agent to cisplatin, a standard-of-care chemotherapy used in HNSCC treatment. That being said, while in this particular case we identified a single gene that may be driving the survivability of a subtype of patients, as stated before, this is not the typical behavior of many complex disease cohorts.

Identifying single-gene biomarkers for various cancers remains a difficult task as there are not many recurrently mutated genes, and those that are recurrently mutated are typically “undruggable”, making it difficult to cluster tumors in molecularly and clinically relevant subtypes. Even so, the NSD1 results demonstrated that the network-based method NBS can identify targets despite the lack of recurrently mutated genes. This pointed to the need for further investigation into the ability of NBS to stratify other cancer cohorts. The second dissertation chapter reports the development, testing and evaluation of a python package, called pyNBS, that made the NBS algorithm more accessible to a broader audience (Huang, Jia, et al. 2018). Given the complexity and wide parameter space of the NBS algorithm, its implementation is difficult, and reproducibility has been cited as a potential issue given the original code of the algorithm released with the original manuscript (Y.-M. Kim, Poline, and Dumas 2017). PyNBS addresses these issues with an installable python package modularizing each step of the NBS algorithm. This modularization allowed the NBS algorithm to be more robustly tested and makes it available for broad use in various cancer studies. I used the package to benchmark the effect of changing various parameters on the resulting tumor clusters and to reduce the computational resources and time required to execute the NBS algorithm.
While benchmarking the performance of pyNBS, we noticed that the resulting tumor clusters constructed by the algorithm continued to vary greatly depending on the underlying molecular network used. Therefore, the third dissertation chapter presents a framework to evaluate molecular networks on two key criteria: the ability to recapitulate a known biological gene set, and the potential for discovering new, functionally relevant genes to a given gene set. This network evaluation method was also built upon network propagation and measures the ability of molecular networks to recover gene sets associated with a particular disease. In this study, while this benchmarking framework did not directly address the most appropriate network to use in NBS, it did allow us to establish a quantitative metric for the performance of various types of networks on general diffusion tasks across a variety of disease contexts (Huang, Carlin, et al. 2018). I also evaluated the molecular networks on tasks where networks constructed with heavy literature curation would not have artificially increased performance. Through this study, my co-authors and I identified some important properties of molecular networks that can improve the performance of molecular networks on recovering known gene sets. Larger networks with more interactions generally have improved performance, but more important is the interaction density between gene sets of interest relative to the interaction density of the entire molecular network. I also used this benchmarking method to develop a parsimonious composite network (PCNet) that outperforms any single network we evaluated. I present this framework as a starting point for the improved benchmarking of new molecular networks.

In this dissertation I have aimed to develop an intuition about the usefulness of various applications of network propagations and molecular networks to study the genetic underpinning of complex disease. Through the work that I have presented here, I have been able to demonstrate the following: First, network-based methods such as NBS have the ability to stratify patients into
clinically meaningful subtypes. Bioinformatic and experimental techniques can then be used to elucidate molecular underpinnings of the subtypes discovered by these network-based algorithms. Second, developing software that is modular, accessible and reproducible is necessary for the adoption and improvement of complex, novel algorithms, particularly within systems biology. Finally, network propagation is not only a useful tool for identifying new cancer subtypes and new candidate disease genes, but also for evaluating molecular networks to perform such tasks. Our systematic evaluation of a broad spectrum of molecular networks has then led to the development of many computational and data resources for the systems biology community.

The Introduction is, in part, based on material as it appears as “Disruption of NSD1 in head and neck cancer promotes favorable chemotherapeutic responses linked to hypomethylation” in Molecular Cancer Therapeutics, 2018 by Nam Bui, Justin K. Huang, Ana Bojorquez-Gomez, Katherine Licon, Kyle S. Sanchez, Sean N. Tang, Alex N. Beckett, Tina Wang, Wei Zhang, John Paul Shen, Jason F. Kreisberg and Trey Ideker. The Introduction is also, in part, based on material as it appears as “pyNBS: A Python implementation for network-based stratification of tumor mutations” in Bioinformatics 2018 by Justin K. Huang, Tongqiu Jia, Daniel E. Carlin and Trey Ideker. The Introduction is also, in part, based on material as it appears as “Systematic evaluation of molecular networks for discovery of disease genes” in Cell Systems 2018 by Justin K. Huang, Daniel E. Carlin, Michael Ku Yu, Wei Zhang, Jason F. Kreisberg, Pablo Tamayo and Trey Ideker. The dissertation author was a primary investigator and author of these papers.

References

Akula, Nirmala, Ancha Baranova, Donald Seto, Jeffrey Solka, Michael A. Nalls, Andrew Singleton, Luigi Ferrucci, Toshiko Tanaka, Stefania Bandinelli, Yoon Shin Cho, Young Jin Kim, Jong-Young Lee, Bok-Ghee Han, Bipolar Disorder Genome Study (BiGS) Consortium, Wellcome Trust Case-Control Consortium, and Francis J. McMahon. 2011.
“A Network-Based Approach to Prioritize Results from Genome-Wide Association Studies.” PloS One 6 (9): e24220.


CHAPTER 1: Disruption of NSD1 in head and neck cancer promotes favorable chemotherapeutic responses linked to hypomethylation

1.1 Abstract

Human papillomavirus (HPV) negative head and neck squamous cell carcinoma (HNSCC) represents a distinct classification of cancer with worse expected outcomes. Of the 11 genes recurrently mutated in HNSCC, we identify a singular and substantial survival advantage for mutations in the gene encoding Nuclear Set Domain Containing Protein 1 (NSD1), a histone methyltransferase altered in approximately 10% of patients. This effect, a 55% decrease in risk of death in NSD1-mutated versus non-mutated patients, can be validated in an independent cohort. NSD1 alterations are strongly associated with widespread genome hypomethylation in the same tumors, to a degree not observed for any other mutated gene. To address whether NSD1 plays a causal role in these associations, we use CRISPR-Cas9 to disrupt NSD1 in HNSCC cell lines and find that this leads to substantial CpG hypomethylation and sensitivity to cisplatin, a standard chemotherapy in head and neck cancer, with a 40 – 50% decrease in IC\textsubscript{50}. Such results are reinforced by a survey of 1,001 cancer cell lines, in which loss-of-function NSD1 mutations have an average 23% decrease in cisplatin IC\textsubscript{50} compared to cell lines with wild type NSD1. This study identifies a favorable subtype of HPV-negative HNSCC linked to NSD1 mutation, hypomethylation and cisplatin sensitivity.
1.2 Introduction

Head and neck squamous cell carcinoma (HNSCC) is the sixth most common cause of cancer worldwide, with more than 500,000 cases leading to 300,000 deaths each year (Jemal et al. 2011). In the last decade, it has become clear that there are two distinct classes of HNSCC based on the presence or absence of human papillomavirus (HPV). HPV(+) head and neck cancers have a more favorable prognosis than HPV(–) cases (74% versus 30% 5-year overall survival rate in stage IV disease) (Huang et al. 2015). For this reason, HPV(+) and HPV(–) tumors are now regarded as separate diseases with distinct objectives for further research, with a focus on de-intensification of therapy in HPV(+) and novel therapeutic approaches in HPV(–) tumors (Bhatia and Burtner 2015). For both of these diseases, the current standard of care for localized HNSCC involves surgery, radiation and concomitant chemotherapy, typically with the platinum DNA-damaging agent cisplatin. Other therapeutic strategies have been attempted, including combination chemotherapy (Hitt et al. 2014; Cohen et al. 2014) and inhibition of epidermal growth factor (EGFR) with cetuximab (Magrini et al. 2016; Buglione et al. 2017). However, none of these chemotherapy options have resulted in a definitively improved prognosis in HPV(–) cases.

Recently, The Cancer Genome Atlas (TCGA) performed a comprehensive molecular analysis of all HNSCC (HPV(–) and HPV(+)) identifying recurrent mutations in 11 genes including TP53 (72%), FAT1 (23%), CDKN2A (22%), NOTCH1 (19%) and NSD1 (10%) (Cancer Genome Atlas Network 2015). However, this initial study did not attempt to associate these genetic events with clinical outcomes. With this goal in mind, we sought to identify recurrently mutated genes that stratify HNSCC patients into clinically informative subgroups. In what follows, we report that somatic mutations in NSD1, a histone methyltransferase (HMT), are strongly correlated
with cisplatin sensitivity as well as better patient outcomes, and that these effects can be recapitulated by disrupting \textit{NSD1} in HNSCC cell lines using CRISPR-Cas9.
1.3 Results

**NSD1 mutations are associated with significantly improved patient survival.** We began by analyzing 421 HPV(−) HNSCC patients from TCGA with complete exome sequencing data. Previous results from MutSig (Cancer Genome Atlas Network 2015) were used to identify 11 distinct genes that are recurrently mutated in this cohort (Lawrence et al. 2013). When we compared patients with and without mutations in each of these genes, only patients with mutations in *NSD1* showed a difference in survival after accounting for clinical covariates (Hazard Ratio (HR) 0.45, *p* = 0.007, Cox Proportional Hazards) (Figure 1.1A). Patients with mutations in *NSD1* had a markedly improved clinical outcome, with an approximately five-year absolute increase in median overall survival time (8.0 versus 3.1 years) (Figure 1.1B). Interestingly, patients with *NSD1* mutations were enriched for those with a history of smoking (*p* = 0.002, Chi-squared test). When restricting analysis to only current and former smokers, those with *NSD1* mutations had significantly improved survival relative to wild type (HR 0.46, *p* = 0.008, Cox Proportional Hazards) (Figures S1.1A-B). There were too few *NSD1* mutations in non-smokers to evaluate the corresponding survival effects for those patients. This survival advantage was validated in a second, independent cohort of 68 HPV(−) HNSCC patients from the University of Chicago (Seiwert et al. 2015). In this second cohort, *NSD1*-mutated patients demonstrated an improvement in both progression free and overall survival (Figures S1.1C-D).

When *NSD1* was examined across other tissue cohorts in TCGA, we found that HNSCC was the tissue with both the highest percentage of *NSD1* mutations (12.2% of patients) and the highest percentage of deleterious mutations (66% of *NSD1* mutations), reflecting a tissue-specific phenotype (Figure 1.1C). In the HPV(−) HNSCC cohort, loss-of-function *NSD1* alterations (*i.e.*, nonsense mutations, frameshift mutations or homozygous copy number deletions) were associated
with significantly lower mRNA expression levels (Figure 1D). Missense mutations did not significantly impact NSD1 mRNA expression levels but tended to cluster near the SET domain (Figure 1E). To investigate the pathogenicity of these missense mutations, we separated tumors with truncating loss-of-function NSD1 alterations into a distinct group from those with missense NSD1 mutations and tested the association of each group with survival. Strikingly, patients with NSD1 missense mutations had increased survival compared to NSD1 wild type patients ($p = 0.042$ by Log-Rank Test, Figure S1.1E), with an effect that was indistinguishable from NSD1 loss-of-function mutations. This evidence suggested that the SET domain in NSD1 is important to the function of the protein, such that missense mutations in this domain lead to loss-of-function of NSD1.

**NSD1 is a key regulator of the epigenome.** Given the role of NSD1 as an HMT, we sought to determine if somatic mutations in NSD1 in HPV(−) head and neck cancer patients might also be associated with CpG hypomethylation. Therefore, we hierarchically clustered the HPV(−) HNSCC samples from TCGA for which CpG methylation data were available ($n=421$) based on the methylation status of 500 selected CpG sites (Methods). We found that most patients with mutations in NSD1 were placed in the same cluster due to a clear pattern of hypomethylated CpG sites (Figure 1.2A). Loss-of-function alterations comprised the majority of this cluster whereas missense mutations were more likely to be outliers.

To determine if disruptions in other genes also correlated with changes in CpG methylation, we examined every gene that was mutated in more than 5% of the HPV(−) HNSCC samples in TCGA ($n=132$) and determined the percentage of CpG sites that were differentially methylated between wild-type and mutant tumors. Whereas about 14% of CpG sites were differentially mutated between NSD1 mutant and wild-type tumors, no other gene mutation
impacted more than 2% of CpG sites (Figure 1.2B). For the *NSD1*-associated differentially methylated CpG sites, a striking 98.9% were hypomethylated. Therefore, the profound association between genetic alteration and hypomethylation is unique to *NSD1*.

Next, we asked whether CpG hypomethylation in tumors with *NSD1* mutations is preferentially located in any particular region of the genome. Using a sliding window consisting of 200 consecutive CpG sites along each chromosome, we identified a region enriched for hypomethylated CpGs on chromosome 6 (Figure S1.2). This hypomethylated region includes the MHC I and MHC III loci as well as genes that regulate connective tissue and skin structure (Supplemental Table S1.1).

**Disrupting *NSD1* in HNSCC cell lines leads to CpG hypomethylation.** To determine whether disruptions to *NSD1* are sufficient to alter CpG methylation levels, and the dependence of this effect on HPV status, we used CRISPR-Cas9 to generate three monoclonal cell lines with *NSD1* truncating mutations. In each case, at least one allele of *NSD1* was disrupted by CRISPR, leading to decreased protein expression levels (Figure S1.3). Methylation status in the parental or *NSD1* disrupted cell lines was determined using the Illumina MethylationEpic BeadChip, which measures CpG methylation levels at >850,000 CpG sites. For each pair of parental and *NSD1* disrupted cell lines, we examined the methylation levels for the 10,000 most differentially methylated CpG sites (Methods). Substantial hypomethylation was also observed in all *NSD1* disrupted cell lines, regardless of HPV status (Figure 1.3). The associated differentially methylated regions (DMRs) were consistently enriched in enhancer and intergenic regions, and depleted in promoter regions. This finding is consistent with observations in TCGA patients with *NSD1* mutations and patients with Sotos Syndrome (Choufani et al. 2015), a childhood disease caused by germline mutations in *NSD1* (Figure S1.4A).
Analysis of the hypomethylated CpG sites revealed eight genes with differentially hypomethylated CpGs in all three NSD1 disrupted cell lines and across HNSCC tumors (Supplementary Table S1.2). The expression levels of some of these genes have been associated with chemotherapy response or implicated as tumor suppressors (Supplementary Table S1.2). We found that four of these genes were expressed at detectable levels in HNSCC TCGA patients, of which three were significantly down-regulated when NSD1 was mutated (Student’s T-Test): COL13A1 (p = 4.1×10^{-3}), NTM (p = 1.3×10^{-2}), and PDE1A (p = 4.7×10^{-2}). We performed RT-qPCR on these three genes to determine if disrupting NSD1 leads to similar expression changes as observed in patients. Indeed, two of these genes were consistently down-regulated by NSD1 disruption in two distinct cell lines (Figures S1.4B-C).

**NSD1 disruption confers sensitivity to cisplatin.** Given reported associations between DNA hypomethylating agents and platinum sensitivity (Fu et al. 2011; Asadollahi, Hyde, and Zhong 2010; Viet et al. 2014; Clozel et al. 2013), we hypothesized that the improved survival of NSD1-mutated patients might be due to increased sensitivity to cisplatin, a common chemotherapy used to treat HNSCC patients. In each case, cell lines with NSD1 disruption were more sensitive to cisplatin than the parental wild-type cell lines (Figs. 4A–C). To mimic the loss of NSD1 pharmacologically, we performed a separate experiment in which parental cells were pre-treated with the HMT inhibitor UNC0379, which also rendered the HNSCC cell lines more sensitive to cisplatin with a growth response that was nearly identical to direct NSD1 disruption (Figures 1.4A–B). To investigate whether the sensitivity to cisplatin was related to its DNA damage activity, we performed a high-throughput immunofluorescence assay to measure phosphorylation of histone H2AX at Ser139 (γH2AX), an established marker of DNA damage (Sharma, Singh, and Almasan 2012; Paull et al. 2000). Indeed, NSD1-disrupted CAL33 cells had
increased $\gamma$H2AX signal when treated with cisplatin relative to wild-type controls (Methods, Figure S1.5A). Since radiation is also standard treatment for patients with HNSCC, we tested whether NSD1 disruption caused sensitivity to radiation using clonogenic assays on the CAL33 cell line (Methods). While the disruption of NSD1 significantly reduced the formation of colonies (i.e. plating efficiency) relative to wild type (Figure S1.5B), after normalizing for this effect, we did not observe a significant difference in the radiation dose-response curves for CAL33 ($p = 0.15$, Extra-sum-of-squares F-test, Figure S1.5C).

Finally, we investigated whether this drug sensitivity was specific to HNSCC, by analyzing a collection of 1,001 cancer cell lines representing a diverse set of tumor types (Figure S1.6) with full genomic profiles and measured responses to 265 anti-cancer drugs (Iorio et al. 2016). Comparing differential drug sensitivity between cell lines containing at least one NSD1 allele with a truncating mutation (n=17) and those with wild-type NSD1 (n=774), we found that drugs targeting DNA replication or genome integrity were more likely to be effective in cell lines with NSD1 disrupted ($p = 0.003$, Wilcoxon rank sum; Figure 1.4D). One of the most effective drugs in this category was cisplatin, with a 24% decrease in IC$_{50}$ relative to wild type ($p = 0.02$, Student’s t-test; Figure 1.4E). Taken together, these data suggest that NSD1 loss-of-function increases sensitivity to DNA damaging chemotherapies, such as cisplatin, and the effect may generalize beyond HNSCC cell lines.
1.4 Discussion

While our study has focused on somatic mutations of a particular gene, *NSD1*, in a particular context, HNSCC, the implications may in fact be broader. *NSD1* is altered in other tumor types, including epigenetic inactivation through promoter hypermethylation in glioma (Berdasco et al. 2009) and translocations with a fusion protein in acute myeloid leukemia (*NUP98/NSD1*) (Xu et al. 2016; Struski et al. 2017; Hollink et al. 2011). While *NSD1* has been shown as a biomarker for global epigenetic changes in cancer (Lee and Wiemels 2016; Papillon-Cavanagh et al. 2017), we have also shown here that *NSD1* is a prognostic biomarker in patients with HPV(−) HNSCC. Beyond *NSD1* itself, the NSD family of HMTs has been linked to various cancers, with *NSD2* mutations seen in breast cancer, lung cancer and acute myeloid leukemia (Morishita and di Luccio 2011; He et al. 2013).

The connection between *NSD1* loss-of-function mutations and CpG hypomethylation is also seen in the germline setting. Patients with Sotos syndrome have inherited loss-of-function mutations in *NSD1* and present clinically with childhood overgrowth, non-progressive developmental delay and a distinctive facial appearance (McClelland et al. 2016). A recent genomic analysis of Sotos syndrome patients found a genome-wide DNA hypomethylation signature that distinguishes them from normal controls (Choufani et al. 2015). The affected genes function in cellular morphogenesis and neuronal differentiation, consistent with the clinical phenotype. Sotos Syndrome follows an autosomal dominant inheritance pattern, consistent with our observation that the *NSD1* truncating mutations found in HNSCC are hemizygous, suggesting that loss of a single copy of *NSD1* is sufficient to cause hypomethylation.

An important question is how *NSD1*, an HMT, can impact methylation of not only histones but also DNA. Indeed, histone methylation and DNA methylation are intertwined in a complex
relationship (Tamaru and Selker 2001), and at least two mechanisms are plausible. First, cells deficient in \textit{NSD1} are unable to mono- and di-methylate H3K36 (Qiao et al. 2011; Suzuki, Murakami, and Takahata 2016; “Mutations in Histone H3K36 Prevent Methylation and Drive Sarcomagenesis” 2016). In turn, this defect likely affects the ability of these histones to recruit DNA methyltransferases (Papillon-Cavanagh et al. 2017), leading to a global DNA hypomethylation signature. Another connection between HMTs and DNA methylation is that some SET-domain containing HMTs physically recruit DNA methyltransferase leading to CpG methylation (Cedar and Bergman 2009).

A second question relates to how hypomethylation of DNA is connected to cisplatin sensitivity. Indeed, DNA hypomethylation has been previously implicated as a potential sensitizer for several chemotherapeutic agents, including cisplatin and other platinum-based treatments (Li et al. 2009; Fu et al. 2011; Asadollahi, Hyde, and Zhong 2010). Treating cisplatin-resistant HNSCC cell lines with decitabine, a cytidine analog that inhibits DNA methylation leading to global DNA hypomethylation, also renders these cells sensitive to cisplatin (Viet et al. 2014). In diffuse large B-cell lymphoma, treating cells with DNA methyltransferase inhibitors leads to the expression of previously repressed genes and renders these cells sensitive to chemotherapy (Clozel et al. 2013). Based on some of these observations, combinations of hypomethylating agents and cisplatin have been attempted in head and neck cancer in phase I clinical trials (NCT00901537 and NCT00443261), however both trials were terminated early due to accrual problems. Preliminary results (NCT00901537) show encouraging activity with one partial response, one patient with progression free survival for 15 months and another with progression free survival for greater than 6 months (Liao et al. 2012). Given our finding that cells become more sensitive to cisplatin after \textit{NSD1} disruption or pharmacological inhibition of HMTs, perhaps an HMTi could be used along
with platinum-based therapy to more effectively treat HPV(−) HNSCC patients. In addition to platinum sensitivity, we also found that disrupting NSD1 dramatically reduced the clonogenic growth capacity of the CAL33 cell line. This finding may also be related to the survival advantage seen in patients with NSD1 mutant tumors, and should be studied in a greater number of cell lines across cancer lineages.

Given that NSD1 mutation status is associated with a dramatic increase in the survival of HPV(−) HNSCC patients in multiple cohorts, we propose that patients with loss-of-function NSD1 mutations should be considered a distinct clinical subclass of HPV(−) HNSCC. In addition to serving as a prognostic biomarker, the in vitro cisplatin sensitivity data suggest that NSD1 mutation is also predictive of response to cisplatin chemotherapy. Although clinical validation of this finding is still needed, our results suggest that cisplatin should be strongly considered for any HNSCC patient with NSD1 loss-of-function mutation, especially since platinum chemotherapy is already part of the standard of care. Given the clear influence on survival as well as the distinct molecular features of NSD1 mutant tumors, future prospective clinical trials of HPV(−) HNSCC should include these tumors as a planned subgroup with expected differences in therapeutic response.
1.5 Materials and Methods

**Data Acquisition.** TCGA data were obtained from the Genome Data Analysis Center Broad Firehose website (https://gdac.broadinstitute.org/) (9) including full clinical information, mutation calls, mRNA sequencing data and methylation CpG (beta) fractions. All data were downloaded from the run on January 28, 2016. Research was conducted in accordance with the U.S. Common Rule. Per institutional guidelines (Common Rule: 45 CFR 46 subpart A), this study was exempt from Institutional Review Board (IRB) review due to the fact that it involved publicly available data from which subjects cannot be identified.

**Determining HPV status.** HPV calls for the 279 HNSCC patients analyzed in the original TCGA paper were obtained (Cancer Genome Atlas Network 2015). For the remaining patients, we first examined the clinical information: patients with p16 or in situ hybridization results were noted as HPV(+) if either of those tests were positive. For patients lacking either test, we turned to the MassArray calls (PCR for 16 HPV types) from TCGA to determine HPV status.

**Survival analysis.** Cox regression models were constructed using the mutation status of *NSD1* and ten other recurrently mutated genes along with the clinical co-variates age, stage, grade, gender, smoking status and anatomical location. Kaplan-Meier methods were used to generate survival curves. The ‘survival’ package from R was used for this analysis (Therneau and Grambsch 2000).

**TCGA methylation analysis.** We selected the 1000 most variable CpG probes from HPV(−) HNSCC samples in TCGA, excluding SNP-associated probes and probes located on sex chromosomes. We then performed unsupervised hierarchical clustering of the HPV(−) HNSCC samples using the methylation values of the top 500 of these probes with the highest average methylation value. To determine whether other gene alterations had an effect on the methylome,
we took each gene mutated in more than 5% of HPV(−) HNSCC samples in TCGA and calculated whether each CpG site was differentially methylated (between gene mutant versus wild type) using the Wilcoxon rank-sum test. The resulting p-values for each CpG site were Bonferroni corrected and called significant if q < 0.05. To determine location of differentially methylated regions for NSD1 mutated tumors, CpG sites were binned in 200-marker-long sliding windows along the length of the chromosome. The number of differentially methylated CpG sites was summed, indexed against a standard normal distribution and assigned a Z-score with a corresponding p-value.

**Cell lines and disruption of NSD1.** Two of these NSD1 disrupted lines were generated from CAL33, an HPV(−) HNSCC cell line, and one from UM-SCC47, an HPV(+) HNSCC cell line. The UM-SCC47 cell line was obtained from the laboratory of Dr. Silvio Gutkind on April 20, 2016, where the identity and HPV(+) status was authenticated using STR profiling by IDEXX BioResearch on September 01, 2016. The CAL33 cell line was obtained from the German Collection of Microorganisms and Cell Cultures (DSMZ, Catalog# ACC-447), also via the Gutkind lab on April 20, 2016. The identity and HPV(−) status of the CAL33 cell line was originally confirmed with STR profiling by Genetica DNA Laboratories via the Gutkind lab and was reconfirmed by STR profiling at IDEXX BioResearch on February 08, 2018. Both cell lines were tested for mycoplasma using a PCR-based test kit (Applied Biological Materials, Inc.) upon receipt and again each time a new frozen vial was started (the latest test was performed on January 10, 2018). Neither CAL33 nor UM-SCC47 were mutated in NSD1 prior to our CRISPR experiments, and there is a 0.75 copy number amplification in UM-SCC47 but no copy number alteration in CAL33 (Martin et al. 2014). To generate NSD1 disrupted cell lines, two guide RNAs were selected from the GeCKO v2 CRISPR library (Sanjana, Shalem, and Zhang 2014) and
synthesized with overhanging regions mapping to the GeCKO v2 backbone sequence. The synthesized oligos (20 bp gRNA sequence is underlined below) were then assembled onto the CRISPR v2 backbone via Gibson assembly (New England Biosciences, #E5510S) and transformed into STBL3 competent cells (Invitrogen, #C7373-03). The synthesized oligos were:

Library ID HGLibA_32744:

GAAAGGACGAAACACCGCTGGCTCGAGATTTAGCGCAATAGCAAGTAAAATAAGGC

Library ID HGLibA_32745:

GGAAAGGACGAAACACCAGATCTGTTCATGCGCTTACGGTTTTAGAGCTAGAAATAGCAAGTAAAATAAGGC

Transformed cells were grown overnight at 37°C on LB agar with 100 µg/mL ampicillin. Single clones were picked, cultured in liquid, miniprepped, and Sanger sequenced to confirm successful assembly. Successfully assembled vectors were packaged into virus by transfecting 293T cells using lipofectamine 3000 (Invitrogen, L3000-015) with the following plasmid amounts per 10 cm culture dish: 1.2 µg PMD2.G (Addgene, #12259), 4.8 µg of pCMV-dR8.2 dvpr (Addgene, #8455) and 3.6 µg of CRISPRv2-NSD1 vector. Virus was collected at 48 and 72 hours, filtered (0.45 µm) and concentrated (Millipore, #UFC910024).

The CAL33 and UM-SCC47 cell lines were separately transduced using 0.8 µg/mL polybrene and 10 – 20 µL of CRISPRv2-NSD1 lentivirus. Previously performed viability assays found that 1 µg/mL of puromycin was sufficient for selecting stable cell lines. To generate monoclonal populations, puromycin selection was started at 48 hours post-transduction, after which cultures were diluted and single clones selected for further study. Disruptions in the NSD1 gene were identified by extracting genomic DNA, PCR amplifying 100 bp upstream to 100 bp
downstream of the guide RNAs and performing Sanger sequencing on these amplicons. NSD1 and TBP (TATA Binding Protein) expression levels were determined, by extracting total protein from various cell lines, and quantitated using the Wes electropherogram (ProteinSimple) using an anti-NSD1 antibody (EMD Millipore, ABE1009, 1:100 dilution) and an anti-TBP antibody (Abgent, AP6680b, 1:50 dilution for CAL33, 1:500 dilution for UM-SCC47). Experiments using pools of NSD1 disrupted cells (as opposed to any single clone) were constructed and grown using the same procedure described above without selecting for monoclonal populations.

**CpG methylation arrays and analysis.** Wild type and NSD1 disrupted cell lines were trypsinized and counted so that $4 \times 10^6$ cells could be pelleted, washed in PBS, pelleted again and then snap-frozen in liquid nitrogen. The DNeasy Blood & Tissue kit (Qiagen, 69506) was used to extract genomic DNA, which was quantified using the Qubit assay (Thermo Fisher). Methylation was assayed using the Infinitum MethylationEPIC BeadChip Kit (Illumina) with 750 ng of genomic DNA per sample. The R package ‘Minfi’ (Aryee et al. 2014) was used to process the raw data. The resulting beta values were quantile normalized using Minfi, and probe biases were normalized using BMIQ (Teschendorff et al. 2013). The top 10,000 most differentially methylated CpG loci were identified by taking the absolute value of the difference between the methylation beta value of each CpG site in the respective parent and NSD1 disrupted cell lines. Identification of the hypomethylated peak was done by fitting a Gaussian mixture model using the Sci-Kit Learn Package in Python (Varoquaux et al. 2015) to the density plot of differential methylation values and extracting the peak density value at the smallest Gaussian component mean for each distribution. Shared CpG probes between the parent and NSD1 disrupted cell lines were determined by mapping CpG probes to genes and performing set pairwise intersections.
RT-qPCR. 500,000 cells were aliquoted into an Eppendorf tube, washed once with PBS, snap frozen in liquid nitrogen and stored at −80°C until ready for RT-qPCR assay. Cells were lysed and RNA extracted using a Quick-RNA miniprep kit (Zymo Research) and then converted to cDNA using Superscript III First-strand synthesis kit (Invitrogen). RT-qPCR assays were run on a Bio-Rad CFX96 using Sso Advanced Universal SYBR Green (Bio-Rad) using two technical replicates per gene. Differential expression was measured relative to the LMNB1 probe:

\[
\begin{align*}
\text{Fwd: } & \text{ CTG GCG AAG ATG TGA AGG TTA T} \\
\text{Rev: } & \text{ TCC TCC TCT TCT TCA GGT ATG G}
\end{align*}
\]

The probe sequences for the genes tested are as follows:

**COL13A**

\[
\begin{align*}
\text{Fwd: } & \text{ GCA GAC ACT TGA AGG GAA AGA} \\
\text{Rev: } & \text{ CGT TCC AAG TCC AGG AAA GTT A}
\end{align*}
\]

**NTM**

\[
\begin{align*}
\text{Fwd: } & \text{ CAT CCT CTA TGC TGG GAA TGA C} \\
\text{Rev: } & \text{ CGT CAT ACA CAT CCA CGT TCT}
\end{align*}
\]

**PDE1A**

\[
\begin{align*}
\text{Fwd: } & \text{ CCA TGA GTG ATG GGT CCT ATT C} \\
\text{Rev: } & \text{ CAG CTA ACT CTT TCC ACC TCT C}
\end{align*}
\]

**Drug sensitivity assay.** Cell viability in response to cisplatin (Spectrum Chemical, #C1668) was assayed in 96 well plates with continuous exposure to cisplatin for 72 hours. Cells were plated at 5,000 cells per well, allowed to attach overnight and then treated 24 hours later with cisplatin at doses from 0 to 20 µM. Six technical replicates were performed for each dose. After 72 hours exposure to cisplatin, a 10X stock of resazurin (working concentration 44 µM) was added.
and incubated for 4 to 6 hours. Fluorescence intensity at 590nm was measured using a plate-reading spectrophotometer (Tecan). The resulting data were analyzed with GraphPad Prism. For experiments with the HMT inhibitor (HMTi) UNC0379 (Selleckchem, #S7570) (Ma et al. 2014), dose-response curves in both cell lines were initially performed to select non-toxic doses. The highest dose without a significant toxic effect was 0.5 µM for both CAL33 and UM-SCC47. Prior to plating for the cisplatin assay, cells were pretreated at this dose for 72 hours.

**γH2AX immunofluorescence assay.** 2,000 cells were seeded into clear-bottom 384-well plates (Nunc), allowed to attach overnight, and treated with cisplatin or vehicle the following day. After 48 hours, cells were fixed with 4% formaldehyde, blocked with 2% bovine serum albumin in Tris Buffered Saline with 0.1% TRITON X-100 (TBST), and stained with Hoechst (1:1000) and FITC-conjugated anti-γH2AX antibody (1:333, Millipore). Plates were imaged with an ImageXpress Micro automated epi-fluorescent microscope (Molecular Devices). Images were scored with MetaExpress analysis software (Molecular Devices), and statistical analysis was performed with Prism 7 (GraphPad Software). The percentage of γH2AX positive cells in cisplatin-treated samples was normalized to untreated controls.

**Clonogenic radiation assays.** Clonogenic radiation assays were performed with slight modification to a previously published protocol (Franken et al. 2006). A Canon Rebel T3i digital camera was used to create a digital image of each plate. Colonies were then scored using a custom Matlab script calibrated against manually counted control plates for each cell line. A range of 1,000 - 10,000 cells was used in an initial experiment to determine plating efficiency. For radiation experiments, cells were counted, radiated while in suspension, then immediately plated and allowed to grow for eight days. The percent viability was calculated by normalizing to the number of colonies on plates without radiation treatment. Each cell line was normalized independently.
Normalized survival data were then fitted to a weighted, stratified regression according to the following formula for radiation dose-effect (Barendsen 1997):

\[ Y = 100 \cdot e^{-(\alpha X + \beta X^2)} \]

where \( Y \) is the percentage of surviving cells, \( X \) is the radiation dose in Gy, \( \alpha \) is the coefficient for linear killing and \( \beta \) is the coefficient for quadratic killing; \( \alpha \) and \( \beta \) are constrained to be greater than zero. Curves for parent and knockout cell lines were fit using Prism v7.03 (GraphPad Software). An extra-sum-of-squares F-test with a significance threshold of \( p < 0.05 \) was used to determine if a single curve or two separate curves for parent and \( NSD1 \) disrupted cell lines best fit the data.

**Analysis of drug sensitivity in 1,001 cell lines.** Data for cell lines, mutation calls and drug sensitivity were downloaded from the Genomics of Drug Sensitivity in Cancer database, maintained by the Sanger Institute (http://www.cancerrxgene.org/) (Iorio et al. 2016). Cell lines with \( NSD1 \) loss-of-function mutations (nonsense or frameshift mutations) were separated from \( NSD1 \) wild type cell lines. A volcano plot was constructed by Student t-test on the ln(IC\(_{50}\)) for all drugs with sensitivity data on ≥15 \( NSD1 \) loss-of-function cell lines. Effect size was represented by the mean difference in ln(IC\(_{50}\)), and \( p \)-value was derived from the t-test.
1.6 Figures

Figure 1.1. NSD1 mutations are associated with improved survival in the HPV(-) HNSCC cohort in TCGA.

(A) Prognostic influence of the 11 most recurrently mutated genes in the HPV(−) HNSCC cohort in TCGA. Hazard ratios derived from Cox proportional hazards model incorporating the clinical covariates age, stage, grade, gender, smoking status and anatomical location. (B) Kaplan-Meier curve showing overall survival from the HPV(−) HNSCC cohort in TCGA. (C) Head and neck cancer possess a high percentage of NSD1 mutations and a high percentage of relative truncating mutations. (D) Loss-of-function NSD1 mutations and homozygous deletions, defined as a −2 copy number change by GISTIC (Mermel et al. 2011), have significantly lower gene expression than wild-type or missense mutations. (E) Lollipop plot of location of NSD1 mutations as generated by cBioPortal (Gao et al. 2013; Cerami et al. 2012). The lines represent density plots of truncating (black) and missense (green) mutations.
Figure 1.2. CpG hypomethylation in patients with NSD1 loss-of-function mutations in the HPV(-) HNSCC cohort in TCGA.

(A) Unsupervised hierarchical clustering based on the methylation status of 500 selected CpG sites reveals a tight cluster of hypomethylation centered around NSD1 mutations (blue ticks). Analysis of alteration type reveals that missense mutations (orange ticks) were more likely to be outliers while truncating (red ticks) and homozygous deletions (purple ticks) were associated with the hypomethylation signal. (B) Gene level methylation analysis reveals that NSD1 is the only gene where mutations cause a significant change to the methylome (x-axis: ~13% of all CpG sites) with all other genes at <2%. The direction of methylation changes are strikingly in the hypomethylated direction with 98.9% of differentially methylated CpG probes being hypomethylated (y-axis).
Figure 1.3. CpG hypomethylation in cell lines with NSD1 disrupted. 

(A–B) Methylation analysis of top 10,000 most differentially methylated CpG sites in CAL33 with and without NSD1 disrupted demonstrates that the cell lines with NSD1 disrupted have a much higher hypomethylation peak than their respective parents. (C) Same as A and B except for UM-SCC47. (D) Bar plot of the above three cell lines showing the increase in the hypomethylation peak in the NSD1 disrupted cell lines. NSD1 alleles from monoclonal populations are characterized as follows: wt, wild type; trunc, contains a truncating mutation
Figure 1.4. NSD1 loss-of-function mutations confer increased cisplatin sensitivity.

(A–B) Cisplatin sensitivity curves for cell lines with and without NSD1 disruption, showing greater sensitivity in the disrupted cell lines (blue and green lines). Pretreatment with the HMT inhibitor UNC0379 (HMTi) also increased sensitivity to cisplatin. NSD1 alleles from monoclonal populations are characterized as follows: wt, wild type; trunc, contains a truncating mutation. (C) Barplot of cisplatin IC_{50} in parental cell lines and cell lines with NSD1 disrupted. Asterisk (*) indicates f sum-of-squares \( p < 0.0001 \) when compared to parental cell line. (D) Volcano plot showing differential effect of 143 drugs on NSD1 mutated versus NSD1 wild type cell lines. Cisplatin is highly effective (2nd most left point) and the most significant (most upward point). The drug classes “DNA replication” and “Genome integrity” are highly represented on the NSD1 sensitizing side. (E) Violin plot showing increased sensitivity of NSD1 mutated cell lines to cisplatin.
1.7 Supplemental Tables and Figures

Table S1.1. Descriptions of the CpG-associated genes reveal a predominance of genes that function in MHC class or skin/connective tissue structure.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Location</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>TNXB</td>
<td>MHC Class III</td>
<td>An tenascin (extracellular matrix glycoprotein) with anti-adhesive effects involved in wound healing. This has been implicated as a biomarker for malignant mesothelioma (Yuan et al. 2009).</td>
</tr>
<tr>
<td>COL11A2</td>
<td></td>
<td>Alpha 2 chain of type XI collagen, an minor fibrillar collagen.</td>
</tr>
<tr>
<td>PSORS1C1</td>
<td>MHC Class I</td>
<td>Confers susceptibility to psoriasis and systemic sclerosis</td>
</tr>
<tr>
<td>MUC21</td>
<td></td>
<td>Large membrane-bound O-glycosylated protein involved in forming mucous barriers and intracellular signalling. MUC21 expression has been associated with colorectal cancers among others (King, Yu, and Singh 2017).</td>
</tr>
<tr>
<td>HCG22</td>
<td></td>
<td>HLA Complex Group 22</td>
</tr>
<tr>
<td>C6orf15</td>
<td></td>
<td>Protein coding gene that is related to heparin binding and fibronectin binding in GO.</td>
</tr>
<tr>
<td>CYP21A2</td>
<td></td>
<td>Cytochrome P450 family member which are monooxygenases involved in drug metabolism and synthesis of cholesterols, steroids, and other lipids.</td>
</tr>
<tr>
<td>STK19</td>
<td>MHC Class III</td>
<td>A serine/threonine kinase with unknown function. STK19 mutations have been associated with melanoma (Hodis et al. 2012).</td>
</tr>
<tr>
<td>CDSN</td>
<td>MHC Class I</td>
<td>A protein involved in desquamation and a variety of skin related diseases.</td>
</tr>
<tr>
<td>TNXA</td>
<td></td>
<td>Tenascin XA is a pseudogene. Expression of this IncRNA was associated with bladder cancer (Zhu et al. 2014).</td>
</tr>
<tr>
<td>C4A/B</td>
<td>MHC Class III</td>
<td>Complement factor involved in the complement pathways, allowing for the immune system to defend against foreign pathogens.</td>
</tr>
</tbody>
</table>
Table S1.2. Consistently hypomethylated genes in NSD1 disrupted cell lines.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRSS16</td>
<td>A serine protease typically expressed in the thymus that may play a role in T-cell development. PRSS16 is associated with Type I Diabetes and is located on chromosome 6 near the major histocompatibility complex class I region, similar to genes in supplemental Figure 2b. Has shown differential gene expression in chemoresistant tumors in ovarian cancer (Bachvarov et al. 2006).</td>
</tr>
<tr>
<td>ARRDC5</td>
<td>A gene that contains the arrestin domain. Not much else is known about this protein.</td>
</tr>
<tr>
<td>NTM</td>
<td>A gene from a family of cell adhesion molecules that contain an immunoglobulin domain involved in promoting the growth of neurites.</td>
</tr>
<tr>
<td>PDE1A</td>
<td>Calcium/Calmodulin-dependent cyclic nucleotide phosphodiesterase. This gene is involved in many cell signalling processes and has been implicated in ALL (Abusnina, Alhosin, et al. 2011) and melanoma (Abusnina, Keravis, et al. 2011).</td>
</tr>
<tr>
<td>LMX1A</td>
<td>Transcription factor that promotes insulin production and may also play a role in neuron production in embryogenesis. LMX1A has been suggested as a tumor suppressor in gastric and cervical cancers (Feng et al. 2016; Liu et al. 2009).</td>
</tr>
<tr>
<td>F11</td>
<td>Encodes the Factor XI blood coagulation factor. Like PRSS16, Factor XI is a serine protease. Factor XI deficiency is a cause of Hemophilia C.</td>
</tr>
<tr>
<td>NR1H4</td>
<td>A ligand-activated transcription factor primarily regulating genes involved in bile acid synthesis and transport. NR1H4 also has many other isoforms involved in the regulation of many different genes. Also known as FXR, NR1H4 has been implicated as a tumor suppressor in colon cancer (Bailey et al. 2014).</td>
</tr>
</tbody>
</table>
Figure S1.1. Effect of various factors on NSD1 mutation survival effect in TCGA and validation of NSD1 survival effect in a second independent cohort from the University of Chicago (Seiwert et al. 2015).

(A) Distribution of smokers and non-smokers and (B) Kaplan-Meier curve for overall survival of current and former smokers from the HPV(−) HNSCC cohort in TCGA (Cancer Genome Atlas Network 2015). (C) Kaplan-Meier curve for progression free survival and (D) for overall survival for the HPV(−) HNSCC cohort from the University of Chicago. (E) Kaplan-Meier curve for overall survival of patients with truncating (blue) or missense (orange) NSD1 mutations versus those with wild type NSD1 (green). Analysis is for the TCGA HPV(−) HNSCC cohort. All p-values for Kaplan-Meier curves in this figure were derived from the Log-Rank Test.
Figure S1.2. Regional analysis of differentially methylated CpG sites in TCGA patients. A strong cluster of differentially methylated CpG sites appear around chromosome 6 from 31MB–33MB.
Figure S1.3. NSD1 protein expression levels in parental and monoclonal cell lines with NSD1 disrupted by CRISPR-Cas9.

(A) Immunoblots of NSD1 and TBP (TATA Binding Protein) for NSD1 wild type CAL33, two monoclonal and one polyclonal NSD1 disrupted cell lines. (B) Relative NSD1 expression levels were calculated by taking the ratio of intensity of the NSD1 band relative to the TBP band and setting the wild type expression level to 100%. (C) Immunoblots of NSD1 and TBP (TATA Binding Protein) for NSD1 wild type UM-SCC47 and one monoclonal NSD1 disrupted cell line. (D) Same as B except with the NSD1 expression levels from the UM-SCC47 cell lines. NSD1 alleles from monoclonal populations are characterized as follows: wt, wild type; trunc, contains a truncating mutation.
Figure S1.4. Effect of *NSD1* mutations on CpG site methylation and gene expression in HNSCC cell lines.

(A) Clustered bar chart describing the distribution of all differentially methylated CpG sites (DMRs) for Sotos Syndrome patients (Choufani et al. 2015) (red), TCGA HNSCC *NSD1* mutant tumors (gold), and the top 10,000 most differentially methylated probes from CAL33 (blue, green) and UM-SCC47 (purple) *NSD1* knockout cell lines (Methods) compared to the standard distribution of CpG sites in the Illumina 450k chip for each site feature (light blue). (B-C) Differential mRNA expression by RT-qPCR of selected genes in CAL33 (B) and UM-SCC47 (C) cell lines, with and without *NSD1* disruption.
Figure S1.5. Effect of NSD1 mutations on cell line sensitivity to radiation and DNA damage repair.

(A) Relative gain in percentage of γH2AX positive CAL33 cells when treated with cisplatin compared to cells without cisplatin treatment for CAL33 wild-type and pooled NSD1-knockout cells. γH2AX gain is significantly increased at 2µM cisplatin (Holm-Sidak corrected p-value < 0.005, Student’s T-Test), consistent with the significant difference in cisplatin IC_{50} between the two groups. (B) Clonogenic plating efficiency differences between CAL33 wild-type and pooled NSD1-knockout cells. (C) Clonogenic survival assay of CAL33 wild-type and pooled NSD1-knockout cells with increasing doses of radiation. Two independent curves do not fit the data significantly better than a single curve (extra-sum-of-squares F-Test).
Figure S1.6. Distribution of cell line types in the Sanger dataset (blue) with number of NSD1 mutations (red) and truncating NSD1 mutations (orange).
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CHAPTER 2: pyNBS: A Python implementation for network-based stratification of tumor mutations

2.1 Abstract

We present pyNBS: a modularized Python 2.7 implementation of the network-based stratification (NBS) algorithm for stratifying tumor somatic mutation profiles into molecularly and clinically relevant subtypes. In addition to release of the software, we benchmark its key parameters and provide a compact cancer reference network that increases the significance of tumor stratification using the NBS algorithm. The structure of the code exposes key steps of the algorithm to foster further collaborative development. The package, along with examples and data, can be downloaded and installed from the URL http://www.github.com/idekerlab/pyNBS/.
2.2 Introduction

The biomedical community increasingly relies on genomic information to diagnose and treat many different complex diseases, including cancer (Frampton et al. 2013; Johnson et al. 2014). In parallel, developments in molecular interaction mapping technologies and network analysis algorithms have enabled the systematic elucidation of pathways involved in cancer and other complex diseases (Schaefer et al. 2009). These two technologies - genomics and network analysis - have been recently combined to contextualize somatic mutations in tumors against the knowledge contained in molecular interaction networks and disease pathway maps. For example, numerous algorithms now use molecular network information to discover significantly mutated pathways in particular cohorts of patients (Vaske et al. 2010; Ciriello et al. 2012; Vandin, Upfal, and Raphael 2011, 2012; Leiserson et al. 2015, 2013; Paull et al. 2013; Drake et al. 2016).

Recently, we introduced an algorithm that uses molecular network information to guide the stratification of tumor somatic mutation profiles into clinically relevant subtypes (Hofree et al. 2013). Such mutation profiles have been notoriously difficult to stratify (i.e. cluster) due to their extreme heterogeneity from patient to patient. Our algorithm, called Network-Based Stratification (NBS), relies upon aggregating these mutations in molecular network neighborhoods to gain power in separating patients. The underlying assumption is that cancer arises due to disruptions in specific molecular pathways, not only disruptions in isolated genes (Vanunu et al. 2010). It is commonly observed that similar cancer types arise from mutations that affect different genes that are participants in common pathways. However, traditional gene-wise clustering methods fail to capture similarities that are observed only on the pathway level, since mutations do not necessarily fall on the same genes and therefore do not contribute to any measure of similarity between patients despite affecting the same pathway. The information of each somatic mutation is smoothed across
its network neighborhood, spreading the signal to other functionally related genes in network space. It is then possible to obtain robust clusters of patients based on the similarity of these network-smoothed mutation profiles.

In the original publication of NBS, the code used to develop the project was provided in MATLAB, a proprietary programming language, making open access to this software difficult. Additionally, the code lacked modularization, making individual steps of the algorithm difficult to control, analyze and test. In what follows, we implement and organize the NBS algorithm as an installable Python package, which we call pyNBS. This package modularizes and exposes the major steps in the algorithm to better control, analyze, and improve the approach in future studies.
2.3 Results

**pyNBS Usage and Validation.** The NBS algorithm can be executed using the pyNBS package in two modes: using a wrapper script via the command line, or by running the provided Jupyter Notebooks. Documentation for both code execution modes are provided within a GitHub repository, which can be found at: [http://www.github.com/idekerlab/pyNBS/](http://www.github.com/idekerlab/pyNBS/).

It should be noted that each full run of pyNBS does not necessarily produce the exact same cluster assignments on the same cohort. This variation is due to the stochastic nature of the sub-sampling step as well as the non-unique nature of matrix factorization (Cai et al. 2011). However, this variance is largely controlled by the final consensus clustering step.

We tested the pyNBS package by generating patient subtypes in ovarian and uterine cancer using the data and corresponding networks released with the original Hofree et al. manuscript. PyNBS nearly perfectly recovered the original Hofree patient cluster assignments for ovarian and uterine cancer ($X^2$ p-value: $2.3 \times 10^{-107}$ and $5.3 \times 10^{-88}$, respectively). These two test examples are provided, along with the required datasets (re-formatted for usage with pyNBS), as Jupyter Notebooks in the GitHub repository.

**A Cancer-Specific Network for pyNBS.** In addition to reconstructing the original NBS algorithm, we also explored alternative reference networks for their ability to separate tumor cohorts into clinically relevant subtypes. The outcome of this exploratory research was a compact cancer reference network that contained only high-confidence interactions specific to cancer. To construct this network, we began with a high-quality network assembled in a previous study, containing 19,781 genes and 2,724,724 interactions supported by multiple lines of evidence (PCNet, Huang et al. 2018). We filtered this network to retain only cancer genes as documented in at least one of four collections (Hanahan and Weinberg 2011; Vogelstein et al. 2013; Iorio et al.
We found that this cancer reference network more effectively clusters tumor samples from several different cancer types, as measured by the clusters’ ability to predict patient survival, in comparison to one of the networks used in the original NBS study (Figure 2.1A). This cancer reference network, as well as directions on constructing this network and analysis of the effect of different network models on pyNBS are presented as Jupyter Notebooks located in the GitHub repository.

**Practical Benchmarking and Parameter Tuning.** The pyNBS algorithm can be expensive in both memory and in run time for large networks, or if many iterations of the subsampling and matrix factorization are required. However, we found that 1,000 iterations of subsampling and consensus clustering, as originally performed by Hofree et al., could be markedly decreased with little reduction in performance, with only 100 iterations being sufficient for the consensus clustering to converge. This reduction can offer about 90% run time savings with no appreciable deviation in the results (Figure 2.1B). For example, to stratify the TCGA head and neck cancer data using the filtered HumanNet (HN90, as described by Hofree et al.), we reduced the runtime of pyNBS from approximately 21.5 h to 2.2 h.

In addition, using the filtered Cancer Subnetwork (see above), which only has 2,291 nodes compared to the 7,939 nodes in HN90, we see that pyNBS not only runs much faster, but by reducing the consensus clustering iterations, this also reduces the overall runtime of pyNBS in this scenario from 6.5 hours to approximately 40 minutes (Figure 2.1B). Due to the NBS algorithm requiring many matrix multiplications, we recommend running pyNBS on a machine with at least four threads and 4GB of RAM per thread. Such operations also suggest that further optimization can be had by the utilization of GPUs.
While we mainly sought to recreate the original procedure and parameter space for running pyNBS here, we performed an additional exploration on the effect of varying several parameters and algorithmic decisions on the final consensus clustering results in pyNBS. We present some of these results as Jupyter Notebooks in the GitHub repository.
2.4 Materials and Methods

The NBS algorithm requires two inputs: a matrix of binary values describing all somatic tumor mutations found within a cohort of cancer patients (patients x genes) and a second file describing the gene-gene interactions defining a reference molecular network. Given these inputs, the NBS algorithm clusters the tumor mutation profiles into molecular subtypes as seen in Figure 2.2. Additional details of the algorithm are described in the original NBS manuscript (Hofree et al. 2013). As previously mentioned, pyNBS, along with examples and data, can be downloaded and installed from the URL http://www.github.com/idekerlab/pyNBS/.
Figure 2.1. Benchmarking and pyNBS stratification performance.

(A) Significance of survival separation between subtypes in bladder (BLCA), colon (COAD), head and neck (HNSC) and uterine (UCEC) cancer as discovered by pyNBS. Cohorts were stratified using the top 10% of edges in HumanNet (HN90, blue), our cancer reference subnetwork (CRN) from PCNet (gold, see text), without network propagation using CRN genes (green), and with propagation over 10 degree-preserving shuffles of CRN (red). Note that the green and red bars provide controls on CRN (gold) and should not be compared to HN90 (blue). HN90 outperforms its analogous controls (Hofree et al., 2013).

(B) Consensus clustering convergence rate and runtime performance of pyNBS on TCGA head and neck cancer data with HN90 (blue) and the Cancer Subnetwork (gold). By measuring the agreement of consensus clustering results at each step and the consensus clustering result using 10 fewer sub-sampling iterations, it is clear that the consensus clustering is fairly stable at just 100 sub-sampling iterations.
Figure 2.2. Overview and stepwise factorization of the NBS algorithm.
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CHAPTER 3: Systematic evaluation of molecular networks for discovery of disease genes

3.1 Abstract

Gene networks are rapidly growing in size and number, raising the question of which networks are most appropriate for particular applications. Here, we evaluate 21 human genome-wide interaction networks for their ability to recover 446 disease gene sets identified through literature curation, gene expression profiling, or genome-wide association studies. While all networks have some ability to recover disease genes, we observe a wide range of performance with STRING, ConsensusPathDB, and GIANT networks having the best performance overall. A general tendency is that performance scales with network size, suggesting that new interaction discovery currently outweighs the detrimental effects of false positives. Correcting for size, we find that the DIP network provides the highest efficiency (value per interaction). Based on these results, we create a parsimonious composite network with both high efficiency and performance. This work provides a benchmark for selection of molecular networks in human disease research.
3.2 Introduction

Molecular networks capture knowledge of diverse biochemical, statistical and functional interactions that occur between genes and gene products. In a human disease setting, molecular networks augment both gene association and gene expression analysis, enabling the identification of novel genes and pathways associated with a particular disease phenotype (Carter et al., 2013). A common approach has been to leverage molecular network topology to discover new genes of interest that are functionally similar to a starting core of known disease genes (Kim et al., 2014; Lee et al., 2011; Leiserson et al., 2015; Paull et al., 2013; Qian et al., 2014; Vanunu et al., 2010). In this respect, networks enable a systematic “candidate gene approach” (Tabor et al., 2002) to the study of complex traits, in which the candidates are identified by their proximity within molecular network neighborhoods to known genes associated with a particular disease. Many of these candidates might otherwise fall beneath significance thresholds for testing individual SNPs or genes in a genome-wide association analysis.

Using these principles, networks have identified genes functioning in a spectrum of diseases, including neurodevelopmental disorders such as autism (Willsey et al., 2013) and hereditary spastic paraplegia (Novarino et al., 2014), coronary artery disease (CARDIoGRAMplusC4D Consortium et al., 2013), and hypertension (Greene et al., 2015). For example, in hereditary spastic paraplegia three disease candidates identified by network analysis, MAG, BICDL1 and REEP2, were validated as having causal variants (Novarino et al., 2014). See (Carter et al., 2013) for a review of the use of networks in the analysis of genotype-phenotype relationships.

In these types of studies, a network must first be constructed from an existing repository of molecular interactions. However, the number of these networks, as well as the number and types
of molecular interactions within them, is rapidly growing. The PathGuide website at present tracks over 700 pathway and molecular interaction databases available to the general public (Bader et al., 2006). More recently, (Yu et al., 2013) reviewed 9 major human-relevant network resources, and the Network Data Exchange (NDEx) (Pratt et al., 2015) has begun an attempt to provide a common public repository for biological network models of all types. Network databases can contain a variety of interaction types, such as protein-protein interactions, transcriptional regulatory interactions, genetic interactions, co-expression correlations and kinase/phosphatase signaling relations. They can be populated by strategies such as systematic experimental screens, literature curation and computational inference. Even accounting for the fact that most databases are tissue- and disease-context independent (Yeger-Lotem and Sharan, 2015), the diversity in molecular interaction curation and network construction methods can lead to significant differences in database content and utility for different types of analysis. As a consequence, from their very outset network biology studies must face a difficult question of determining which molecular network(s) are the most informative for the particular biological study at hand.

Here, we develop benchmarks to aid in selecting the most appropriate networks for a specific human disease or molecular pathway of interest. Using this framework, we score 21 popular human gene interaction networks by their ability to recover gene sets that characterize a wide variety of diseases. We find that empirical evaluation of networks not only informs current genomic analyses, but it can also inform the creation of future networks as the importance of various sources of network information becomes clear.
3.3 Results

**Human gene networks are numerous and capture a diversity of data types and sources.** We obtained the complete contents of 21 popular human gene-gene interaction network databases, each of which is available for public use and described in previous publications (Table S3.1). We noted high diversity among these resources in types of interactions and curation methods (Figure 3.1). Networks such as the Database for Interacting Proteins (DIP) (Xenarios et al., 2000) and the Human Protein Reference Database (HPRD) (Peri et al., 2003) focus wholly on physical protein-protein interactions. Networks such as ConsensusPathDB (Kamburov et al., 2009) and MultiNet (Khurana et al., 2013) concatenate protein interactions from multiple molecular networks with many additional interaction types, such as genetic interactions. Meanwhile, networks such as HumanNet (Lee et al., 2011) and STRING (Snel et al., 2000; Szklarczyk et al., 2016) quantitatively integrate different studies and interaction types into a single integrated score for each gene pair based on the total weight of evidence. We also examined two molecular networks each generated from a large-scale, high-throughput protein interaction screen (Huttlin et al., 2015; Rolland et al., 2014). Specific interaction content varied widely, even among repositories that appeared superficially similar (Figures 3.1 and S3.1). For example, HumanNet and STRING have less direct overlap in gene-gene interactions than might be expected given they use similar data types and data integration methodologies. These differences in both interaction type and coverage can give rise to large differences in network size and topological structure (Figure 3.1 and S3.1).

**A benchmark for evaluating networks based on gene sets.** To benchmark these networks, we developed an approach to score how well each network is able to recover a diverse collection of disease-associated gene sets (Figure 3.2A-C, Methods). Each gene set was randomly split into two subsets. We then calculated the ability of one subset to recover the other within the
network, using the technique of network propagation under the random walk with restart model (Köhler et al., 2008). Models were constructed to select optimal parameter values used in the subsampling and network propagation steps (Figure 3.2D-E, Methods). The random walk with restart model is a common technique used for network propagation. While other variations of network propagation, such as heat diffusion, could be used to evaluate networks, previous studies have found that there is no appreciable difference between these variations for most tasks (Köhler et al., 2008; Lee et al., 2011; Paull et al., 2013; Vanunu et al., 2010). After network propagation, recovery was scored using the Area Under Precision-Recall Curve (AUPRC). The average AUPRC over repeated trials was calibrated against a null distribution of AUPRC scores from networks in which individual edges had been shuffled preserving node degrees. Comparison to this null distribution allowed the AUPRC to be expressed as a z-score (Rousseeuw and Croux, 1993), henceforth called the network’s “performance score”.

This framework was applied to evaluate the 21 networks for recovery of 446 disease-associated gene sets from the DisGeNET database (Piñero et al., 2015, 2016), which is based on text mining of MEDLINE abstracts (Figure 3.3A, henceforth called “literature gene sets”, Data S3.1A). We observed that all networks significantly outperformed their corresponding null models on at least 220 of the literature gene sets (49%), while 118 gene sets (26%) were recovered (at Bonferroni corrected p-value <0.05) by all 21 networks (Figure 3.3B). For recovering these literature gene sets, we found that STRING had the best overall performance (Figure 3.3A).

We also wanted to confirm that our network evaluation method was not simply scoring a network’s ability to separate disease genes from non-disease genes, but rather its ability to recover specific gene sets. Therefore, we also measured network recovery of the literature gene sets when using a background of only disease genes. We found that these results using a different background
were very similar to those obtained when using all genes (Figures S3.2 and S3.3). We were also concerned that the null models might have low variance, in which case a network’s performance (z-score) could be high without a large effect size. Therefore, we also calculated an effect size metric, called the “performance gain”, to address this concern (Figure 3.3C, Methods). This metric was highly correlated with the performance score (Pearson’s R=0.88, p<1.0×10^{-16}) with 58% of the tasks having performance gains of over 50%, confirming that many networks have large effect sizes on the gene recovery tasks (Figure 3.3D).

**Larger networks have improved performance.** In these results, we noticed that many of the larger networks appeared to be the best performing. We thus examined how performance rankings change when correcting each network’s performance for the number of interactions in the network (Figure 3.3E, Methods). We found that the smallest network (DIP) moved to the top of the network-size adjusted rankings, suggesting that, per edge, this network is most efficient. Nonetheless, the number of interactions in a network was strongly predictive of its overall average rank in recovery of the literature gene sets (Pearson’s R=0.88, p=1.7×10^{-7}) (Figure 3.3F). The full numeric results of network performance, performance gain and size-adjusted network performance are given in Data S3.1B-D.

We also attempted to determine if other network properties, such as the type of molecular interaction or method of network construction, were correlated with performance. For this purpose we encoded network type descriptors (columns in Figure 3.1) into a binary vector describing each network and performed ANOVA on the size-adjusted performance. Beyond network size, however, we did not find any additional network properties that significantly correlated with performance in recovery of disease gene sets (Table S3.2).
**Assessing the influence of literature bias.** Although no particular type of molecular interaction significantly correlated with network performance, we next asked whether networks that used co-citation information have an unfair advantage over other networks on the literature gene set recovery task. Specifically, some of the co-citation information used in STRING and HumanNet had been determined by mining a compendium of MEDLINE abstracts (Lee et al., 2011; Szklarczyk et al., 2016), which we considered might be similar to how the literature gene sets were mined by DisGeNET (Piñero et al., 2015, 2016). To test the degree to which literature curation might bias our performance results, we removed all interactions in STRING and HumanNet that were based solely on text mining. This filter removed 634,062 of 5,135,768 interactions (12.3%) in STRING and 4,631 of 475,959 interactions (1.0%) in HumanNet. We found that this filtering greatly reduced the performance of HumanNet relative to other networks (Table S3.3), suggesting that co-citation of genes in MEDLINE abstracts were an important driver of its performance. In contrast, such filtering did not greatly affect the performance of STRING.

As additional controls, we also evaluated all networks on two collections of gene sets which had been constructed independently of literature-mining or other information that could influence network construction. The first of these was a collection of nine expression-based cancer gene sets. These gene sets were derived from a single high-throughput mRNA expression profiling study in an unsupervised manner without any network or literature-based gene selection and were found to correspond with well-known oncogenic pathways (Kim et al., 2017). Furthermore, this study was published more recently than the download dates of the networks used, making it impossible for any of the networks to use information from these gene sets. While STRING had the best overall performance for recovering the literature gene sets, we found that GeneMANIA and GIANT were the best performing networks on these expression gene sets, with STRING ranking third. In
general, however, we found that the overall rankings of networks on the literature recovery tasks versus on the expression recovery tasks were correlated (Pearson’s R=0.60, p=3.7×10^{-3}) *(Figure 3.4A)*. We also observed that performance gain was correlated with performance score *(Figure S3.4A, Pearson’s R=0.89, p<1.0×10^{-16})* and network performance was correlated with network size *(Figure S3.4B, Pearson’s R=0.62, p<2.8×10^{-3})*.

As a second control against literature curation bias, we evaluated each molecular network against 11 gene sets derived from the Genome-Wide Association Study (GWAS) Catalog *(MacArthur et al., 2017)*. We constructed these gene sets had been constructed from experimental GWAS of a common disease or trait: nine gene sets were associated with a disease (e.g. Crohn’s disease or type 2 diabetes) and two gene sets were associated with a complex trait (height or body mass index). The genetic loci discovered in these studies had been associated with disease phenotype without any prior expectation from the literature (although one cannot entirely rule out the possibility that literature may have been used to distinguish among multiple candidate genes at a locus). Nonetheless, we found that the performance of the 21 networks on the GWAS gene sets was highly correlated with performance on the literature gene sets (Pearson’s R=0.89, p=5.7×10^{-8}) *(Figure 3.4B)*. Performance on the GWAS gene sets was also correlated to the performance gain metric *(Figure S3.4C: Pearson’s R=0.94, p<1.0×10^{-16})*, as well as the network size *(Figure S3.4D: Pearson’s R=0.74, p=1.0×10^{-4})*. The gene sets and full numeric results of network performance, performance gain and size-adjusted network performance for the expression and GWAS gene sets are given in Data S3.1E-L.

**Integrating networks improves gene set recovery.** Given the good performance of molecular networks that are large and inclusive, we considered that these separate resources might be further improved by combining them to form a single composite network. We explored several
approaches for creating this composite, as follows. First, we created a series of composite networks of increasing size, by progressively aggregating individual networks in order of their performance scores in literature gene set recovery (Methods, Table S3.4). However, such composite networks did not increase performance, regardless of how many individual networks were added together (Figure 3.5A, Data S1M). Next, we created a series of composite networks of decreasing size, by requiring interactions to be present in ever greater numbers of individual networks (Table S3.5). By requiring a minimum of two networks supporting each interaction, the performance was significantly improved over the best individual network (STRING) despite having a much smaller network size (Figures 3.5B-C). This configuration was optimal, since further increasing the minimum number of supporting networks beyond two resulted in a degradation of performance (Figure 3.5B, Data S3.1M). This optimal configuration we call the “Parsimonious Composite Network” (PCNet).

Many of the interactions from the larger networks were not contained within PCNet, implying that these larger networks contain interactions not reproduced elsewhere (Figures 3.5D-E). On the other hand, several of the smaller networks had almost all of their interactions covered by PCNet (Figure 3.5F). Thus, while large networks generally associate with high performance in gene set recovery, carefully designed small networks can efficiently achieve equal or better performance.

A simple explanation for how a smaller network (e.g. PCNet) can lead to increased performance is that it concentrates interactions among genes of the same disease and, conversely, depletes interactions among unrelated genes. To test this hypothesis, we performed a case study of four different networks: a protein-protein interaction network derived from a single experimental study (BioPlex, Figure 3.6A), a much larger network integrating many different studies (STRING,
Figure 3.6B), the maximal composite network containing the union of interactions from all 21 individual networks (Figure 3.6C), and, finally, the PCNet parsimonious composite network (Figure 3.6D). In each case, we examined the relationship between a network’s interaction density within members of a disease gene set and the performance of recovering that gene set. For all four networks, we found that interactions were greatly enriched among known disease genes, with STRING and PCNet showing by far the greatest enrichment (Figure 3.6E). Moreover, this interaction enrichment was well correlated with performance in gene set recovery (Figure 3.6F). Thus, density of interactions among disease genes is indeed an important indicator of network performance.
3.4 Discussion

Given that the compositions and topologies of popular molecular networks vary greatly (Figure 1), a key question is whether these differences impact downstream studies of disease, and if so, how much? Here, we have found that the choice of network can matter greatly. A particularly revealing example is the case of the Lymphopenia gene set, for which the performance gap was a factor of >5000X between the networks with highest and lowest performance (Data S3.1B). In other instances, the choice of network appears less important, such as in the Measles gene set where the gap in performance was <5X (Data S3.1B). This variation highlights not only the importance of evaluating networks globally, but in matching the correct network to the disease of interest. When studying a particular disease, one might start with the networks that performed best on that particular gene set, instead of or in addition to the networks that were the best performers overall (Data S3.1B).

The result that larger networks outperform smaller ones, as a general trend, supports the continued investment in high throughput discovery of biological interaction networks. At the same time, we were able to derive a much smaller PCNet that outperformed a network twice its size on the literature gene set recovery tasks (Figure 3.5B). This observation suggests at least one straightforward method of contracting the size of a reference network without sacrificing performance: requiring multiple database support for interactions. Moving forward, the principle of network expansion by introduction of new data, followed by network contraction by independent verification, may provide general guidance for network construction. This principle also highlights the importance of cooperation between multiple approaches to network creation and the continued need for community development of human molecular interaction maps.
While systematic, we acknowledge that the evaluation framework used here is but one of several that might have been employed. Random walk with restart, although common, is not the only network distance metric appropriate for molecular networks. Alternate possibilities include diffusion state distance (Cao et al., 2014; Vandin et al., 2011), among others. More broadly, one might employ completely different network analytical engines, such as using networks as priors or regularization constraints for machine learning approaches (Hill et al., 2016; Sokolov et al., 2016) or as the underlying structure for probabilistic graphical models (Vaske et al., 2010). Establishing the generality of our results across a broader selection of network analysis approaches remains for future work.

As ever greater numbers of protein interactions are mapped and verified across a range of biological contexts, database curators will continue making decisions on how and which molecular interactions should be incorporated. This work provides a proof-of-principle for how any network database, or interaction subset, may be evaluated and compared. We hope that the systems biology community will continue to develop other complementary, and especially data-driven, methods of network evaluation to complement to the present approach.
3.5 Materials and Methods

**Raw network data processing.** To normalize all networks for comparison, we filtered out all interactors that were not human protein coding genes. Then, the interactors were all mapped to HUGO Gene Symbols using MyGene.info (Wu et al., 2013; Xin et al., 2016). We kept only interactions where both interactors were mapped to a HUGO Gene Symbol. Many orthologous protein interactions and interactions between human proteins and small molecules/non-human proteins were also removed from analysis. We then removed redundant- and self-interactions in each of the 21 molecular networks. No other filters were applied to the networks except for the GIANT network. For GIANT, we downloaded the file of the top functional interactions across all tissues and filtered the network for only the top 10% of interactions by functional interaction score to extract a network that was comparable in size to the other networks.

**Calculating network topology similarity.** We compared the 21 molecular networks to each other with two similarity metrics, one based on the number of shared network edges and one based on the network topology by propagation (Figure 3.1). To determine the network similarity by shared network edges, we first took the intersection of nodes between the two networks being compared. Then all edges between this set of nodes in both networks were taken to create a subgraph of both networks. The Jaccard index of the number of shared edges between these two subgraphs was then taken as the network edge similarity. In order to measure the similarity of network topology by propagation, we again took the intersection of nodes between the two networks. Then, each one of these nodes was propagated (Equation 1) across the entire network and we measured the similarity between the propagation scores across all shared nodes by Spearman correlation. The average similarity across all shared nodes between any two networks was the final network topology-by-propagation similarity measure.
Network propagation. Network propagation requires a network and some nodes from that network as input. In this case those nodes represent a sub-sample of genes from a gene set of interest. These nodes were given some initial value (1 in this case), then a smoothing propagation process was applied to those initial values, passing some of the value to neighboring nodes. In this paper, the nodes are genes, and the edges represent various types of functional relationships between genes. These interactions include, for instance, protein binding interactions, transcriptional regulation and signaling by phosphorylation.

We employed a random-walk with restart model as our network propagation method. We used a closed-form version of the method as described by the HotNet2 paper (Leiserson et al., 2015):

\[
F = (1 - \alpha)F_0 \cdot (I - \alpha A_{\text{norm}})^{-1}
\]

Equation 1.

In this formulation, \(\alpha\) is the propagation constant, or random walk probability, \(A_{\text{norm}}\) is the degree-normalized adjacency matrix, and \(F_0\) is the initial binary vector over all genes indicating which genes in the network are in the initial subset of a gene set (Leiserson et al., 2015). Finally, \(F\) is a real-valued vector describing the network-smoothed values over all of the nodes in the network (called the “propagation score”). For the purpose of this paper, all networks were treated as undirected simple graphs. If there are multiple connected components in the network being smoothed, each connected component was propagated independently and the results of each connected component concatenated.

Gene set selection for network evaluation. Three collections of gene sets were downloaded as standards to evaluate networks against. The first collection of gene sets was downloaded from the DisGeNET website (http://www.disgenet.org). We used the “BeFree gene-
disease associations,” which is a collection of text-mined, disease-associated gene sets mined from a collection of MEDLINE abstracts (Piñero et al., 2015, 2016). These gene sets were chosen to remove as much human curation bias as possible from the gene sets. The gene sets were then filtered to only the gene sets that contained less than 300 genes and contained at least 20 genes in each network studied. This yielded a collection of 446 gene sets from DisGeNET referred to as “literature gene sets”.

We also evaluated the networks on two additional collections of gene sets that were constructed independently from the literature gene sets and molecular networks. The first literature-independent collection of gene sets were acquired from a recent Cell Systems paper that determined the pathways involved in treatment response in RAS-induced cancer cell lines (Kim et al., 2017). The authors in this paper defined 9 oncogenic transcriptional components ranging in size from 50-122 genes, each centered on different common cancer pathways. We refer to these sets as “expression gene sets”.

The second literature-independent collection of gene sets was derived from the GWAS Catalog (MacArthur et al., 2017). The GWAS Catalog is a large database of significant SNP-trait associations. We defined each gene set as the genes mapped to significantly disease associated SNPs, with one gene set per trait. We kept only the gene sets that had between 20 and 500 genes present in all 21 networks. Of these, we eliminated gene sets that were unlikely to be generalized outside of the particular study context (e.g. blood cell count, resting heart rate), and kept the 9 gene sets associated with disease and 2 gene sets associated with easily observable quantitative traits: height and body mass index.

**Network Evaluation Method.** The set-based network evaluation method for a molecular network’s ability to recover disease-associated gene sets was performed with the following steps:
1. Identify a gene set of interest on the molecular interaction network.

2. Sub-sample a proportion (~30-60%, see “Propagation and sub-sampling parameters”) of the gene set of interest (Figure 3.2D).

3. Propagate this sub-sample of genes from (2) using the random walk model across the molecular interaction network (Hofree et al., 2013; Leiserson et al., 2015; Vanunu et al., 2010) (Figure 3.2E).

4. Sort all genes in the network by propagation score and then sweep this list to calculate a precision-recall curve of the list for recovering genes from (1) not contained in (2).

5. Calculate the area under the precision-recall curve (AUPRC) from (4).

6. Repeat (2-5) for 50 different sub-samples of the gene set of interest and average these values. This averaged AUPRC is the raw measure of performance for a given molecular network on clustering a gene set of interest.

7. Repeat steps 1-6 for 50 degree-preserved shuffles of the network on the same gene set of interest to construct a null distribution of average AUPRC values.

8. Calculate the robust Z-statistic (Rousseeuw and Croux, 1993) using the null distribution of average AUPRC values from (7) of the actual network’s performance on the gene set of interest. This is the performance score of a network for a particular gene set.

**Propagation and sub-sampling parameters.** In order to calibrate the network propagation method, we constructed a model to estimate the optimal propagation constant (\(\alpha\), Equation 1) as well as a reasonable sub-sampling proportion to use to optimize cohort recovery. In order to establish these parameters, we tested the performance of the 21 networks on recovering the 50 Hallmark MSigDB pathways (Liberzon et al., 2011) so as not to contaminate the parameter selection with the literature gene sets that were used in the actual benchmark. We examined a range
of sub-sampling proportions and propagation constants to identify which values for these parameters yields the best results (Figure 3.2D and 3.2E). First, we averaged the resulting network performance scores for each propagation constant $\alpha$ (from 0.05 to 0.95 in increments of 0.05) and fit a log-linear model to determine the best sub-sample proportion $p$ for each gene set based on the coverage of that gene set in the network (Figure 3.2D). Then, using our model for determining $p$, we fit a second model to determine the optimal $\alpha$ such that the networks had the best performance on recovering the MSigDB Hallmark gene sets. These $\alpha$ constants for each network were then compared against various network properties. We found that the optimal $\alpha$ constant for each network was predicted by a linear model against the log$_{10}$-adjusted number of interactions in the network (Figure 3.2E). These two models are then used to set the $\alpha$ constant and sub-sample proportion for all subsequent network evaluation tasks. Note that the determination of these parameters was based on gene sets that were not used in any other evaluation, so overtraining of these parameters is not an issue in our evaluation framework.

**Network performance ranks.** Three network performance metrics are used here (Figure 3.3). In order to derive each of these metrics, we compared against a background of degree matched null networks that were created by shuffling the network edges while preserving node degree. We defined the performance score as the robust z-score of the true AUPRC of the gene set recovery task as compared to the background of AUPRCs from the degree matched null networks (Figure 3.3A). To determine the network rankings by an effect size metric, we defined the performance gain as the difference between the AUPRC of a given network and the median AUPRC of its null networks divided by the median AUPRC of its null networks (Figure 3.3C). In order to calculate the size-adjusted performance, a linear model was fit to the performance scores of each task against the log$_{10}$-adjusted network interaction count. The residual values for
each performance score were calculated against their respective size-adjusted performance models (Figure 3.3E).

All networks were ranked on each of these metrics individually for each task in each collection. The overall rankings were determined by the average rank of each network across all tasks in each collection. This value is described as the average ranked performance of a network. The average ranked performance gain as well as the average ranked network size-adjusted performance are calculated in the same manner as the average ranked performance using their respective metric.

**Network size-adjusted performance ANOVA Model.** In order to determine if any specific network properties were correlated with network performance, we constructed an ANOVA model using the statsmodel package in Python (Seabold and Perktold, 2010). The construction method for each network, along with the types of interactions they contain were considered as independent categorical variables (columns marked with yellow in Figure 1, with the exception of column titled “Physical”). Each column where a network has a yellow indicator without a grey “X” in it was given 1 for that variable and given 0 otherwise. We then used all 14 of these variables to construct a model for predicting the averaged ranked network size-adjusted performance of each network. The formulation of the ANOVA model is as follows:

\[
\text{Size Adjusted Residuals} \sim \text{Low-Throughput} + \text{High-Throughput} + \text{Scored} + \text{Co-Citation} + \text{Co-Complex} + \text{Co-Expression} + \text{Genetic} + \text{Metabolic} + \text{Non-Protein} + \text{Orthologous} + \text{Pathway} + \text{Regulation} + \text{Shared Domain} + \text{Signalling}
\]

The resulting ANOVA summary table then gave the significance of the explanation of the network size-adjusted performance by any of the network properties we examined (Table S3.2).

**Accounting for literature mined interactions.** Recognizing the possible effect of co-citation information in both STRING (https://string-db.org/) and HumanNet (http://www.functionalnet.org/humannet/about.html), we removed all interactions in these
networks that were supported exclusively from text-mined sources in human studies in these networks. However, we did keep edges with evidence from exclusively text-mined evidence in non-human studies since this evidence was not used for the literature gene sets. These filtered networks were then evaluated using our set-based evaluation method and re-ranked in the context of the performance of the other unmodified networks (Table S3.3). It is also important to note that the remaining network containing co-citation information, ReactomeFI, does not directly contain information mined from MEDLINE abstracts, nor does its publicly available database indicate which interactions are exclusively determined with literature text mining (Wu et al., 2010). Therefore, we did not perform any interaction filtering and re-evaluation on ReactomeFI.

**Composite network analysis.** We constructed two sequences of composite networks to study the effect of combining networks on performance. The first sequence of composite networks increases in size starting with the best performing network across the literature gene sets, STRING. Each subsequent composite network was made by adding all unique edges from the next best performing network on the literature gene sets (Figure 5A and Table S3.4). Then we created a sequence of parsimonious composite networks of decreasing size by requiring increased support of each edge, starting with the additive composite network containing the union of all edges from the 21 networks (Figure 3.5B and Table S3.5). The performance of both sequences of composite networks were then evaluated on the same literature gene sets. We found that the network constructed out of edges with at least 2 network sources outperformed STRING on the literature gene sets, and we refer to this network as PCNet.

**Data and software availability.** Many of the functions written to perform the network evaluation are contained within an installable Python 2.7 package at https://github.com/idekerlab/Network_Evaluation_Tools. Documentation and examples of how to
evaluate a molecular network for a given collection of gene sets are provided as both a Jupyter Notebook and as an executable command line script. All of the website links to the network source data and the Jupyter Notebooks used to process the network source data are also available in the aforementioned GitHub repository. The links to the network source data are also described in the Key Resources Table (see original Cell Systems manuscript) with the network version and reference information described in Table S3.1. The 21 molecular networks, the 2 filtered networks as well as PCNet and the union of all 21 molecular networks are available in a network set on the Network Data Exchange (NDEx) (Pillich et al., 2017; Pratt et al., 2015) at https://goo.gl/WVDznR.
### Figure 3.1. Comparative analysis of gene network resources.

The construction methods for each network are marked, along with the types of interactions they contain (yellow) for each molecular interaction network database evaluated. Interactions from the databases that are not used in our evaluation framework due to missing or embargoed data are marked with a grey X. The two interaction networks generated from single, large-scale, high-throughput experiments are marked with red dots. Pairwise similarity of all evaluated networks reveal differences in network edges (red gradient, edge-wise Jaccard index) and network propagation behavior due to varying topologies (blue gradient). Network sizes are shown by numbers of nodes (genes, green bars) and edges (interactions, purple bars). See also Figure S3.1 and Table S3.1.
Figure 3.2. Set-based network evaluation.

(A) A gene set of interest is sub-sampled (with proportion p) on the molecular network. Each sub-sample of genes is then propagated over the network of interest (with network propagation coefficient α) to recover the remaining genes in the gene set. (B) The area under the precision-recall curve (AUPRC) is calculated to measure the performance of this recovery task. (C) For each network, a set of null models is created by shuffling network edges (while preserving node degree) and repeating steps (A) and (B). The final network performance metric on this gene set is the improvement over the distribution of the null models’ AUPRCs. (D) The sub-sampling rate p of each gene set was set by a function of the number of genes from the gene set also found in the network. We determined this relationship by fitting the log_{10}-adjusted gene set coverage in the network versus the optimal sampling rate for recovering the MSigDB gene sets (Liberzon et al., 2011). The error bars are 95% confidence intervals on the average optimal sampling rate for each task across all networks and network propagation coefficients (α). (E) Similarly, the optimal amount of network propagation (α) was fit by a linear model on the log_{10}-adjusted number of edges in the network. The error bars are 95% confidence intervals on the optimal α for each network across all tasks. For additional details see Methods.
Figure 3.3. Molecular network recovery performance of literature gene sets.  
(A) The network performance score (purple) on 50 selected literature gene sets. (B) The proportion of all 446 literature gene sets versus the number of networks that performed significantly better than their null networks via the network performance score (Bonferroni corrected p-value<0.05). (C) Network performance gain for 50 literature gene sets as shown in (A). This value represents the effect size of the improvement in gene set recovery performance due to using real networks over scrambled null networks. (D) The log10-adjusted network performance score of molecular networks compared to the log10-adjusted network performance score gain by the molecular networks over their respective null molecular networks recovering the literature gene sets. (E) Network size-adjusted performance scores for 50 literature gene sets as shown in (A). The columns (networks) in heatmaps (A), (C), and (E) are sorted by the average rank of the metric being measured (green rows). (F) The average ranked performance of each molecular network on the recovery of the literature gene sets compared to the log10-adjusted number of interactions in the molecular networks. The error bars are one standard deviation of the ranked network performances across the tasks. The methods to calculate the described metrics above (network performance score, network performance gain, network size-adjusted performance score, and average ranked performance) are described in the Methods. See also Figure S3.3 and Figure S3.4 and Data S3.1.
Figure 3.4. Literature-independent gene set recovery correlates with literature gene set recovery.

(A) The average ranked performance of molecular networks recovering literature gene sets is correlated with their average ranked performance on the recovery of expression gene sets (red). (B) as well as their average ranked performance on the recovery of GWAS gene sets (green). The calculation to determine the average ranked performance of a molecular network on a collection of gene sets is described in the Methods. See also Figure S3.4 and Data S3.1.
Figure 3.5. Composite networks can gain performance despite smaller size.

(A) Composite network average performance gain across all 446 literature gene sets compared to STRING (blue line) and composite network size (red line) for additive composite networks and (B) parsimonious composite networks. All error bars are 95% confidence intervals on the average performance gain for a given composite network. PCNet, the parsimonious network with at least two networks supporting each edge, achieved the highest performance, despite having less edges than STRING. The blue dotted line in (A) and (B) represents the performance of STRING and the red dotted line in (A) and (B) is the network size of STRING. See Methods for additional details on how to construct the composite networks. (C) The average performance gain of PCNet across all 446 literature gene sets as compared to each of the 21 selected molecular networks. All error bars are 95% confidence intervals on the average relative gain in performance for PCNet against a given molecular interaction network. (D) The percentage of interactions in PCNet that are found in each of the 21 selected molecular networks. (E) The number of interactions from each of the 21 networks that are supported by exactly one other network in PCNet. The grey dotted line represents the total number of edges in PCNet supported by exactly 2 network sources (1,830,145 interactions). (F) The percentage of interactions from each of the 21 selected molecular networks that can be found in PCNet. See also Data S3.1.
Figure 3.6. Increased interaction density in relevant network neighborhoods improves gene set recovery.

Interactions among genes associated with the same disease, Pancreatitis, as contained in (A) BioPlex, (B) STRING, (C) the union of all networks, (D) and the Parsimonious Composite Network (PCNet). For each of these, the (E) quantitative enrichment of interactions is shown among genes associated with five representative diseases. (F) Scatterplot of gene set recovery performance versus the within-disease enrichment for interactions.
3.7 Supplemental Data, Tables and Figures

Data S3.1. Full gene set and numeric values of network evaluation results.
The tabs in this file are a collection of spreadsheets presenting the gene sets in each of the three
collections of gene sets (literature, expression and GWAS) as well as full numeric values of
molecular network performance score, performance gain and size-adjusted performance across all
gene sets (as presented in Methods) for each collection of gene set recovery tasks. Composite
network performance scores on the literature gene sets are also presented here. These data are
related to Figure 3.3, Figure 3.4, Figure 3.5 and Figure S3.4.
Data S3.1A: Literature gene sets
Data S3.1B: Molecular network literature gene set performance scores
Data S3.1C: Molecular network literature gene set AUPRC performance gains
Data S3.1D: Molecular network literature gene set network size-adjusted performance scores
Data S3.1E: Expression gene sets
Data S3.1F: Molecular network expression gene set performance scores
Data S3.1G: Molecular network expression gene set AUPRC performance gains
Data S3.1H: Molecular network expression gene set network size-adjusted performance scores
Data S3.1I: GWAS gene sets
Data S3.1J: Molecular network GWAS gene set performance scores
Data S3.1K: Molecular network GWAS gene set AUPRC performance gains
Data S3.1L: Molecular network GWAS gene set network size-adjusted performance scores
Data S3.1M: Composite network literature gene set performance scores
Table S3.1. Network version and citation information (if applicable).  
*Related to Figure 3.1.*

<table>
<thead>
<tr>
<th>Network Name</th>
<th>Version Name</th>
<th>Version Date</th>
<th>Database Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIND</td>
<td>Pathway Commons v8</td>
<td>December 15, 2010</td>
<td>(Alfarano et al., 2005; Bader et al., 2001, 2003; Gilbert, 2005)</td>
</tr>
<tr>
<td>BioGRID</td>
<td>3.4.149</td>
<td>June 1, 2017</td>
<td>(Breitkreutz et al., 2003, 2008; Chatr-Aryamontri et al., 2013, 2015; Stark et al., 2006, 2011)</td>
</tr>
<tr>
<td>BioPlex</td>
<td>---</td>
<td>Jun 15, 2015</td>
<td>(Huttlin et al., 2015, 2017)</td>
</tr>
<tr>
<td>ConsensusPathDB</td>
<td>Release 32</td>
<td>January 11, 2017</td>
<td>(Herwig et al., 2016; Kamburov et al., 2009, 2011, 2013)</td>
</tr>
<tr>
<td>DIP</td>
<td>Hsapi20170205</td>
<td>February 05, 2017</td>
<td>(Salwinski et al., 2004; Xenarios et al., 2000, 2001, 2002)</td>
</tr>
<tr>
<td>GeneMANIA</td>
<td>---</td>
<td>October 15, 2014</td>
<td>(Mostafavi et al., 2008; Warde-Farley et al., 2010; Zuberi et al., 2013)</td>
</tr>
<tr>
<td>GIANT</td>
<td>---</td>
<td>Spring 2015</td>
<td>(Greene et al., 2015)</td>
</tr>
<tr>
<td>HINT</td>
<td>Version 4</td>
<td>Early 2017</td>
<td>(Das and Yu, 2012)</td>
</tr>
<tr>
<td>HPRD</td>
<td>Release 9</td>
<td>June 29, 2010</td>
<td>(Mishra et al., 2006; Peri et al., 2003, 2004; Prasad et al., 2009)</td>
</tr>
<tr>
<td>HumanInteractome</td>
<td>HI-II-14</td>
<td>2014</td>
<td>(Rolland et al., 2014)</td>
</tr>
<tr>
<td>HumanNet</td>
<td>v.1</td>
<td>---</td>
<td>(Lee et al., 2011)</td>
</tr>
<tr>
<td>InBioMap</td>
<td>2016_09_12</td>
<td>Sep 12, 2016</td>
<td>(Li et al., 2017)</td>
</tr>
<tr>
<td>IntAct</td>
<td>Release 207</td>
<td>September 12, 2016</td>
<td>(Aranda et al., 2010; Hermjakob et al., 2004; Kerrien et al., 2007, 2012; Orchard et al., 2014)</td>
</tr>
<tr>
<td>iRefIndex</td>
<td>Version 14.0</td>
<td>September 14, 2016</td>
<td>(Razick et al., 2008; Turner et al., 2010)</td>
</tr>
<tr>
<td>Mentha</td>
<td>06-12-2017</td>
<td>June 12, 2017</td>
<td>(Calderone et al., 2013)</td>
</tr>
<tr>
<td>MultiNet</td>
<td>---</td>
<td>Mar 17, 2013</td>
<td>(Khurana et al., 2013)</td>
</tr>
<tr>
<td>PathwayCommons</td>
<td>Pathway Commons v9</td>
<td>July 21, 2017</td>
<td>(Cerami et al., 2011)</td>
</tr>
<tr>
<td>PID</td>
<td>Pathway Commons v9</td>
<td>Jul 27, 2015</td>
<td>(Schaefer et al., 2009)</td>
</tr>
</tbody>
</table>
Table S3.1. Network version and citation information (if applicable).
*Related to Figure 3.1. (continued)*

<table>
<thead>
<tr>
<th>Network Name</th>
<th>Version Name</th>
<th>Version Date</th>
<th>Database Citations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reactome</td>
<td>v60</td>
<td>April 20, 2017</td>
<td>(Croft et al., 2011, 2014; Fabregat et al., 2016; Joshi-Tope et al., 2005; Matthews et al., 2009; Vastrik et al., 2007)</td>
</tr>
<tr>
<td>ReactomeFI</td>
<td>Version 2017</td>
<td>February 27, 2017</td>
<td>(Wu et al., 2010)</td>
</tr>
<tr>
<td>STRING</td>
<td>v10.5</td>
<td>May 14, 2017</td>
<td>(Franceschini et al., 2013; Jensen et al., 2009; Snel et al., 2000; Szklarczyk et al., 2011, 2014, 2016; Von Mering et al., 2003, 2005, 2007)</td>
</tr>
</tbody>
</table>
Table S3.2. P-values of molecular network interaction property association with network-size adjusted performance for each collection of gene sets via ANOVA. Related to Figure 3.3.

<table>
<thead>
<tr>
<th>Interaction Property</th>
<th>Disease Gene Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-Throughput</td>
<td>0.32</td>
</tr>
<tr>
<td>High-Throughput</td>
<td>0.15</td>
</tr>
<tr>
<td>Scored</td>
<td>0.09</td>
</tr>
<tr>
<td>Co-Citation</td>
<td>0.54</td>
</tr>
<tr>
<td>Co-Complex</td>
<td>0.68</td>
</tr>
<tr>
<td>Co-Expression</td>
<td>0.09</td>
</tr>
<tr>
<td>Genetic</td>
<td>0.21</td>
</tr>
<tr>
<td>Metabolic</td>
<td>0.80</td>
</tr>
<tr>
<td>Non-Protein</td>
<td>0.10</td>
</tr>
<tr>
<td>Orthologous</td>
<td>0.23</td>
</tr>
<tr>
<td>Pathway</td>
<td>0.06</td>
</tr>
<tr>
<td>Regulation</td>
<td>0.14</td>
</tr>
<tr>
<td>Shared Domain</td>
<td>0.22</td>
</tr>
<tr>
<td>Signaling</td>
<td>0.72</td>
</tr>
</tbody>
</table>
Table S3.3. Average ranked performance on literature gene sets with and without filtering human-only co-citation exclusive interactions from string and HumanNet.

*Related to Figure 3.3.*

<table>
<thead>
<tr>
<th>Network Name</th>
<th>Filtered Networks</th>
<th>Full Networks</th>
</tr>
</thead>
<tbody>
<tr>
<td>STRING</td>
<td>2.168</td>
<td>2.397</td>
</tr>
<tr>
<td>ConsensusPathDB</td>
<td>3.052</td>
<td>3.148</td>
</tr>
<tr>
<td>GIANT</td>
<td>5.132</td>
<td>5.296</td>
</tr>
<tr>
<td>HumanNet</td>
<td>7.760</td>
<td>5.439</td>
</tr>
<tr>
<td>GeneMANIA</td>
<td>5.213</td>
<td>5.442</td>
</tr>
<tr>
<td>InBioMap</td>
<td>6.300</td>
<td>6.561</td>
</tr>
<tr>
<td>ReactomeFI</td>
<td>7.031</td>
<td>7.249</td>
</tr>
<tr>
<td>Reactome</td>
<td>7.570</td>
<td>7.753</td>
</tr>
<tr>
<td>PathwayCommons</td>
<td>9.711</td>
<td>9.890</td>
</tr>
<tr>
<td>IRefIndex</td>
<td>11.052</td>
<td>11.202</td>
</tr>
<tr>
<td>MultiNet</td>
<td>11.969</td>
<td>12.058</td>
</tr>
<tr>
<td>HINT</td>
<td>13.090</td>
<td>13.164</td>
</tr>
<tr>
<td>BIND</td>
<td>13.271</td>
<td>13.388</td>
</tr>
<tr>
<td>BioGRID</td>
<td>13.655</td>
<td>13.711</td>
</tr>
<tr>
<td>Mentha</td>
<td>13.688</td>
<td>13.722</td>
</tr>
<tr>
<td>HPRD</td>
<td>15.063</td>
<td>15.110</td>
</tr>
<tr>
<td>IntAct</td>
<td>15.511</td>
<td>15.563</td>
</tr>
<tr>
<td>DIP</td>
<td>16.982</td>
<td>17.022</td>
</tr>
<tr>
<td>BioPlex</td>
<td>17.038</td>
<td>17.081</td>
</tr>
<tr>
<td>PID</td>
<td>17.637</td>
<td>17.664</td>
</tr>
<tr>
<td>HumanInteractome</td>
<td>18.108</td>
<td>18.141</td>
</tr>
</tbody>
</table>
Table S3.4. Properties of composite networks constructed by adding molecular interactions to previous composite network. 
*Related to Figure 3.5.*

<table>
<thead>
<tr>
<th>Composite Network Name</th>
<th>Network Added to Previous Composite Network*</th>
<th>Nodes</th>
<th>Edges</th>
<th>Avg Node Degree</th>
<th>Edge Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>CompositeNetwork+1</td>
<td>ConsensusPathDB</td>
<td>19,119</td>
<td>6,437,082</td>
<td>673.370</td>
<td>0.03522</td>
</tr>
<tr>
<td>CompositeNetwork+2</td>
<td>GIANT</td>
<td>20,175</td>
<td>9,437,208</td>
<td>935.535</td>
<td>0.04637</td>
</tr>
<tr>
<td>CompositeNetwork+3</td>
<td>HumanNet</td>
<td>20,299</td>
<td>9,681,620</td>
<td>953.901</td>
<td>0.04699</td>
</tr>
<tr>
<td>CompositeNetwork+4</td>
<td>GeneMANIA</td>
<td>20,557</td>
<td>14,577,547</td>
<td>1418.256</td>
<td>0.06899</td>
</tr>
<tr>
<td>CompositeNetwork+5</td>
<td>InBioMap</td>
<td>20,617</td>
<td>14,709,141</td>
<td>1426.894</td>
<td>0.06921</td>
</tr>
<tr>
<td>CompositeNetwork+6</td>
<td>ReactomeFI</td>
<td>20,989</td>
<td>14,741,927</td>
<td>1404.729</td>
<td>0.06693</td>
</tr>
<tr>
<td>CompositeNetwork+7</td>
<td>Reactome</td>
<td>20,991</td>
<td>14,764,475</td>
<td>1406.743</td>
<td>0.06702</td>
</tr>
<tr>
<td>CompositeNetwork+8</td>
<td>PathwayCommons</td>
<td>22,737</td>
<td>15,068,061</td>
<td>1325.422</td>
<td>0.05830</td>
</tr>
<tr>
<td>CompositeNetwork+9</td>
<td>IRefIndex</td>
<td>22,742</td>
<td>15,068,259</td>
<td>1325.148</td>
<td>0.05827</td>
</tr>
<tr>
<td>CompositeNetwork+10</td>
<td>MultiNet</td>
<td>24,566</td>
<td>15,114,254</td>
<td>1230.502</td>
<td>0.05009</td>
</tr>
<tr>
<td>CompositeNetwork+11</td>
<td>HINT</td>
<td>24,568</td>
<td>15,114,769</td>
<td>1230.444</td>
<td>0.05009</td>
</tr>
<tr>
<td>CompositeNetwork+12</td>
<td>BIND</td>
<td>24,571</td>
<td>15,154,676</td>
<td>1233.542</td>
<td>0.05021</td>
</tr>
<tr>
<td>CompositeNetwork+13</td>
<td>BioGRID</td>
<td>24,939</td>
<td>15,191,458</td>
<td>1218.289</td>
<td>0.04885</td>
</tr>
<tr>
<td>CompositeNetwork+14</td>
<td>Mentha</td>
<td>24,941</td>
<td>15,194,165</td>
<td>1218.409</td>
<td>0.04885</td>
</tr>
<tr>
<td>CompositeNetwork+15</td>
<td>HPRD</td>
<td>25,089</td>
<td>15,195,552</td>
<td>1211.332</td>
<td>0.04828</td>
</tr>
<tr>
<td>CompositeNetwork+16</td>
<td>IntAct</td>
<td>25,089</td>
<td>15,195,597</td>
<td>1211.335</td>
<td>0.04828</td>
</tr>
<tr>
<td>CompositeNetwork+17</td>
<td>DIP</td>
<td>25,089</td>
<td>15,195,597</td>
<td>1211.335</td>
<td>0.04828</td>
</tr>
<tr>
<td>CompositeNetwork+18</td>
<td>BioPlex</td>
<td>25,349</td>
<td>15,199,603</td>
<td>1199.227</td>
<td>0.04731</td>
</tr>
<tr>
<td>CompositeNetwork+19</td>
<td>PID</td>
<td>25,349</td>
<td>15,199,603</td>
<td>1199.227</td>
<td>0.04731</td>
</tr>
<tr>
<td>CompositeNetwork+20</td>
<td>HumanInteractome</td>
<td>25,355</td>
<td>15,199,639</td>
<td>1198.946</td>
<td>0.04729</td>
</tr>
</tbody>
</table>

* Starting with STRING.
Table S3.5. Properties of parsimonious composite networks constructed by increasing the threshold of support for each edge.

*Related to Figure 3.5.*

<table>
<thead>
<tr>
<th>Composite Network Name</th>
<th>Network Support Count</th>
<th>Nodes</th>
<th>Edges</th>
<th>Avg Node Degree</th>
<th>Edge Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>CompositeNetwork-1</td>
<td>1</td>
<td>25,355</td>
<td>15,199,639</td>
<td>1198.946</td>
<td>0.04729</td>
</tr>
<tr>
<td>CompositeNetwork-2*</td>
<td>2</td>
<td>19,781</td>
<td>2,724,724</td>
<td>275.489</td>
<td>0.01393</td>
</tr>
<tr>
<td>CompositeNetwork-3</td>
<td>3</td>
<td>18,278</td>
<td>894,579</td>
<td>97.886</td>
<td>0.00536</td>
</tr>
<tr>
<td>CompositeNetwork-4</td>
<td>4</td>
<td>17,275</td>
<td>490,481</td>
<td>56.785</td>
<td>0.00329</td>
</tr>
<tr>
<td>CompositeNetwork-5</td>
<td>5</td>
<td>16,625</td>
<td>359,307</td>
<td>43.225</td>
<td>0.00260</td>
</tr>
<tr>
<td>CompositeNetwork-6</td>
<td>6</td>
<td>16,148</td>
<td>279,976</td>
<td>34.676</td>
<td>0.00215</td>
</tr>
<tr>
<td>CompositeNetwork-7</td>
<td>7</td>
<td>15,221</td>
<td>212,513</td>
<td>27.924</td>
<td>0.00183</td>
</tr>
<tr>
<td>CompositeNetwork-8</td>
<td>8</td>
<td>14,266</td>
<td>147,009</td>
<td>20.610</td>
<td>0.00144</td>
</tr>
<tr>
<td>CompositeNetwork-9</td>
<td>9</td>
<td>12,788</td>
<td>98,221</td>
<td>15.361</td>
<td>0.00120</td>
</tr>
<tr>
<td>CompositeNetwork-10</td>
<td>10</td>
<td>11,065</td>
<td>64,182</td>
<td>11.601</td>
<td>0.00105</td>
</tr>
<tr>
<td>CompositeNetwork-11</td>
<td>11</td>
<td>9,487</td>
<td>45,351</td>
<td>9.561</td>
<td>0.00101</td>
</tr>
<tr>
<td>CompositeNetwork-12</td>
<td>12</td>
<td>8,208</td>
<td>31,348</td>
<td>7.638</td>
<td>0.00093</td>
</tr>
<tr>
<td>CompositeNetwork-13</td>
<td>13</td>
<td>6,494</td>
<td>17,906</td>
<td>5.515</td>
<td>0.00085</td>
</tr>
<tr>
<td>CompositeNetwork-14</td>
<td>14</td>
<td>4,911</td>
<td>10,581</td>
<td>4.309</td>
<td>0.00088</td>
</tr>
<tr>
<td>CompositeNetwork-15</td>
<td>15</td>
<td>3,533</td>
<td>6,145</td>
<td>3.479</td>
<td>0.00098</td>
</tr>
<tr>
<td>CompositeNetwork-16</td>
<td>16</td>
<td>2,375</td>
<td>3,361</td>
<td>2.830</td>
<td>0.00119</td>
</tr>
<tr>
<td>CompositeNetwork-17</td>
<td>17</td>
<td>1,496</td>
<td>1,773</td>
<td>2.370</td>
<td>0.00159</td>
</tr>
<tr>
<td>CompositeNetwork-18</td>
<td>18</td>
<td>795</td>
<td>790</td>
<td>1.987</td>
<td>0.00250</td>
</tr>
<tr>
<td>CompositeNetwork-19</td>
<td>19</td>
<td>358</td>
<td>277</td>
<td>1.547</td>
<td>0.00433</td>
</tr>
<tr>
<td>CompositeNetwork-20</td>
<td>20</td>
<td>84</td>
<td>55</td>
<td>1.310</td>
<td>0.01578</td>
</tr>
<tr>
<td>CompositeNetwork-21</td>
<td>21</td>
<td>7</td>
<td>4</td>
<td>1.143</td>
<td>0.19048</td>
</tr>
</tbody>
</table>

*CompositeNetwork-2 is also the parsimonious composite network referred to as PCNet*
Figure S3.1. Molecular interaction network underlying database sources.

*Related to Figure 3.1 and Table S3.1.* The underlying molecular interaction databases (rows) for each molecular network evaluated (columns) is marked with various colors depending on how the data from the underlying database was used in the evaluated network. Networks developed from only manual literature curation or only high-throughput experiments have empty columns as they are not determined to have interactions mapped directly from other database sources. The underlying interaction databases for networks that are compilations of other databases are marked in blue. The underlying interaction databases for functional interaction networks that derive their interactions from the information of multiple interaction databases are marked in green. Databases used as validation for evaluated networks are marked in orange, and interactions from networks that are not included in publicly available version of the evaluated networks are marked in red. The determinations of source databases was manually curated from websites and references of the evaluated networks in **Table S3.1.**
| Database          | BIND | BioGRID | BioCarta | BioPlex | Co-Frac | CORUM | CTD | DIP | DrugBank | EHMN | ENCODE | GeneMANIA | GeneWays | GEO | GO | HINT | HPRD | HumanCyc | i2D | InnateDB | INOH | IntAct | iRefIndex | JASPAR | KEGG | Lit-BM-13 | MatrixDB | Mentha | MINT | MIPS-MPPI | mirTargetBase | MPACT | MPID | MSigDB | NetPath | PathwayCommons | PANTHER | PDB | PDZBase | Pfam | PhosphoPOINT | PhosphoSitePlus | PID | PIG | PINA | PINdb | PrePPI-HC | Reactome | RECON X | SignaLink | SMPO | SMIP | SPIKE | STRING | TGSER | TRANSFAC | TRED | TT0 | VisANT | WikiPathways |
|-------------------|------|---------|----------|---------|---------|-------|-----|-----|--------|------|--------|-----------|----------|-----|----|------|------|----------|-----|----------|-----|-------|----------|--------|------|----------|--------|-------|------|---------|----------|-------|------|---------|--------|--------|----------|--------|------|-------|-------|--------|--------|--------|--------|--------|------|------|-------|--------|--------|--------|--------|--------|------|------|-------|--------|--------|--------|--------|--------|------|------|-------|--------|--------|--------|
| Systematic, direct mapping of interactions | Computationally inferred | Optional / Not-publicly available | Validated against |
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Figure S3.2. Comparison of network AUPRCs on disease gene set recovery with varied background genes.

Related to Methods. Scatter plots comparing the Area Under the Precision-Recall Curve (AUPRC) values (Methods) for each network on recovering literature gene sets when using the entire set of network genes or using only genes contained in the literature gene sets as the background of genes for recovery.
Figure S3.3. Disease gene set recovery performance with varied background genes.

Related to Figure 3.3 and Methods. The average ranked performance (as calculated in the Methods) of networks on recovering the literature gene sets when using a background of all network genes compared to using a background of only genes contained in the literature gene sets. The average ranked performance of networks on recovering literature gene sets is robust to changing the background of genes used in the performance calculation (Methods).
Figure S3.4. Additional literature-independent gene set recovery network performance correlations. 

Related to Figure 3.3, Figure 3.4 and Data S3.1. (A) The log_{10}-adjusted network performance score of molecular networks compared to the log_{10}-adjusted network performance score gain by the molecular networks over their respective null molecular networks recovering the expression gene sets (B) The average ranked performance of each molecular network on the recovery of the expression gene sets compared to the log_{10}-adjusted number of interactions in the molecular networks. (C, D) The same plots as as Figure S4A and Figure S4B, respectively, but instead evaluating networks on their recovery of the GWAS gene sets. The calculation to determine the average ranked performance of a molecular network on a collection of gene sets is described in the Methods. Error bars in Figure S4B and Figure S4D are one standard deviation of the average ranked network performances across each collection of recovery tasks.
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EPILOGUE

With the increasing popularity of using molecular networks in bioinformatic and disease studies, it is also important to frame the utility and limitations of molecular networks and network propagation techniques in this context. Using network propagation on molecular networks in the way I have primarily described in this dissertation does not necessarily allow for the direct elucidation of specific mechanisms of interaction between genes (e.g. Gene A activates Gene B through phosphorylation). Rather, network propagation as described here allows us to determine the likelihood that any two genes are functionally related to one another in the first place. After the identification and prioritization of genes in the molecular network related to a gene or gene set of interest, other experimental techniques, such as those used in Chapter 1, can then be used to elucidate a more specific molecular mechanism (Bui et al. 2018).

In our case, it is fortunate that network-based methods led to the discovery of a single gene biomarker in head and neck cancer that could be validated. However, we have observed other cases where network propagation does not confer any additional information, particularly in the cases where a disease or phenotype is driven entirely by one highly connected gene or a small group of extremely strongly connected genes. In those cases, the noise of the network system may dilute the signal of the phenotype driving genes. Regardless, network propagation has still proven useful for a variety of biological applications (Hofree et al. 2013; Huang et al. 2018; Cowen et al. 2017; Shim and Lee 2015). Of these applications, network propagation remains most prominently used for the discovery of new disease candidate genes.

It is also important to note that molecular networks are not, and should not, be static entities as they are typically described. While we have shown that larger networks containing more functional information allow for the improved discovery of candidate disease genes, it follows
naturally that genome-scale, context-dependent networks may perform even better at identifying functionally relevant genes for disease. Some examples of context-dependent networks are molecular networks present in a specific tissue, or molecular networks that may be rewired due to a particular disease state. However, most databases are tissue-independent (Yeger-Lotem and Sharan 2015), with only notable exception being the databases of GIANT networks (Greene et al. 2015; Gross and Ideker 2015). Molecular networks may also have a tendency to rewire themselves as they evolve and respond to mutational and therapeutic agents. Studying the differences between these molecular networks is the next frontier of understanding systems-level disruptions in complex disease that can lead to personalized treatments for patients.

While I do not utilize context-dependent networks in my studies in this dissertation, I have informally considered some methods that may have some potential to produce functionally relevant, context-dependent networks. One simple approach to constructing context-dependent networks would be to incorporate gene expression information by eliminating areas of a larger network that are not expressed in a particular tissue or condition. Another more involved approach could be to take a deep-learning-inspired approach to determining which molecular interactions are most likely to be functionally relevant in a disease context. This approach would be supervised by experimental evidence and gold standard gene sets. However, there is no well developed method for systematically constructing genome-scale context agnostic networks into tissue- and disease-relevant networks.

There are also new ways that network information is being used to advance understanding of disease and disease treatment. Molecular network information is increasing the power of genome-wide association studies (GWAS) (Chimusa et al. 2018), performing in silico drug screening (Guney et al. 2016) and beginning to define the emerging field of polypharmacology
These new applications of networks are born from the shifting approach from studying complex disease through the lens of gene-centric causes to identifying pathway-centric causes of disease. Network techniques also have been used outside of molecular contexts in fields such as epidemiology (Kitsak et al. 2010). These new applications confirm the utility of molecular networks and network propagation, demanding a continued investment in the development and benchmarking of molecular networks and network analysis techniques.
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