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ABSTRACT OF THE THESIS

Play the Imitation Game: Model Extraction Attack against Autonomous Driving
Localization

By

Qifan Zhang

Master of Science in Electrical and Computer Engineering

University of California, Irvine, 2022

Assistant Professor Zhou Li, Chair

The security of the Autonomous Driving (AD) system has been gaining researchers’ and

public’s attention recently. Given that AD companies have invested a huge amount of re-

sources in developing their AD models, e.g., localization models, these models, especially

their parameters, are important intellectual property and deserve strong protection.

In this work, we examine whether the confidentiality of production-grade Multi-Sensor Fu-

sion (MSF) models, in particular, Error-State Kalman Filter (ESKF), can be stolen from an

outside adversary. We propose a new model extraction attack called TaskMaster that can

infer the secret ESKF parameters under black-box assumption. In essence, TaskMaster

trains a substitutional ESKF model to recover the parameters, by observing the input and

output to the targeted AD system. To precisely recover the parameters, we combine a set

of techniques, like gradient-based optimization, search-space reduction and multi-stage opti-

mization. The evaluation result on real-world vehicle sensor dataset shows that TaskMas-

ter is practical. For example, with 25 seconds AD sensor data for training, the substitutional

ESKF model reaches centimeter-level accuracy, comparing with the ground-truth model.
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Chapter 1

Introduction

In the recent decades, the advancement of technologies in machine learning, sensing, and

control has elevated autonomous vehicles (AV) from ideation to reality. A growing number

of AV companies have emerged and some have pushed their products to public roads. For

instance, Google and Baidu have been operating self-driving taxis [24, 82] for years. Among

all the components inside AV, the Autonomous Driving (AD) system is the most important

piece, acting as the AV’s “brain”. The AD system commands the actuators according to the

prediction of perception models.

One key component in the pipeline of AD is localization, which computes the real-time vehicle

position. Ensuring the accuracy of localization is fundamental to the safety of AV, for which

most of the AV companies use a complex Multi-Sensor Fusion (MSF) model [106, 93] to fuse

the readings of multiple sensors. Essentially, MSF takes input from sensors like GPS, IMU

and LiDAR, and runs a state estimation model, e.g., Kalman Filter (KF), to predict AV’s

state, including position, heading direction, velocity, etc. As a result, the prediction made

by MSF is highly robust, even in bad weather conditions or when one sensor is under attack,

like GPS spoofing [34]. Yet, Shen et al. [90] showed that the integrity of a MSF model can
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be violated, by demonstrating a successful attack on the production-grade AD system, i.e.,

Baidu Apollo [8]. In the meantime, the confidentiality of a MSF has not been discussed, not

to mention the demonstration of attacks and defense. Considering the importance of MSF,

we study the MSF confidentiality issues in this thesis.

Confidentiality of MSF models. By examining the production-grade MSF implemen-

tation, e.g., the one from Baidu Apollo, we found confidentiality is indeed a great concern.

Although Apollo is an open-sourced project, the source code of MSF module is not released

and cannot be decompiled into a readable format. In fact, based on our discussion with

industrial partners, the parameters of MSF are considered as the project’s top intellectual

property, since they devoted years of hard work to tune the parameters and localization

became the deciding factor for their product to outperform their competitors.

On the other hand, previous works in ML security has demonstrated model extraction at-

tacks [101, 50, 19], which queries a blackbox ML models on a remote server (e.g., public

cloud), can infer the secret parameters of ML models. Given that the input to and the out-

put from a MSF model can be observed, a natural idea is to borrow such model extraction

technique to attack MSF. Yet, a few challenges prevent the direct application of the existing

model extraction attacks, including the physical-world constraints to attacker’s observations,

the complexity of MSF models, and its interaction with other controller components (detailed

in Section 3.3).

Our attack. To tackle these challenges in extracting MSF models, we leverage the two main

insights of the AD system: 1) Though MSF models differ from ML models, their parameters

can be approximated through gradient-based optimization, as their equations are derivable.

2) When the input or output is inaccessible, in particular, when the MSF’s output is only

sent to AD controllers and the channel between them might not be interceptable, we can

emulate derivable AD controllers and use their output for optimization. In fact, the emulated

2



AD controllers do not need to be the exact same implementations, and the only requirement

is that their performance is comparable to the ones in the target AD system.

Based on the above insights, we propose TaskMaster1, a new model extraction attack

against MSF models, with a set of techniques, like training unrolling, search-space reduction,

and multi-stage optimization. Though our approach can be classified as system identification

(SI) [64], we found none of the existing approaches directly work in our setting due to

the complexity of MSF in AV and the constraints on attacker’s data access. We examine

TaskMaster under three attack settings (intrusive in-AV attacker, non-intrusive in-AV

attacker, and AV follower), and evaluate it on the real-world vehicle sensor traces (the KAIST

Complex Urban sensor traces [52]). The evaluation shows that model extraction attack is a

practical threat. As a highlight of our findings, by collecting data points within 25-second

window of a targeted AV, we can train an ESKF model (a variation of KF model used by

AV companies) reaching centimeter -level accuracy to the ground-truth model. Starting from

the extracted model, the cost of the adversary (e.g., unethical competitors) can be greatly

reduced.

Contributions. We summarize the contributions of this work as follows:

• We present the first study about the confidentiality of the AD localization models.

• To address the new challenges posed by the unique structure of MSF, we develop a

new model extraction approach, TaskMaster, comprising optimization techniques

tailored to the control-theory models.

• We examine TaskMaster under three attack settings with the real-world sensor

traces, and our result indicates model extraction attack is feasible and could benefit

an unethical competitors.

1TaskMaster is a fictional character in Marvel Comics who can mimic any fighting style of a superhero.

3



• The implementations of TaskMaster will be open-sourced (also attached in the sub-

mission).

Ethics and disclosure. We disclosed our findings to developers of the Baidu Apollo team

and are in discussion about the attack impact and potential fix.
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Chapter 2

Background

In this section, we first overview the architecture of Autonomous Driving (AD) system of

an Autonomous Vehicle (AV), focusing on the localization module and its design based on

Multi-Sensor Fusion (MSF). Then, we describe the most popular MSF algorithm that is

based on Kalman Filter. Finally, we introduce another AD component that is investigated

in this work, AD controller.

2.1 AD Localization

Generally, an AD system is composed of 3 main modules: sensor/information collector, on-

board computer and actuator/command executor. Their connections and sub-modules are

illustrated in Figure 2.1, which is abstracted from AD systems like Baidu Apollo [8] and

Autoware [59]. Specifically, the sensor/information collector takes input from sensors like

GNSS (Global Navigation Satellite System) receiver, LiDAR, IMU (Inertial Measurement

Unit), camera and communication devices like LTE/5G Antenna. The data is sent to the on-

board computer to infer a model of the world. Based on the destination and route planning,

5



Autonomous Driving 
(AD) System

Camera GNSS IMU LiDAR Radar

Infrastructure

Perception Localization

Map Database

Steering Wheel Brake / Throttle

Prediction Planning Control CAN Bus

Figure 2.1: AD Architecture Example.

the controller inside the computer generates the control vector to direct the vehicle, including

three parameters: steering control, throttle control and brake control. These 3 controlling

parameters will be fed to the actuator/command executor to change the physical position

of the vehicle and also affect the running state of the AD system.

In this work, we investigate the localization (or state estimation) component, which computes

the real-time ego-vehicle position on the map. Localization is critical in ensuring the driving

safety and correctness, requiring centimeter-level accuracy [85], robustness under the severe

weather and road condition, and high-fidelity under cyber-attacks. A trivial solution for

localization is to directly use the input from GNSS. However, GNSS signal significantly

degrades due to atmosphere delays and multi-path effect [41]. Moreover, civilian GNSS

lacks signal authentication and is vulnerable under spoofing attack [99], in which the attacker

can override the authentic signal with stronger power. Using LiDAR, which measures the

reflection of laser light, individually is also fragile for localization, especially under poor

weather conditions like rain [34]. Hence, localization based on Multi-Sensor Fusion (MSF),

6



which fuses the input from multiple sensors like GPS, IMU and LiDAR, has become the

optimal solution so far, as it delivers much more accurate and robust result, by addressing

the weakness of individual sensors [106, 93].

2.1.1 MSF algorithms

Among the existing MSF algorithms, Kalman Filter (KF)-based MSF [67] has gained much

broader adoption, compared to the others (e.g., Particle Filter [42]). According to the survey

by Shen et al. [90], out of the 18 top-tier robotics papers for 2018-2019, 14 papers adopted

KF-based MSF. Baidu Apollo [8], an open-source AD system that has gained prominent

buy-in from AD industry [18] (e.g. being deployed in the self-driving taxi services in China

[82]), also chooses KF-based MSF [106].

We focus on the confidentiality of KF-based MSF model, and the ESKF (Error-State Kalman

Filter) model used by AV (e.g., Baidu Apollo ESKF) is our primary target, mainly because

it reaches the highest localization accuracy among all papers surveyed by [90], and its imple-

mentation has been considered as a secret (detailed in Section 3.1). It is worth mentioning

that our approach can be generalized to other KF-based MSF models, e.g., Extended Kalman

filter (EKF).

2.2 Kalman Filter based Multi-Sensor Fusion

2.2.1 Additive White Guassian Noise and Kalman Filter

Additive White Guassian Noise (AWGN) is a basic and common noise model to imitate the

random process in the nature. It follows normal distribution with zero mean. Each element

in AWGN is independent of other elements. Therefore, suppose there is an AWGN w ∈ Rn,

7



its distribution is:

w ∼ N(0,R) (2.1)

Where R is a n × n diagonal matrix.

Kalman Filter (KF) [63], also known as linear quadratic estimation (LQE), uses prior state

measurements to produce estimates of the posterior states. Equation 2.2 and 2.3 show the

how a state in time k is estimated from a state in time k −1. The advantage of KF is that it

solves LQE with recursive methods. For each estimation, KF could make the prediction only

with its previous state and its related state estimation. Since traditional KF adapts linear

optimization methods with small amounts of computation, which is suitable for computers,

KF is widely used in Multi-Sensor Fusion (MSF) algorithms.

xk = Fxk−1 +Buk−1

Pk = FPk−1F ⊺ +Q
(2.2)

K ′ = PkH
⊺
k (HkPkH

⊺
k +R)−1

x̂k = xk +K ′(zk −Hkxk)

P̂k = Pk −K ′HkPk

(2.3)

KF is a kind of Bayesian filter. It is also an algorithm to make accurate predictions on a

series of uncertain states using time-series observations with noises. KF makes two basic

assumptions:

• The whole system is a linear dynamic system.

• Each observation contains a noise, and that noise is an AGWN.

8



With the two assumptions held, KF optimizes observed states by minimizing Mean Square

Error (MSE).

In particular, KF iteratively executes two phases: Prediction and Update. For Prediction

(Equation 2.2), xk (the predicted state at k) and Pk (the predicted covariance matrix mea-

suring the confidence of xk) are computed based on xk−1, Pk−1 and uk−1 (the measurement of

kinetics). For Update (Equation 2.3), the observations of the real-world environment (e.g.,

through sensors), denoted as zk, are used to refine xk and Pk to x̂k and P̂k, in order to reduce

prediction errors. Hk is used to map the true state space (where xk resides) into the observed

space (where zk resides). Q and R are the covariance matrix of the process noise and the

covariance matrix of the observation noise. F and B represent the state-transition model

and the control-input model.

During execution, KF iterates its two phases (Prediction (Equation 2.2) and Update (Equa-

tion 2.3). This property ensures KF to make accurate estimations for a series of observations.

Therefore, KF could make predictions without interfering sensors for observations, such as

GNSS and LiDAR. KF itself will make predictions on the current state and its uncertainty,

based on its previous state and its related uncertainty matrix, combined with current obser-

vations.

In update part, KF will minimize the error state, i.e., minimizing E[(xk − x̂k)2]. In practice,

KF reaches this goal by minimizing its state estimation and the trace of related covariance

matrix. This is because the trace of a covariance matrix is the summation of the variances

of its related state estimation. With the reduction of its trace, total estimation error will

be minimized. Therefore, the whole state will be more accurate by minimizing the trace of

covariance matrices.

9



2.2.2 Error-State Kalman Filter in AD system

We use the MSF implemented by Baidu Apollo to demonstrate how KF is applied for AD.

Specifically, Baidu Apollo fuses the readings from IMU, LiDAR and GNSS with Error-State

Kalman Filter (ESKF), a variant of KF [106]. IMU measures the acceleration (accelk−1) and

angular velocity (omegak−1) of the AV, which are used to construct the control vector uk−1 =

(accelk−1, omegak−1)⊺, for Prediction phase. The predicted state xk is a vector consisting of

16 values. It is represented as (posk, velk, quatk, bak, bgk)⊺, where posk represents the AV’s

current location (3 elements), quatk represents the heading direction in form of quaternion

(4 elements), velk represents velocity (3 elements), bak represents accelerometer bias (3

elements), and bgk represents gyrometer bias (3 elements). Pk is a 15 × 15 matrix. For

Update phase, the position measurements from GNSS and the position measurements and

car heading measurements from LiDAR are considered as the observations zk after data

processing. When Update phase is finished, an Error-state Reset phase (P̂k = GP̂kG⊺) is

introduced by ESKF to reset P̂k, to address the issue of observation drifting [106]. G is

defined in Equation 2.4.

G =

⎛
⎜⎜⎜⎜⎜⎜
⎝

I6 0 0

0 I3 − [12 δ̂θ] 0

0 0 I9

⎞
⎟⎟⎟⎟⎟⎟
⎠

(2.4)

Where In represents an n×n identity matrix and δ̂θ represents the error state of the AD car

heading (in euler angles).

In addition, Baidu Apollo uses different R and H for GNSS and LiDAR. For GNSS, we

assume RG (noise distribution injected into GNSS data) and HG are used to replace R and

H in Equation 2.3, changing the Update phase to Equation 2.5. For LiDAR, the Update

phase is separated into two sub-phases that uses the position sensing data and pose (or

10



yaw of the AD car) sensing data separately. The output of the first sub-phase is fed to the

second sub-phase. The Update phase is changed to Equation 2.6. To notice, Prediction phase

happens whenever IMU sends new input, and Update phase happens whenever LiDAR or

GNSS sends new input. Hence, Prediction and Update do not necessarily happen in turns.

Figure 2.2 illustrates the workflow of ESKF.

K ′ = PkH
⊺
G(HGPkH

⊺
G +RG)−1

x̂k = xk +K ′(zk −HGxk)

P̂k = Pk −K ′HGPk

(2.5)

K ′ = Pk(Hp
L)⊺(H

p
LPk(Hp

L)⊺ +R
p
L)−1

x′k = xk +K ′(zpk −H
p
Lxk)

P ′k = Pk −K ′Hp
LPk

K ′′ = Pk(Hy
L)⊺(H

y
LPk(Hy

L)⊺ +R
y
L)−1

x̂k = x′k +K ′′(zyk −H
y
Lxk)

P̂k = P ′k −K ′′Hy
LPk

(2.6)

Where Rp
L,H

p
L,z

p
k and Ry

L,H
y
L,z

y
k are related to position and yaw observations separately.

2.3 AD Controller

After localization, the estimated vehicle status is combined with the output of path planning,

collision avoidance, etc. in the navigation stack, and sent to the controller module to guide

actuators/command executors. We briefly overview this module here, since it has to be

emulated for the attack scenarios when the output to ESKF is not directly observable to the

adversary (see Section 3.2).
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Update（LiDAR）

Update（GNSS）

Prediction

Error-state Reset

ESKF

IMU input: 𝒖𝒖𝒌𝒌−𝟏𝟏

GNSS input: 𝒛𝒛𝒌𝒌

LiDAR input : 𝒛𝒛𝒌𝒌

Prior state: 𝒙𝒙𝒌𝒌−𝟏𝟏 and 𝑷𝑷𝒌𝒌−𝟏𝟏

Predicted state: 
𝒙𝒙𝒌𝒌 and 𝑷𝑷𝒌𝒌

Updated state: 
�𝒙𝒙𝒌𝒌 and �𝑷𝑷𝒌𝒌

Updated state: 
�𝒙𝒙𝒌𝒌 and �𝑷𝑷𝒌𝒌

𝑸𝑸

𝑹𝑹𝑮𝑮

𝑹𝑹𝑳𝑳
𝒚𝒚, 𝑹𝑹𝑳𝑳

𝒑𝒑

Figure 2.2: Workflow of ESKF. The flows of GNSS and LiDAR both generate Update
states, but the values could be different.

An AD controller is normally divided into 2 sub-components: lateral controller and longitu-

dinal controller. The lateral controller makes decisions on the angular velocity change (i.e.

steering) while the longitudinal controller makes decisions on the acceleration (i.e. throttle

and brake). Both the lateral controller and the longitudinal controller share the same in-

put data, and their output, including steering, throttle and brake, forms a complete control

vector.

The AD controller solves the optimal control problem in a dynamic system. As such, it

uses the existing classic control algorithms. For Baidu Apollo [9], the LQR (linear-quadratic

regulator) algorithm [31] is used for lateral control while the PID (proportional-integral-

derivative) algorithm [88] is used for longitudinal control. LQR controller uses a cost function

defined by human, in the form of a sum of the deviations of key measurements, and finds the

controller settings that minimizes the cost. PID controller calculates proportional, integral,
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and derivative responses after reading the sensors, and sums them to compute the actuator

output. LQR controller produces better response compared to PID controller, as it aims to

achieve optimal control states, though at the cost of higher complexity.
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Chapter 3

Attack Overview

In this section, we first describe the motivation of our adversary. Then, we describe the three

scenarios that the attack could happen, differentiated by attackers’ capabilities. Finally, we

overview the workflow of our attack, termed TaskMaster.

3.1 Adversary Motivation

Though the procedure and equation of KF (including ESKF) are known and it is expected

that every AD system follows them in implementation, the parameters of KF can be varied

among AD systems, resulting in different localization performance. According to [106], the

production-grade implementation by Baidu Apollo achieves 0.054 meters accuracy, which

outperforms the academic KF implementations by a large margin (1.17 meters for JS-

MSF [92] and 1.91 meters for ETH-MSF [28]). A lot of driving data from a human driver

needs to be collected and different tuning approaches have to be experimented by profes-

sional AV engineers [90]. In fact, we reached out to one author of Baidu Apollo ESKF [106],

and learnt that it takes more than 6 months for a specialized team to tune ESKF. As such,
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the parameters of KF are considered as “intellectual property”, and kept as secret by the

AV companies (e.g., Baidu’s leadership decides to keep the current and future versions of

ESKF close-source, as we learnt from the author of [106]).

3.1.1 Existing protections

Specifically, the GitHub repo [8] of Baidu Apollo embeds ESKF in a binary file

liblocalization msf.so, though other parts have source code. We have attempted to

reverse engineer this binary file for 5 weeks but were unable to extract its ESKF parameters.

First, we try to decompile this binary, and found SIMD vectorization [60] is heavily used,

which makes the decompiled code (including the pre- and post-processing) less readable. We

have used reverse-engineer tools including IDA Pro [37], Snowman [110], and McSema [100]

(an LLVM IR lifting tool), and all failed. Though McSema claims that AVX instructions

can be handled, SIMD Instructions still cannot be decompiled. Second, we also tried binary

analysis tools like Intel Pin [49] and Frida [30] to recover the secret values at the runtime,

but were also unsuccessful. Regarding the information learnt from the 5 weeks’ efforts, we

roughly know the execution steps of ESKF, such as IMU prediction, measurement update,

outlier detection, after reading the disassembled code. We also discovered that the ESKF

prediction and updates occurred asynchronously with multi-threading, which increases the

difficulty for reverse engineering.

3.1.2 Generalizability of the extracted model

This work focuses on the confidentiality of four covariance matrices Q, RG, Rp
L and Ry

L

(process noises, GNSS noises, position observation noises and yaw observation noises) of

an ESKF model, which are explained in Section 2.2. R (including RG, Rp
L and Ry

L) in

particular depends on the sensors (e.g., GNSS and LiDAR). For two AVs, if their sensors are
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similar, their R can be similar. As a supporting evidence, we collected a trace (local08 ) from

KAIST Complex Urban [52] (described in Section 5.1), which contains the sensor input and

localization results when the tested AV is driven by a human. We consider its localization

results as the ground truth, and compare to the localization results generated by Baidu

Apollo’s ESKF (using the sensor input from local08 ), in order to assess how well the ESKF

can adapt to different vehicles (the default vehicle supported by Baidu Apollo is different

from the KAIST vehicle) with similar sensors (e.g., their LiDAR sensors are the same). We

found that the root mean squared error (RMSE) between the ground truth and Apollo’s

output is only 0.074m, reaching cm-level error, suggesting the industry-grade MSF has good

adaptability.

When the sensors are quite different, directly using the stolen R parameters for attacker’s

ESKF model might yield sub-optimal result. We consider the re-tuning of R in certain cir-

cumstances as limitation (also described in Section 6), but we expect heavy re-tuning is un-

necessary in most case. In fact, a few sensor providers are very popular among the car manu-

facturers. For instance, (1) the default LiDAR sensors supported by Baidu Apollo were man-

ufactured by Velodyne [105], which were also integrated by AVs from Google/Alphabet [3],

Ford [86, 87, 103], Toyota [47], Mercedes-Benz [15], Hyundai Mobis [48], ThroDrive [104],

etc; (2) most car manufacturers purchase GNSS/IMU sensors from Novatel [38].

Aside from R and Q, the other matrices, including F , B, HG, H
p
L and Hy

L, are determined by

the vehicle kinematics and sensor measurement models, which can be obtained from textbook

or tutorials [92]. Since sensors do not have lots of measurement variations – they typically

measure vehicle positions in global coordinate systems such as longitude/latitude/altitude,

these matrices usually will not change for different sensors.
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3.1.3 Hacking AV to extract KF parameters

Hacking into the AD system of the targeted AV and then stealing the KF model is another

unethical approach for the same attacker’s goal. A few recent works demonstrated it is

feasible to exploit the vulnerabilities in Wi-Fi modules of Tesla, send messages through

CAN (Controller Area Network) bus, and take control of the AD system remotely, e.g., by

opening a Linux shell [76, 97]. However, due to the high investment into AV security by AV

companies (e.g., Tesla puts US$1 million for bug bounty [22]), such vulnerabilities are very

rare, and can be quickly patched. Moreover, even if the shell is obtained by an adversary

who is interested in KF parameters, the files containing KF models are very likely to be

protected (e.g., the AVs using Baidu Apollo), and the KF parameters stored in memory or

CPU registers are very difficult to be inferred.

3.2 Adversary Model

We assume the adversary wants to steal the KF model of a competitor’s AV and integrate

it into her own AV products, to save the hard work for KF tuning. The vehicles with the

similar kinematics or sensor installment are expected to be compatible to such KF models.

Instead of assuming “whitebox” access and directly extracting the model parameters (e.g.,

by reading the files/memory/registers containing the KF parameters), our adversary has

“blackbox” access to a KF model, meaning she can observe the input and output, and use

the information to infer the KF parameters of victim’s AV1. As such, defending against

our attack, or TaskMaster, is significantly more challenging as no software/hardware

vulnerability is exploited. We assume 3 attack scenarios based on adversary’s capabilities,

which are also summarized in Figure 3.1.

1Similar as blackbox model extraction attacks against DNN [101], the attacker needs to know the structure
of KF ahead.
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Figure 3.1: Adversary model. δ is the function adding noises.

3.2.1 AS1: Intrusive In-AV Attacker

We assume the attacker has exclusive physical access to the targeted AV, e.g., by purchasing,

renting or borrowing the AV, and the attacker is able to sniff the data transmitted within

the AD system, by inserting the sniffers directly onto the paths between ECUs (Electronic

Control Units). As such, the attacker is able to observe the input to ESKF (uk−1 and zk),

and the output from ESKF (x̂k). With such information, the attacker attempts to extract a

victim AV’s ESKF model.

3.2.2 AS2: Non-intrusive In-AV Attacker

We assume the attacker cannot sniff the data within the AD system, but she can plug in

a CAN transceiver (e.g., TI VP232 CAN transceiver [98]) onto the AV’s CAN bus, let the

AV drive through a planned path, and use the transceiver to read the messages (which

are unencrypted by CAN standard), which include the readings of sensors (IMU, LiDAR,

and GNSS ) [43]. Alternatively, the attacker can bring her own sensors. For example,

LiBackpack [36] integrate LiDAR and GNSS at the backpack size, and mobile devices usually

have IMU sensors [95]. On the other hand, the attacker cannot observe the data between

ESKF and controller, therefore she has no direct visibility into x̂k. The output of the

controller, termed yk, including steering, throttling, and braking, can be observed, by sniffing

the command issued to those actuators. To notice, we assume the attacker does not know

which controller is used by the AV or how it is designed, and we do not consider controller
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parameters as a secret.

3.2.3 AS3: AV Follower

This scenario has the most stringent attack condition that the attacker has to be outside of

the AV. On the other hand, the attacker is able to drive another car and follow the AV in

close vicinity. With high-resolution sensors on her AV, including GNSS, LiDAR and camera,

the attacker collects the motion traces of the victim AV, and infers the sensor readings of

the victim AV (uk−1 and zk) and the controller output (yk), but the readings are inaccurate.

We model the input to victim’s KF as the combination of the sensor readings of attacker’s

AV and attacker’s measurement noises. Shen et al. [90] adopts a similar approach to model

the inaccurate attacker’s readings when launching GPS spoofing against another AV on the

move.

3.3 KF Model Extraction

At the high level, extracting KF model resembles extracting machine-learning (ML) mod-

els, of which the related works are surveyed in Section 8. In essence, model extraction

against ML models also assumes blackbox access, though which the attacker uses the pre-

diction APIs provided by the deployed model O ∶ X → Y to issue queries (e.g., requesting

classification of images) X ⊂ X , and obtains the responses, including the labels Y ⊂ Y,

and optionally confidence scores SY or logits LY . With X, Y (together with SY or LY if

available), the attacker runs an extraction algorithm A and obtains an extracted model Ô.

The extraction is considered successful, if Ô matches one of the criteria [51]: 1) Functional

equivalent: ∀x ∈ X , Ô(x) = O(x); 2) High fidelity: for a target distribution DF over X ,

Prx∼DF
[S(Ô(x),O(x))] is maximized, where S is a similarity function; 3) High accuracy:

19



given a true task distribution DA over X × Y, Pr(x,y)∼DA
[argmax(Ô(x)) = y] is maximized.

Ô with high fidelity tries to replicate the decisions of O, including mis-classifications, while

Ô with high accuracy aims to match or even exceed the accuracy of O.

Following the above terminology, we aim to recover a KF model, in particular Q, RG, R
p
L

and Ry
L, at high accuracy or high fidelity, and we focus on ESKF in this work. A variety of

learning-based approaches have been developed towards this goal [101, 50, 19]. For instance,

Tramer et al. applies active learning to adaptively train Ô by selecting data points to query

in each round [101]. Though none of the related works investigated control-theory models, we

found the learning-based approaches hold promises in addressing our problem here. When

considering ESKF in isolation, our task is similar as model extraction against RNN models,

as both RNN and ESKF have feedback loop between output and input. As such, we can try

to find the best parameters that minimize the error between the predicted states outputted by

the targeted ESKF O (ground-truth) and attacker’s ESKF Ô. Gradient-based optimization

can be applied here because the ESKF functions are derivable.

A similar research direction is system identification [64], which aims to construct the math-

ematical models of dynamic systems from measured input-output data. Section 8 reviews

the existing methods, but we found none of the are directly applicable to the complex MSF

models, in particular ESKF, used by AVs.

3.3.1 Challenges

Yet, extracting the parameters from KF models, especially ESKF models encounter promi-

nent challenges that cannot be addressed by the existing approaches. 1) ESKF is complex,

which takes the input generated by the heterogeneous sensors (GNSS, LiDAR and IMU) at

vastly different pace. Applying the classical methods under system identification does not

yield satisfactory result, as indicated by our evaluation in Section 5.6. 2) AV is not always
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controlled by the attacker (e.g., under AS3), and the number of traces about the targeted

AV might be small. Given that the search space of the secret is not small (e.g., Q and R

are 15x15, 3x3 matrices), the attacker’s search strategy has to be highly efficient. 3) When

the output of ESKF (i.e., x̂ and P̂ ) is not directly observable, e.g., under scenario AS2 and

AS3, the data available to the model extraction is incomplete.

To address these challenges, we proposed a novel method for learning-based KF model extrac-

tion, termed TaskMaster, involving techniques like multi-stage optimization, search-space

reduction and controller simulation. The details are described next.
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Chapter 4

Attack Implementation

The goal of the attacker is to learn an ESKF model Ô that mimics the target model O. In

this section, we first describe how we optimize the training procedure of ESKF to learning

Ô in an efficient way when the ESKF output is available. Then, we describe how to train Ô

without the ESKF output, by emulating controllers. We summarize the symbols in Table 4.1.

Symbol Description Dim

uk−1 IMU measurement 2 × 1
zpk Position measurement 3 × 1
zyk Yaw measurement 4 × 1
xk Predicted state 16 × 1
Pk Predicted cov 15 × 15
yk Controller output 4 × 1
pk Position control 2 × 1
ai Acceleration control 1 × 1
di Yaw control 1 × 1
*Q Observation noise cov 15 × 15
*RG GNSS noise cov 3 × 3
*Rp

L LiDAR position noise cov 3 × 3
*Ry

L LiDAR yaw noise cov 3 × 3
O Ground-truth model -

Ô Extracted model -

Table 4.1: Symbols used in Section 4. “Dim” is for Dimension. “cov” is for covariance
matrix. “*” marks the secret to be inferred by TaskMaster.
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4.1 Extracting ESKF Alone

Under AS1, TaskMaster uses uk−1, z
p
k, z

y
k (ESKF input, position measurement and yaw

measurement) and xk (ESKF output) to train Ô. The attacker can directly sniff IMU output

to get uk−1. By sniffing GNSS output, zpk is obtained. By sniffing LiDAR locator output, zpk

and zyk are obtained. In the end, the attacker obtains a time sequence T = [t1, ..., ti, ...] as

input, where ti is uk−1, z
p
k or zyk . For output, x̂k can be intercepted from the wires between

ECUs within AD system, which are produced after ti is processed by the ESKF. We train Ô

in a recurrent way. Specifically, for each round i, Ô uses ti and the last state Pi−1 as input,

and predicts a new state xi and its covariance Pi. The same input is sent to O to generate

the predicted state x′i and its covariance P ′i . Notably, O is treated as a blackbox here. The

difference between the output of O and Ô is leveraged to update Ô.

We use an optimizer penalized by the logarithmic value of Mean Squared Error (MSE)

(denoted as L) between xi and x′i, as shown in Equation 4.1. The difference between Pi and

P ′i is not integrated because P ′i is an internal variable that cannot be obtained when O is

considered blackbox. We compute the logarithmic MSE to make the convergence process

faster.

L(x,x′) = log( 1
N

N

∑
i=1
∣∣xi − x′i∣∣2) (4.1)

Training Ô is similar as training an LSTM model at the high level, where unrolling is

performed on the ESKF model, as illustrated in Figure 4.1. All “ESKF”s in Figure 4.1 right

refer to only one ESKF model, which is the unrolled version of the left figure. Therefore, when

training, the feed-forward process that calculates the series x′k one by one (i.e., unrolled) and

then calculates the loss according to Equation 4.1. While in the back-propagation process,

the parameters of the ESKF model are only updated once according to the gradient from

the loss to each variable (as if not unrolled).
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Figure 4.1: Training strategy of ESKF.

With the above strategy, we train a shadow ESKF model Ô. Alternatively, we can train

a shadow LSTM model to extract Ô. However, we found this approach did not work well,

because some operations like pose transformation are not modeled well under LSTM, and it

is hard to make the training converge with unbalanced data (e.g., IMU, LiDAR and GNSS

are 50:6.5:1 in data volume).

4.1.1 Search-space reduction of Q

Though Q is a 15x15 matrix, we found not every value has to be tuned. According to [92],

Q can be described with Equation 4.2.

Vi = σ2
an(∆t)2I

Θi = σ2
ωn
(∆t)2I

Ai = σ2
aω∆tI

Ωi = σ2
ωω
∆tI

Q = diag(Vi,Θi,Ai,Ωi)

(4.2)

where Vi, Θi, Ai and Ωi represent velocity, quaternion/pose, accelerometer error state and

gyrometer error state. ∆t is the difference between timestamps. σan , σωn , σaω and σωω

are the standard deviation of velocity, pose, accelerometer and gyrometer, and they are the

variables to be optimized. Each of them is a scalar variable and they are located at the
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diagonal of the Q matrix. Hence, we limit the optimization process on the 4 variables while

avoid touching the others (they can be set to 0), reducing the variables to be optimized from

225 (15x15) to 4.

4.1.2 Search-space reduction of RG, R
p
L and Ry

L

Similar to Q, the search-space of RG, R
p
L and Ry

L can be reduced based on the constraints

of the physical world and control theory. As described in Section 2.2, RG, R
p
L and Ry

L are

covariance matrices describing deviation of Gaussian noise injected into the related sensor

observations, all of them have two properties: 1) it is a diagonal matrix, 2) elements on the

diagonal of are non-negative. These properties are based on the related mathematical equa-

tions that hold universally [109, 79]. According to previous works on both GNSS and LiDAR

sensor development [106], variance of each dimension in the measurements are independent

from other elements. Hence, we can fix the values of the elements not on the diagonal and

add a check to avoid updating the diagonal elements to negative values. The number of

elements to be optimized is reduced from 27 (RG, R
p
L and Ry

L are all 3×3 matrices) to 9 (the

diagonal elements), and the search space of each element is cut to half.

4.1.3 Multi-stage optimization

Learning Ô could be based on maximum likelihood estimation (MLE), which seeks a set of

parameters that maximizes a likelihood function. However, MLE assumes that the output is

solely dependant on the current input. When the output is also dependent on latent variables

(i.e., unobserved or hidden variables), MLE does not work well [74]. Such problem exists

in ESKF: the input from sensors as well as the ESKF model states decide the prediction.

In addition, the data generation frequencies of IMU, LiDAR and GNSS are vastly different

(roughly 50:6.5:1 on the KAIST dataset we use [52]), resulting in unstable input dimensions
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that cannot be easily handled by MLE.

To address the aforementioned issues, expectation maximization (EM) [74] can be performed

which introduces an extra estimation step. EM has been particularly effective in learn-

ing Gaussian Mixture Model (GMM). The dataset used to train GMM consists of points

generated from one or more Gaussian processes in different paces. The two steps of EM are:

• E-Step. Estimate the expected value for each latent variable.

• M-Step. Optimize the parameters using maximum likelihood.

Under EM, the initial estimation by E-step can assign random values to the latent variables.

Along the iterations, the optimized model from M-step can estimate the latent parameters

for existing and new data points. We adopt this idea and develop a multi-stage optimization

technique for ESKF. Specifically, Q, RG, R
p
L and Ry

L are partitioned into two groups, i.e.,

G1 = [Q] and G2 = [RG,R
p
L,R

y
L]. Since the two groups have different frequencies and

dimensions, we can choose different learning rate and decay rate. For G1, parameters in

RG,R
p
L,R

y
L will be treated as constant and only Q will be optimized. For G2, Q will be

constant and other parameters will be optimized.

Notably, EM has been leveraged to tune KF, but it has to be adjusted under TaskMaster

because we use the input and output of another blackbox KF model for optimization. In

Algorithm 1, we summarize the whole training process.

4.2 Extracting ESKF with Controllers

Under AS2 and AS3, the adversary has no visibility to the ground-truth output (x′k) of O,

so the loss L cannot be directly computed for training. On the other hand, x′k is sent to the

controller, who outputs yk (including steering, throttling and braking) as the control signal,
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Algorithm 1: Attack workflow under AS1

Input : N measurement T = [t1, ..., tN], the output of O refStates, MaxEpoch
Output: Inferred Q, RG, R

p
L, R

y
L

Initialize x0, P0, Q, RG, R
p
L, R

y
L, myStates;

xk−1 ← x0; Pk−1 ← P0; cnt ← 1;
for i ← 1 to MaxEpoch do

while cnt ≤ N do
tk ← get(T,cnt);
if tk is from IMU then

xk, Pk ← predictIMU(xk−1, Pk−1, tk);
end
if tk is from GNSS then

xk, Pk ← updateGNSS(xk−1, Pk−1, tk);
end
if tk is from LiDAR then

xk, Pk ← updateLiDAR(xk−1, Pk−1, tk);
end
add xk into myStates;
xk−1 ←xk; Pk−1 ←Pk;cnt ← cnt + 1;

end
Loss ← log(MSE(myStates, refStates)) ;
optimize(Q,Loss);
optimize(RG, R

p
L, R

y
L,Loss);

end
Return Q, RG, R

p
L, R

y
L;

which is nonetheless observable. Hence, the attacker may regard the ESKF and the trailing

controller as a whole, so she can train the series (ESKF + controller) with the observable

ESKF input (uk−1, z
p
k, z

y
k) and the observable controller output(yk). Then she can readily

extract the ESKF O from the trained series. Noticeably, the attacker does not need to

know what controllers are used by the victim AVs, and we do not consider controller as a

secret. In fact, the attacker can implement a trainable controller or even use an out-of-box,

open-source implementation.

Below, we first introduce the mechanisms of AD controllers, and then describe how we adjust

the workflow of AS1 to fit AS2 and AS3. Finally, we describe of an optional component,

anomaly filter.
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Figure 4.2: Workflow of ESKF combined with controllers. Anomaly filter is an optional
component included by some AD like Baidu Apollo.

Mechanisms of the AD controllers. As described in Section 2.3, Baidu Apollo uses PID

controller for longitudinal control and LQR controller for lateral control (steering). When

an AV receives a map and a destination point, it generates a planned trajectory consisting

of a sequence of reference positions on the map (tp∗), and the AD controller generates

corresponding control vectors to minimize the error between the current position and the

reference positions. PID controller in AD generates the longitudinal control vector, based on

the predicted position (posk) and velocity (velk) from the ESKF output xk. The PID control

vector contains the planned next position (pk) and acceleration (ak), which are used to derive

control commands (throttle and brake). They can be computed through the equation below:

pk =Kpp ×MinDist(tp∗, posk) +Kip ×
k−1
∑

m=k−M
(pm)

ak =Kpa × (max speed − velk) +Kia ×
k−1
∑

n=k−N
(an)

(4.3)

Where MinDist computes the minimum distance between the reference positions tp∗ and the

current position posk, max speed represents the maximum speed allowed on the AV during

navigation, M and N are the number of positions and accelerations from the controller
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output in the past, pm and an are the corresponding positions and accelerations. Kpp,

Kip, Kpa and Kia are the controller parameters. Notably, the above equation contains

“Integral” (modeling the past) and “Proportional” (modeling the present), but does not

contain “Derivative” (modeling the future), which is based on Apollo’s implementation.

Similar to PID controller, LQR controller generates the lateral control vector (yaw) to derive

the control commands (steering), based on the planned trajectory, the past states, and

the present state (from ESKF output). However, this process requires solving Discrete-

time Arithmetic Riccati Equation (DARE), which cannot be implemented compatible with

gradient descending. Specifically, people use iterative methods to get numerical solution

of the equation, whose process is not derivable. As such, if we simulate LQR controller

after ESKF, we will not be able to derive the gradients to optimize ESKF parameters. To

address this issue, we implement Stanley controller [40] and use it replace LQR controller.

Stanley controller was used for lateral control during the 2005 DARPA Grand Challenge of

Autonomous Robotic Ground Vehicles [23] by the Stanford team, who won the first place.

It is a perfect match for our goal because its equations related to yaw computation are

derivable, as shown in Equation 4.4. Since TaskMaster does not extract the controller

parameters, using another controller of similar performance is acceptable.

front axle vec = (cos(yawk +
π

2
),− sin(yawk +

π

2
))⊺

error front axle = (xmin∗ , ymin∗)⊺ ⋅ front axle vec

θe = normalize angle(cyawmin∗ − yawk)

θd = arctan2(k × error front axle, velk)

dk = θe + θd

(4.4)

Where yawk is the yaw (or heading) derived from quatk of ESKF’s output, front axle vec is

the estimated front axle velocity, xmin∗ and ymin∗ are the x and y coordinates of the nearest

position on the planned trajectory to the current position, error front axle represents the
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error to the reference states on the front axle, cyawmin∗ is the yaw associated with the nearest

position, normalize angle normalizes the difference between cyawmin∗ and yawk into [−π,π],

θd and θe are the cross track error and the heading error, and di is the resulted yaw control

vector. k is the only tuning parameter and it can be optimized along with ESKF in our

method.

Extracting Ô. In Figure 4.2, we illustrate how ESKF, PID controller and Stanley controller

are connected for AS2 and AS3. Compared to AS1, xk is replaced by pk, dk and ak (position,

yaw, and acceleration). To accommodate this change, we modify the loss of Equation 4.1 to

Equation 4.5.

L(p, d, a, p′, d′, a′) = λplog(
1

N

N

∑
i=1
∣∣pi − p′i∣∣2)

+ λdlog(
1

N

N

∑
i=1
(di − d′i)2)

+ λalog(
1

N

N

∑
i=1
(ai − a′i)2)

(4.5)

Where ⟨p, d, a⟩ and ⟨p′, d′, a′⟩ are the controller outputs linked to Ô and O. λp, λd and λa

are the weights for each controller loss. After empirical analysis, we found the optimization

process converges faster when λp is much higher than λa and λd, since values of position

coordinates (∼ 3e+5) are much larger than that of yaw (∼ 1e+2) and acceleration (∼ 1e+1).

Another difference to AS1 is that ⟨p, d, a⟩ will not be fed back to train Ô, thereby training

becomes non-recurrent. We make such change to avoid amplifying the error to ESKF caused

by the inaccurate modeling of the controllers. Training ESKF under AS2 and AS3 follow

the same workflow, except the input to ESKF and the output of controllers have noises.

Anomaly filter We found some AD systems add another anomaly filter between MSF and

controller, when the output of MSF is too too noisy to direct the controller. For instance,

Baidu Apollo takes the output of ESKF (xk) and corrects it with other information, before
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feeding it to the controllers, as shown in Figure 4.2. Since the source code of the anomaly

filter is not released in Baidu Apollo, we introduce a Multilayer Perceptron (MLP) model

to replace it, which can be trained together with ESKF, under the same loss function. We

choose MLP because the input size is small (xk is 16x1). Our MLP has 5 layers, and each

layer has 16 neurons. The activation function is ReLU. The MLP model is initialized by

identity matrices and all zero bias.
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Chapter 5

Evaluation

In this section, we evaluate how TaskMaster recovers ESKF models with the real-world

data. To evaluate TaskMaster against different models, we re-implemented one ESKF

model based on [92] (termed Sola-ESKF), and obtained the blackbox ESKF model of Baidu

Apollo v2.5 (termed Apollo-ESKF), which is also the major evaluation platform for AD

security research (e.g., [17, 54, 94]). For Stanley and PID controllers, we re-implemented

them based on [89] and [9]. Our implementation of TaskMaster includes 756 LoC (lines of

code) for ESKF and data pre-processing, 213 LoC for controller and 348 LoC for the training

process.

We first describe the experiment settings. Then, we elaborate the attack results on Sola-ESKF

and Apollo-ESKF under the three attack settings. Finally, we compare TaskMaster

against the baseline system identification and evaluate how TaskMaster can help the

spoofing attack proposed in [90]. In Section 5.3, we evaluate the influence of different pa-

rameters.

32



5.1 Experiment Settings

5.1.1 Evaluation datasets

To evaluate TaskMaster, we use the KAIST Complex Urban sensor traces [52] (termed

KAIST hereinafter). The authors of [52] collected sensor data, including Image, LiDAR, GPS,

IMU and Encoder, from the complex urban areas of four different cities, with a mapping

vehicle. In total there are 31 traces (each trace corresponds to one trip of the vehicle), and

12 are in highway and 19 are in downtown. Similar to [90], we selected 5 traces among

them for evaluation, which are labeled as local08, local31, local07, highway06 and highway17

by KAIST, because Sola-ESKF and Apollo-ESKF cannot achieve reliable performance on the

rest. According to Section 6.2 of [90], the 5 selected traces have the smallest average MSF

state uncertainty in their categories (i.e., local and highway). According to the extended

version of [90], these traces all have complete sensor data (e.g., some other traces do not

have complete IMU data) and provide a complete motion history.

We use the KAIST sensor data as input and feed them to the two ESKF models to obtain

two sets of ESKF states output as the ground-truth. We name the dataset consisting of the

ESKF states output from Sola-ESKF as Sola-Output. The second dataset has the ESKF

states output from Apollo-ESKF, and we name it Apollo-Output.

5.1.2 Evaluation metrics

We consider two metrics to evaluate TaskMaster, focusing on fidelity and accuracy.

• Difference between the parameters (PER). Since Sola -ESKF is implemented by

us, we have the ground-truth about the secret parameters. Therefore, we compute the

difference between the parameter values learnt from the evaluation datasets and the
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ground-truth values, which we term Parameter Error Rate (PER) and show in the

equation below:

PER =
∣θ̂ − θ∣
∣θ∣

(5.1)

Where θ̂ represents the learnt parameter of the substitutional model and θ represents

the ground truth. The matrix mean is computed on their difference. This metric

evaluates the fidelity of TaskMaster. In real-world settings, when the ESKF model

parameters are proprietary, we cannot compute this metric. So we compute PER only

for Sola-ESKF.

• Distance between the predicted states (SER). The ultimate goal of the adversary

is to build an ESKF model of high prediction accuracy, and the parameters stolen by

TaskMaster should serve this purpose. Hence, for each trace, we use the inferred

ESKF and the ground-truth ESKF to predict the vehicle states using the sensor inputs,

and compute the Root Mean-Squared Error (RMSE) between the states, termed State

Error Rate (SER), with the equation below:

SER =
¿
ÁÁÀ 1

N

N

∑
i=1
∣∣yi − y′i∣∣2 (5.2)

Where N represents the number of positions, y′i and yi represent the predicted states

(they are vectors) by the ground-truth ESKF O and the inferred ESKF Ô. Since the

states can be generated by a blackbox ESKF, we evaluate against both Sola-ESKF and

Apollo-ESKF.
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5.1.3 Experiment parameters

We choose Adam as the optimizer. We set the maximum number of epochs to 200 for the

training process. For the learning rate, we adopt step decay [62]. For Q, the learning rate

is set to 1e − 3 for the first 10 epochs and then changed to 1e − 4, 1e − 5 and finally 1e − 6

for the following 30, 70 and 100 epochs respectively. For R, the learning rate is set to 1e− 5

initially for first 10 epochs, and then 1e − 6, 1e − 7 and finally 1e − 8 after 30, 70 and 100

epochs respectively. When the anomaly filter is emulated, its replacement MLP also needs

to be trained, and we set the learning rate to 1e − 9 initially and then decreased to 1e − 10

and 1e − 11 after 30 and 80 epochs respectively.

We select a subset of one trace (its positions and corresponding ESKF output) for training,

because 1) using the whole trace is time-consuming (it contains hundreds of thousands of

samples), and 2) the initialization stage (usually the first 40 seconds) of an MSF module

yields unreliable output which should be removed. All the other traces are used for testing

(the first 40 seconds’ data are removed similarly). We term the number of selected positions

for training as N , and set it to 1000 after empirical analysis. Other parameters for training,

including the three loss weights of Equation 4.5 (λp, λa and λd) are set to 100, 1, and

0.1 respectively. The impact of different parameter values in training (N , λp, λa and λd),

initialization and controllers will be evaluated in Section 5.3.

5.1.4 Experiment environment

The training and testing process are done on a workstation of one NVIDIA RTX 2080 Ti

GPU and one AMD 5950x with 32 GB memory. The code runs on PyTorch 1.11.0 with

Nvidia CUDA 11.5 support. All the data used in the experiments are in float64 format.
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AS Training PER
Testing (SER)

lo08 lo07 lo31 hi06 hi17

AS1
lo08 0.01347 - 0.067 0.042 0.076 0.089

hi17 0.01297 0.043 0.029 0.073 0.038 -

AS2
lo08 0.00978 - 0.018 0.028 0.026 0.036

hi17 0.00206 0.024 0.013 0.018 0.036 -

AS3E
lo08 4.5431 - 1.76 1.24 1.33 3.15

hi17 4.6247 1.43 2.88 2.28 4.19 -

AS3G
lo08 3.9916 - 1.53 1.89 2.57 1.21

hi17 4.3111 1.51 0.58 1.43 5.67 -

AS3R
lo08 5.8869 - 4.24 2.10 1.11 1.33

hi17 4.2485 2.12 1.87 4.11 0.88 -

Table 5.1: Evaluation result on Sola-ESKF. The result of each testing trace is represented
as SER. PER is the same for each training trace. PER could be larger than 1 if the error
between the extracted value and the ground truth is larger than the ground truth itself.
AS3E, AS3G and AS3R are AS3 under Exponential, Gamma and Rayleigh noises. “lo” and
“hi” are short for “local” and “highway”.

5.2 Extracting Sola-ESKF

In this subsection, we evaluate the effectiveness of TaskMaster when extracting the secret

parameters from Sola-ESKF. Since we have white-box access to it, we assess both PER (it

is averaged for Q, RG, R
p
L and Ry

L) and SER. To show the impact of the training traces,

we selected 2 different traces to train each model. The extracted models are tested on all 5

traces. Table 5.1 summarizes the results.

5.2.1 Result on AS1 (Intrusive In-AV Attacker)

The 2 training traces are local08 and highway06, which represents local (roads of downtown

areas) and highway navigation respectively. As their environments are vastly different, the

sensor noises and the AV kinetics (positions, velocities and heading poses) also have big
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differences. In general, local08 has a smaller value variation than highway06. For example,

both x and y coordinate of local08 traces vary in 100-meter level (between 3.511e + 5 and

3.514e + 5, 4.022e + 5 and 4.023e + 5, respectively), while x and y coordinate of highway06

traces vary in 1000-meter level (between 3.49e + 5 and 3.53e + 5, 4.02e + 5 and 4.03e + 5,

respectively). For trace length, local08 has 30,704 recorded data points while highway06 has

205,375 recorded data points.

For a training trace, we select N points (set to 1000) to construct the training dataset,

following this rule: from the first 15000 points, we randomly select a starting point from

the points indexed in [1001,10000], and consecutively collect the following 1000 points for

training. We drop the first N points, as ESKF is in the “warm-up” stage in the beginning,

and the ESKF output is less stable. The same strategy has been adopted by [90]. For each

testing trace, we select the points indexed in [1001,15000] to construct the dataset. The

secret parameters of Ô are all set to random values before training.

As shown in Table 5.1, the extracted Ô is quite similar as the ground-truth O: PER is

0.01347 and 0.01483 for the two traces. It indicates TaskMaster is able to learn the secret

parameters at very high fidelity. SER ranges from 0.042 to 0.089 (the unit is m). Given

that L4-standard AV asks for centimeter-level (0.01) RMSE, this result is satisfactory: if the

targeted ESKF has reached centimeter-level RMSE, tuning Ô to the same level is deemed

much easier comparing to tuning from the scratch.

We also found the impact of the training traces is fairly small. The average SER resulted

from local08 and highway17 are 0.0685 and 0.0458 separately. Our result also suggests the

cost of attack is quite low: by just collecting 1000 data points on one trace (about 25 seconds

of AV driving), the attacker can extract a high-fidelity and high-accuracy ESKF model. In

Section 5.3, we show that increasing N from 1000 to 5000, a small performance gain can be

obtained but the training overhead also significantly increase.
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5.2.2 Result on AS2 (Non-intrusive In-AV Attacker)

Since the attacker cannot get the output of the ESKF model, but only the output of the

followed controllers in this setting, the extracted Ô is expected to be less accurate. We follow

the same training and testing strategy as AS1 (N is also 1000 points).

Interestingly, the result shows AS2 can achieve even lower PER and SER compared to AS1,

e.g., 0.013 vs 0.029 SER when training on highway17 and testing on local07. We speculate

controller outputs actually enhance the training performance, as controllers also handle

noises.

5.2.3 Result on AS3 (AV Follower)

In this setting, we injected noises into the sensor input and controller output.

Though noises following normal distributions are usually used in academic studies about

AV security (e.g., [90]), the real-world noises are often more complex. As such, we select

Exponential, Gamma and Rayleigh noises based on a survey of noises [14], These noise

models are widely used in radiation-based systems, such as X-ray, LiDAR and MRI systems.

We define the model of the noise injection as follows.

δ(uk−1) = uk−1 + n1

δ(zpk) = z
p
k + n2

δ(zyk) = z
y
k + n3

δ(yk) = yk + n4

(5.3)

where δ(uk−1), δ(zpk), δ(z
y
k) and δ(yk) are measurements from uk−1, z

p
k, z

y
k and yk under the

influence of noises n1, n2, n3 and n4. We adapt three noise models – Exponential noise,
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Gamma noise, and Rayleigh noise – for noise injection in AS3 based on a survey [14]. λ, α,

β and σ are model parameters. Three noise models are described as below:

Exponential noise. Exponential noise follows a distribution whose probability density

function (PDF) is:

f(x;λ) = λe−λx (5.4)

where λ > 0. Mean of Exponential noise is 1
λ , and standard deviation is also 1

λ .

Gamma noise. Gamma noise follows a distribution whose PDF is:

f(x;α,β) = βα

Γ(α)x
α−1e−βx (5.5)

where α > 0, β > 0, and Γ(⋅) is gamma function [4]. Mean of Gamma noise is α
β , and standard

deviation is
√
α
β .

Rayleigh noise. Rayleigh noise follows a distribution whose PDF is:

f(x;σ) = x

σ2
e−x

2/2σ2
(5.6)

where σ > 0. Mean of Rayleigh noise is σ
√

π
2 , and standard deviation is σ

√
4−π
2 .

For n1, n2 and n3, we select λ1 = 10 for Exponential noises, α1 = 0.1, β1 = 2 for Gamma

noises, and σ1 = 0.05 for Rayleigh noises. For n4, we select λ2 = 1 for Exponential noises, α2 =

1, β2 = 2 for Gamma noises, and σ2 = 0.5 for Rayleigh noises. These settings are considered

reasonable given that the extracted ESKF can tolerate meter-level error and sensors can

tolerate decimeter-level errors. According to Table 5.1, we found PER is significant higher,

however, this is expected, as the KF parameters have to be changed to tolerate the noises.

SER ranges from 1.26 to 3.07, showing the impact of noises cannot be neglected. Yet, given

39



that the academic implementations of ESKF have meter-level RMSE (see Section 3.1), our

RMSE is comparable.

5.3 Impact of Parameters

100 500 1000 2000 3000 4000 5000

PER 0.4377 0.1274 0.01347 0.01562 0.01285 0.02014 0.009974

SER (m) 0.59 0.27 0.03 0.08 0.05 0.05 0.04

Training Time (s) 11762.11 13270.62 13878.90 14957.63 15724.83 16765.74 17833.91

Time per Iteration (s) 168.03 189.58 198.27 213.68 224.64 239.51 254.77

Table 5.2: The impact of N on AS1. The targeted model is Sola-ESKF. local08 and
highway17 are for training and testing.

Q R

AS Original [1e − 3,1e − 2] [1e − 2,1e − 1] [1e − 1,1e0] [1e − 6,1e − 5] [1e − 5,1e − 4] [1e − 4,1e − 3]
AS1 0.01347 0.01220 0.01265 0.14031 0.03868 0.10514 0.92062

AS2 0.00978 0.09540 0.12428 0.17274 0.12237 0.16641 0.50272

Table 5.3: Comparison of PER under different parameter initialization ranges in
Sola-ESKF. The training trace is local08. “Original” are the values (matrices) used in pre-
vious evaluation.

Q R

Original [1e − 3,1e − 2] [1e − 2,1e − 1] [1e − 1,1e0] [1e − 6,1e − 5] [1e − 5,1e − 4] [1e − 4,1e − 3]
0.85 0.97 1.03 1.73 0.88 2.43 5.64

Table 5.4: Comparison of SER under different parameter initialization ranges in
Apollo-ESKF in AS2. The training trace is local08 and the testing trace is highway17.

5.3.1 The number of points for training (N)

We set N to 1000 as the default setting. Here, we evaluate how TaskMaster is influenced

by different N . Intuitively, a small N will introduce more errors to each state, as ESKF

might not be stabilized yet. Though a large N can overcome this issue, the training process

will be longer, and more storage will be consumed to store the prior states.
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Kpp Kpa

Original [1e − 1,1e0] [1e0,1e + 1] [1e + 1,1e + 2] [1e − 2,1e − 1] [1e − 1,1e0] [1e0,1e + 1]
0.00978 0.01027 0.05147 7.34141 0.03107 0.36186 16.85203

Table 5.5: Comparison of PER under different controller parameter initialization ranges in
Sola-ESKF in AS2. The training trace is local08 and the testing trace is highway17.

Figure 5.1: Loss in every 10 epochs during training with λd = 1. The targeted model is
Sola-ESKF. local08 is used for training.

We vary N from 100 to 5000 and evaluate Sola-ESKF. It turns out PER and SER are

significantly decreased (from 0.4377 to 0.01347 and from 0.59 to 0.03) when N is increased

from 100 to 1000, as shown in Table 5.2. When N > 1000, PER and SER remain the same

level. However, the time overhead increases greatly (from 198.27s to 254.77s per iteration)

with increasing N from 1000 to 5000. The benefit brought by a larger N is diminished by

the overhead it incurs, and therefore we use N = 1000 as default.
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5.3.2 Weights in loss function (λp, λd and λa)

As described in Section 4.2 and Equation 4.5, we assign different weights to the loss incurred

by different controller output. We assess how the ratio between them impacts the prediction

results. We fix λd to 1, and change λp from 1 to 1000, and λa from 1 to 100. Figure 5.1

shows the loss in every 10 epochs given different combination of λp and λa.

When setting λp as 1, with the increase of the λa, the optimization process converges similarly

comparing to λa = 1, 10 and 100. In contrast, we can observe a significant improvement on

the convergence speed with the increase of λp. The reason for this improvement is that the

value scale of position (1e+5) is far larger than the velocity (1e+2) and the heading angle

(between 1e0 and 1e+2). Therefore, we set λp to 100 with the other two weights as 1.

5.3.3 Initialization and controller parameters

We initialize the values of Q and R based on the results of existing works [92]. Here we

assess the effectiveness of TaskMaster when different initial values are chosen.

We first assess the impact on Sola-ESKF, where the ground-truth of Q and R are known.

We tested with 3 different ranges: [1e− 3,1e− 2], [1e− 2,1e− 1] and [1e− 1,1e0] for Q, and

[1e − 6,1e − 5], [1e − 5,1e − 4] and [1e − 4,1e − 3] for R. In each range, we draw 50 random

values in uniform distribution, and run the experiment 50 times with the same setting as

Section 5.2. Table 5.3 compares the average PER in AS1 and AS2. As we can see, the

impact is relatively small for both settings, except when Q falls in [1e−1,1e0] and R falls in

[1e−4,1e−3]. The impact by R is larger, and we speculate this is because the ground-truth

R are in smaller range (1e − 5 level) compared with Q (1e − 2 level).

We then assess Apollo-ESKF in AS2. As the initial values of Q and R are not far away

from the values of Sola-ESKF, we can learn whether starting from another ESKF model is
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important to get closer to an industry-grade ESKF. The answer seems to be negative. For

Q and R, the same ranges are tested as the previous experiment. The result is summarized

in Table 5.4.

For AS2 and AS3, PID and Stanley controllers need to be simulated. According to Equa-

tion 4.3, some controller parameters need to be initialized ahead. Here we evaluate the

impact of these parameters and show the results about two parameters Kpp and Kpa. We

chose Sola-ESKF as the target model and show its PER under AS2 when different values are

used. The results are shown in Table 5.5. It turns out the performance of extracted model

degrades drastically, when the controller parameters are in different ranges. To notice, the

controller parameters are not secret, and the original values we use come from the online

implementations [89]. Therefore, simulating functional controllers are important for attacks

under AS2 and AS3, but they do not need to be the same as the targeted AV.

5.4 Extracting Apollo-ESKF

AS Training
Testing (SER)

l08 l07 lo31 hi06 hi17

AS1
lo08 - 0.37 0.42 0.91 1.18

hi17 0.95 0.72 0.68 0.89 -

AS2
lo08 - 1.26 1.01 1.03 0.62

hi17 1.12 0.96 0.88 0.79 -

AS3E
lo08 - 1.72 1.82 2.03 1.96

hi17 1.92 1.48 2.41 1.27 -

AS3G
lo08 - 1.45 1.63 2.11 3.07

hi17 1.26 1.43 1.55 1.90 -

AS3R
lo08 - 1.78 2.08 2.13 1.49

hi17 1.71 1.82 1.56 1.33 -

Table 5.6: Evaluation result on Apollo-ESKF. The result in each cell is represented as SER,
as Apollo-ESKF is blackbox.
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In this subsection, we report our results of extracting Apollo-ESKF, which is blackbox and

might have components not modeled by us. In Table 5.6, we show the SER of the 5 testing

traces, paired to the two training traces (local08 and highway17 ). We only measure SER, as

we have no knowledge about the ground-truth parameters of Apollo-ESKF.

It turns out for AS1 and AS2, the error rate significantly increased. There are 6 cases with

SER more than 1 in testing, e.g., training on local08 and testing on highway17 (1.18) in

AS1 / local07 (1.26), local31 (1.01) and highway06 (1.03) in AS2. All the other SERs are

in decimeter level. We speculate the rise of SER is caused by the additional procedures of

Apollo-ESKF not implemented by us. In addition to the SER on a whole trace, we also take

a closer look at the error distribution on different trace locations. In Figure 5.2, we show the

distribution of RMSE on 2D locations of local08 under AS1, and it turns out 60% locations

have less than 0.95 SER, and only a small fraction (around 5%) of locations have high SER

(more than 2).

With noises injected in AS3, errors of attacker’s observation rise to meter-level: the average

SER training on local08 under Exponential, Gamma and Rayleigh noises rise to 1.88, 2.67

and 1.87, respectively. Interestingly, the SERs between Sola-ESKF and Apollo-ESKF are

much closer comparing to AS1 and AS2.

Testing (SER)
local08 local07 local31 highway06 highway17

12.60 8.15 9.18 7.90 5.31

Table 5.7: Comparison between Sola-ESKF and Apollo-ESKF on the same KAIST dataset.

Still, we want to point out that the inferred ESKF is useful. In particular, we run Sola-ESKF

and Apollo-ESKF on KAIST and derive SER on their output (Sola-Output and Apollo-Output),

under AS2. Table 5.7 shows the SER of all 5 traces. The best case has 5.31 SER while the

worst case has as high as 12.60 SER, and the average is 8.63. In the meantime, our extracted

Ô trained on local08 has 0.98 SER in average. Hence, starting from the extracted model,

parameter tuning is expected to be much easier for an adversary.
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Figure 5.2: Distribution of RMSE on 2D locations in AS1 on Apollo-ESKF. The training
trace is highway17 and the testing trace is local08.

5.5 Modeling ESKF with RNN

Given that the output of ESKF is also leveraged as input to generate the next state, we

can emulate ESKF with an RNN, and leverage the existing libraries and optimizers from

ML frameworks like PyTorch to train it. Here we show the structure of Simple RNN [27] in

Equation 5.7.

ht = σh(Whxt +Uhht−1 + bh)

yt = σy(Wyht + by)
(5.7)

Where xt is the input vector, ht is the hidden layer, xt is the output vector, Wh, Uh, Wy, bh

and by are parameter matrices and vectors, σh and σy are activation functions.

If aligning the equations of ESKF (Equation 2.2, 2.3, 2.5, 2.6) to RNN (Equation 5.7) to
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draw their connections, uk−1 and zk can be mapped to xt, xk can be mapped to yt, and Pk

can be mapped to ht. The matrices to be tuned, including Q, RG, RLp and RLy, can be

mapped to the parameter matrices. The other matrices and vectors (e.g., G in Equation 2.4)

can be considered as constant, i.e., not to be tuned. Since the ESKF used in AD system

separates the processing pipelines of IMU, GNSS and LiDAR, as described in Section 2.2,

we build three RNNs to emulate the three pipelines, as illustrated in Figure 5.3.

The simple RNN uses only one hidden layer. Through the initial exploration, we found the

optimization result is unsatisfactory, in part of the higher complexity of ESKF model. For

instance, F in Equation 2.2 of KF is changed to A in Baidu’s implementation, which also

depends on the previous state estimation. Hence, we choose to stack more layers to each

RNN to capture such complex input-to-output relations. Stacking layers is a widely used

technique for domains like NLP. For instance, stacked LSTM [35, 80] allows the hidden state

to operate at different timescale.

In the end, we choose to stack 5, 2, 4 hidden layers for the pipelines of IMU, GNSS and

LiDAR respectively. We double the number of layers for LiDAR comparing to GNSS because

it takes two sub-phases to update LiDAR, for position state and pose state. When training

Ô, the output of the target ESKF, termed xk,ref , will be compared to the output of Ô, or

xk, under a loss function, termed L, to guide optimization. We use logarithmic of Mean

Squared Error (MSE) as L, which can be written as Equation 5.8, where N means the total

number of output values, x (xk ∈ x) and xref (xk,ref ∈ xref ) mean all output values.

L(x,xref) = log(
1

N

N

∑
k=1
(xk − xk,ref)2) (5.8)

Yet, we found emulating ESKF with RNN does not yield satisfactory result. The main

reason is that, ESKF directly connects the prior state xk−1 and current state xk, but a RNN

model does not have such direct connection. In Section ??, we evaluate this RNN-based
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Figure 5.3: The structure of ESKF emulated with RNN.

implementation and compare to the structure adopted by TaskMaster.

Attack result. However, it performs not well. The first reason for this poor performance is

that current RNN cell could not get direct access to the previous state (i.e. yk−1)

to perform the current prediction. The formation of the current transition matrix

A directly depends on qk−1, i.e. quaternion in the previous state estimation. However,

calculation of the current state yk could only depends on the previous hidden state hk−1

to get the previous state estimation. Though hk−1 is the only external input to generate

previous state estimation yk−1, parametersWy and by will affect the final estimation. Also, the

estimation will be processed by an activation function, which will make the whole estimation

process non-linear. However, the real process of generating the transition matrix A, as well

as the whole prediction part of ESKF, does not involve in any non-linear process. This may

lead to more parameters or more layers of RNN cells to make the emulate more accurate.

However, since each state estimation of our ESKF module is very large (16 elements for

each state estimation), an additional RNN cell stacked in our module will mean 3 more
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15× 15 matrices (Wh, Uh and Wy) and 2 more 15× 1 vectors (bh and by) to be trained in our

RNN-based module. More variables to train means more states to generate and larger time

consumption during training period. Also, difficulty on making the module converged will

be greatly increased with more variables.

What makes it worse is that generation of the current hidden state also involves an activation

function. Together with the one in generation of the current state estimation, there are in

total 3 non-linear processes involved for the current state estimation to get the previous state

estimation (yk−1 → hk−1, hk−1 → hk and hk → yk). In conclusion, 1) formation of transition

matrix A, 2) getting direct access to the previous state estimation from hk−1 make training

the RNN-based module for the prediction part very difficult.

Modules for GNSS and LiDAR update part perform poorly as well. Difficulty

to get previous state estimation is also one reason for poor training performance of RNN-

based GNSS and LiDAR update part. The other problem is that lack of enough data for

RNN-based module training. As analyzed in Section 3.3, proportion for IMU, LiDAR and

GNSS data is 50:6.5:1. Data is enough for prediction part training since large proportion

data is for prediction part. For GNSS and LiDAR part, data only takes a small proportion,

which means a module with too many parameters to train will be very difficult to converge.

Theoretically, increase length of the trace for training (i.e. N in Formula 5.8) may mitigate

this problem. However, time consumption for training will be greatly raised with N getting

larger. Also, GPU memory will get overflowed if N is set too large (>25000 in our experiment

setting) during back propagation period. Lack of data also limits us to stack more RNN cells

to make better emulate performance.

In conclusion, inability of getting indirect access to previous state estimation, too

many parameters for training and lack of GNSS and LiDAR are 3 key problems for

our failure in emulaing ESKF using RNN-based modules. In order to solve these 3 problems,

we build our own ESKF module and emulating Baidu Apollo ESKF directly.
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Trace Name PER of Q, SI PER of RG, SI PER of Rp
L and Ry

L, SI PER of TaskMaster

local08 0.01181 2.0984 5.1024 0.01347

highway17 0.01431 4.3518 5.3141 0.01297

Table 5.8: Comparison between System Identification (SI) and Sola-ESKF on local08 and
highway17 in AS1.

5.6 Comparison to Other System Identification Meth-

ods

TaskMaster leveraged a novel optimization framework to find the best Q and R. Here we

compare the performance TaskMaster and the baseline system identification (SI) methods

given the same training traces (local08 and highway17 ). To save space, we only show the

result (i.e., PER) when Sola-ESKF is used under AS1.

Specifically, we use the SI toolbox from Matlab [46], define the ESKF structure as a grey-box

parametric model [45], and estimate Q and R. Though we found there are other open-source

and close-source tools to tune specific models, e.g., LTV Models [7] and Matlab Time-

Varying MPC [68], none can be directly used to tune ESKF, because 1) ESKF are time

varying, and 2) ESKF contains some nonlinear operations in both prediction and update

modules. Building a customized SI baseline for ESKF tuning would take considerable human

efforts, so we choose the generic Matlab’s SI toolbox.

From Table 5.8, it can be seen that SI toolbox achieves similar results in estimating Q

compared to TaskMaster, but it performs much worse in R (PERs of R are all over 1

for SI toolbox while TaskMaster has less than 0.02 PER). We speculate the reason is

that Q has a simple relation to the input, as shown in Equation 2.2, but R is used in the

Update phase, which introduces many non-linear operations like pose transformation among

quaternion, Euler angles and rotation matrices (see Appendix ??). Previous works [25, 84]

also reveal that classical SI methods could not achieve good results on non-linear models,

and Section 8 elaborates the comparison.
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5.7 Spoofing Attacks

For the attacks against ML models, learning the model parameters can facilitate the pertur-

bation attacks that manipulate the model’s classification result, as shown in [44]. Here, we are

interested in whether the breach of ESKF confidentiality facilitates the attack against its in-

tegrity, similar to the above ML setting. To this end, we evaluate Fusionripper [90], a recently

proposed spoofing attack against localization, with extracted models from TaskMaster.

Fusionripper is an opportunistic GNSS spoofing method targeting ESKF-based MSF local-

ization. Despite being effective at attacking MSF from a single sensor source (i.e., GNSS),

Fusionripper requires a profiling stage to find the effective attack parameters, during which

the attacker needs to tailgate victim’s AV (or same model) on public roads, and perform

trials of attack with different combinations of attack parameters, i.e., constant spoofing dis-

tance d and scaling factor f . The profiling effort can be prominent (half a day as mentioned

in [90]), and likely expose the attacker. Ideally, with TaskMaster, we can construct a

shadow ESKF model, search for the best attack parameters on attacker’s computer, and

directly attack the on-road victim. As such, the costly profiling stage can be skipped.

Since the shadow ESKF model is an approximation of the targeted model, we are interested in

whether Fusionripper on the shadow ESKF model can maintain the similar level of success

rate as which on the targeted model. We have obtained the code and a trace (termed

ba-local) from the authors of Fusionripper, and tested the cases when Sola-ESKF and

Apollo-ESKF are the targeted model. We first apply the Fusionripper attack on the shadow

ESKF by iterating over the same ranges of the attack parameters as used in [90]. We then

calculate the attack success rates of all attack parameter combinations and obtain the attack

parameter (d and f) that can achieve the highest success rate. Next, we apply this attack

parameter combination onto the target model.

In the end, we found the success rate is 100% on Sola-ESKF but only 7% on Apollo-ESKF.
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The main reason why the success rate is low on Apollo-ESKF might be that the stolen model

has not yet reached close enough performance to the ground-truth model. We believe by

simulating other components surrounding Apollo-ESKF, we can significantly improve the

result of this task.
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Chapter 6

Discussion

6.1 Generalization to other KF models

AD may use variants of KF models in localization. For example, unscented Kalman filter

and Extended Kalman filter (EKF) are good candidates as they work better with non-linear

systems [32].

We believe TaskMaster can also be used to extract these variants, when the structure

is approximately known by the attacker. As for the reasons, 1) these variants have similar

structure with ESKF (for instance, EKF differs from ESKF only in the equations deriving

xk, Pk and K ′ [67]), and 2) these models are derivable. With the above reasons, the attacker

can adopt a similar methodology of TaskMaster.
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6.2 Limitations

1) We did not deploy the extracted ESKF models on real AV and evaluate them on the

real roads, given we have no access to the AV testing and manufacturing process. Yet, we

use the real-world traces (KAIST) and target ESKF models (Apollo-ESKF), and the result

shows TaskMaster is effective. We are discussing with the AV vendors to obtain their

feedback to our study, as an indicator of the attack practicality. 2) When the AD of the

attacker uses a set of sensors with very different settings as the targeted AD, the stolen

parameters cannot be directly used. However, as described in Section 3.1, industry-grade

models like Apollo-ESKF is able to achieve good performance on different AVs even without

re-tuning. Hence, we believe stealing such models should be useful to attackers in most

cases. 3) TaskMaster is less effective against Apollo-ESKF comparing to Sola-ESKF. We

believe the main reason is that Apollo-ESKF is more complex than Sola-ESKF, and we are

unable to emulate all components surrounding Apollo-ESKF. 4) Except Baidu Apollo, we

have not found another AD system to verify if obfuscation is applied on the localization

module. Though Autoware [5] is another popular open-source AD system, we found it only

uses LiDAR for localization by default. Though extracting binaries from an AV can help

us get another ground-truth MSF, it is impossible without vulnerability exploitation. In

the meantime, we will keep inquiring the AD community. 5) We evaluated TaskMaster

against Baidu Apollo v2.5 while the latest version is v6.0. The ESKF version is upgraded

from v1.0.3 to v1.0.4. We plan to test the latest version, but we expect the changes to be

small.

53



6.3 Defense

Though there are a number of extraction attacks against ML models, recent works show

defenses are possible. An example is PRADA [58], which analyses the distribution of client’s

queries and detect the ones that deviate the normal ones. However, these works assume

MLaaS (Machine-learning as a Service) settings, where the queries can be audited. This

is very difficult in our setting, as attacker’s observation cannot be blocked under AS3, and

there is no need to actively query ESKF under AS1 and AS2.

A partial solution, which is practical under AS1 and AS2, could be mediating the access

to ECUs. Specifically, AV vendors may add “self-destruction” modules to ECUs. Once an

attacker tries to break the ECU to get the output of ESKF, the ECUs can wipe out the

parameters of ESKF. Additionally, AV vendors can encrypt all the messages over CAN bus.

6.4 Future works

Moving beyond localization models, one interesting yet unsolved research problem is, is

control-theory models that are derivable generally vulnerable to model extraction attacks?

Given there are many such models operated in the safety-critical settings (e.g., drones),

gaining insights into this problem is important. One research path is to examine whether

the existing model extraction attacks against ML models can be transferred to this new

setting.

The outcome of model extraction attacks against ML models can help the attacks who aim

to break the integrity of ML models [78] (e.g., test-time evasion attacks). Such analogy could

be drawn on the localization models. Section 5.7 makes a preliminary attempt against MSF

and we will futher explore this direction.
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Chapter 7

Conclusion

In this thesis, we systematically studied the confidentiality issues underlying the AD control

models, in particular ESKF model used for localization, which has been considered as an

intellectual property by AD companies. We designed TaskMaster, a novel optimization-

based framework to infer the secret parameters by observing the input and output of an

AD. Under 3 practical adversarial settings, we found TaskMaster can achieve very high

accuracy for Sola-ESKF and comparable accuracy for a complex, industry-grade model

Apollo-ESKF. We also demonstrated that the classical SI-based methods cannot achieve

the similar performance, and TaskMaster can facilitate the attack against the integrity

of the localization model. As the first study on the AD model confidentiality, we hope our

findings can attract attention from AD industries and security community in addressing this

new threat.
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Chapter 8

Related Work

8.1 Security of AD

The research into the security of modern vehicles has been started a decade ago [20, 61, 81,

21], and the attack surface on wireless protocols, CAN bus, etc. was explored. The security

of AD has attracted attention from the research community only recently. One direction is

to study the sensors leveraged by AD, including LiDAR, IMU, perception, etc. [17, 94, 102,

13, 29, 65, 55, 112, 16, 56, 107], and defense based on physical invariants was proposed [83].

Attacks against the traditional computing architecture, like cache side-channel attacks [66]

and malware attacks [53], were examined and found feasible against the software stack of

AD. Regarding the security of MSF, only Shen et al. [90] demonstrated its integrity can be

tampered, while TaskMaster looks into the confidentiality issues of MSF models.
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8.2 Model Extraction

Similar to KF models, the parameters of machine-learning models, including the classic

models like logistic regression, and DNN, can be considered as secret. Given that a lot of

deployed models offer cloud-based API access, an adversary can issue queries and use the

detailed responses (e.g., confidence score) to guess the model parameters. As the first step,

Tramer et al. proposed equation-solving attack and path-finding attack [101]. Wang et al.

studied how the model hyper-parameters used to balance between the loss function and the

regularization terms can be stolen [108]. Juuti et al. improved on the existing attacks by

generating synthetic queries and proposed defenses [58]. The attack precision is further im-

proved with semi-supervised learning [50] and active learning [19]. While prior works focused

on CNN when attacking DNN, recently, attack against RNN was demonstrated feasible [96].

But as described in Section 3.3, successful model extraction against KF against has to over-

come a few new challenges, which are addressed by the new design of TaskMaster. Our

work also broadens the scope of model extraction attacks from machine-learning models to

control-theory models.

8.3 System Identification

System identification (SI) [64] builds mathematical model for a dynamic system with statisti-

cal analysis. The related methods can be divided into 4 categories [73], but we found directly

using SI to steal ESKF parameters does yield satisfactory results. 1) The Bayesian Method

treats parameter update as a Bayesian update [1], but a Bayesian optimal estimation might

be unrealizable [39]. 2) Maximum Likelihood carries out non-linear, gradient-based optimiza-

tion to minimize the difference between model prediction and measurement [12, 1, 111], and

Expectation Maximization [91, 10] attempts to avoid the non-linear optimization. However,
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the optimization process is time-consuming. 3) Covariance Matching runs Monte Carlo sim-

ulation and checks if the sampled statistics are internally consistent [75, 33, 72, 10]. Though

faster, Covariance Matching leads to sub-optimal result. 4) Correlation Techniques assume

the sequence of prediction error is zero-mean white Gaussian noise when the model is optimal,

and tune the control parameters towards this criteria [69, 70, 77]. However, this assumption

does not always hold. Some works have applied SI on simple KF models [57, 11, 26], but

none of them are applicable to the MSF models adopted by AVs, especially ESKF. In fact,

ESKF is an LTV (linear time-variant) system while KF is an LTI (linear time-invariant)

system, and many properties from LTI systems do not hold in LTV systems. Recently,

deep-learning based models have been used for SI [71, 2] but again none of them work on

ESKF.

8.4 Kalman Filter Tuning

There are two kinds of methods in Kalman Filter tuning: 1) tuning by brutal force [6], 2) tune

target parameters iteratively with the mathematical properties of Kalman Filter. Efficiency

for traditional brutal force tuning is quite low, and results are not satisfactory (RMSE=1.5),

compared with the results of TaskMaster. The only advantage of brutal force tuning

compared with TaskMaster is that it does not require any preliminary knowledge of the

given model. The tuning process is completely based on random selection in parameter

space, respectively. This is also the reason why it could achieve precise and stable tuning

results.

The mathematics-based Kalman Filter tuning improves its tuning accuracy and stability

to some extent (RMSE<1), compared with brutal force tuning. It takes half as much time

as what brutal force tuning takes after optimization on algorithm and compilation levels.

However, its accuracy and time efficiency is still lower than TaskMaster proposed in this
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work. What is more, mathematical properties will vary when MSF modules change, which

reduces its generality. Therefore, attackers need to re-evaluate mathematical properties of

the MSF module under a specific circumstance, e.g., ESKF in Baidu Apollo AV system,

and re-implement the whole tuning procedure. In conclusion, mathematics-based tuning

approaches are limited in real-world tuning.
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