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Abstract

We present a method for creating simulated galaxy catalogs with realistic galaxy luminosities, broadband colors,
and projected clustering over large cosmic volumes. The technique, denoted ADDGALS (Adding Density
Dependent GAlaxies to Lightcone Simulations), uses an empirical approach to place galaxies within lightcone
outputs of cosmological simulations. It can be applied to significantly lower-resolution simulations than those
required for commonly used methods such as halo occupation distributions, subhalo abundance matching, and
semi-analytic models, while still accurately reproducing projected galaxy clustering statistics down to scales of
r~ 100 h~'kpc . We show that ADDGALS catalogs reproduce several statistical properties of the galaxy distribution
as measured by the Sloan Digital Sky Survey (SDSS) main galaxy sample, including galaxy number densities,
observed magnitude and color distributions, as well as luminosity- and color-dependent clustering. We also
compare to cluster—galaxy cross correlations, where we find significant discrepancies with measurements from
SDSS that are likely linked to artificial subhalo disruption in the simulations. Applications of this model to
simulations of deep wide-area photometric surveys, including modeling weak-lensing statistics, photometric
redshifts, and galaxy cluster finding, are presented in DeRose et al., and an application to a full cosmology analysis
of Dark Energy Survey (DES) Year 3 like data is presented in DeRose et al. We plan to publicly release a 10,313
square degree catalog constructed using ADDGALS with magnitudes appropriate for several existing and planned
surveys, including SDSS, DES, VISTA, Wide-field Infrared Survey Explorer, and Rubin Observatory’s Legacy
Survey of Space and Time.
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1. Introduction

Cosmology and the study of galaxy formation are under-
going a renaissance driven by exponential increases in
computing power, the public availability of large amounts of
high-quality sky survey data, and continued investment in ever-
more sensitive instrumentation. These trends place stringent
demands on the accuracy of the theoretical models used to
analyze such survey data.

The best current models of the universe posit that
hierarchical structure formation via the gravitational collapse
of cold dark matter drives the formation and evolution of
galaxies. Simultaneously, galaxies serve as a rich set of tracers
of the cosmic density and velocity fields, imparting the galaxy
distribution with sensitivity to fundamental physics like cosmic
acceleration, modifications to General Relativity, massive
neutrinos, and the microphysical nature of dark matter (e.g.,
Weinberg et al. 2013). This rich discovery potential demands
precise connection between the galaxy and matter distributions,
particularly on small cosmic scales, which hold immense
statistical information. The galaxy—dark matter connection is a
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key source of theoretical uncertainty in galaxy survey analyses
concerned with constraints on fundamental physics.

The context above is driving two important trends in
cosmology. First, researchers are developing a wealth of
methods that aim to infer the connection between galaxies and
their dark matter halos (see Wechsler & Tinker 2018 for a
review). These studies usually employ large-volume, high-
resolution N-body simulations of structure formation. Second,
cosmologists now routinely employ “synthetic” or “mock”
catalogs of galaxies to support analyses of survey data. These
synthetic catalogs are constructed with a wide variety of
techniques that draw from advances in understanding the
connection between galaxies and halos. Published examples
focusing on modeling galaxy populations in realistic survey
lightcones include approaches using halo occupation distribu-
tions (HODs; Yan et al. 2004; Sousbie et al. 2008; Manera
et al. 2013; Crocce et al. 2015; Fosalba et al. 2015; Smith et al.
2017; Harnois-Déraps et al. 2018; Stein et al. 2020), semi-
analytic models (SAMs; Eke et al. 2004; Cai et al. 2009;
Merson et al. 2013; Somerville et al. 2021), subhalo abundance
matching (SHAM; Gerke et al. 2013; Safonova et al. 2021), or
a combinations of the above (Korytov et al. 2019) to
accomplish this task.

In this work, we present ADDGALS (Adding Density-
Determined Galaxies to Lightcone Simulations), a computa-
tionally inexpensive, but high-fidelity approach for construct-
ing synthetic galaxy catalogs from lightcone simulations,
designed to support the analysis of large-area galaxy survey
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data. Unlike HOD, SAM, and SHAM approaches, it is
designed specifically to populate modest-resolution N-body
simulations with galaxies that have realistic luminosities,
spectral energy distributions (SEDs), and clustering. Except
for a few percent of galaxies occupying the most massive halos,
ADDGALS is not sensitive to these N-body simulations’ lack of
convergence at the smallest scales. The modest expense of
these simulations enables the creation of large numbers of
large-volume realizations of the universe, which are often
required by modern survey analyses.

With its modest computational requirements, ADDGALS can
be used to bring a new level of realism to survey analysis tasks
that require a statistical sample of synthetic catalogs.
Examples of these tasks include generating covariance
matrices or testing the robustness of these analyses to key
systematic effects through direct, end-to-end tests where the
true answer is known. MacCrann et al. (2018) and DeRose
et al. (2021b) presented key examples of the latter approach.
These works combine the Dark Energy Survey (DES) year one
(Y1) and year three (Y3) analysis pipelines with 18 synthetic
catalogs produced with the methodology presented in this
work to perform end-to-end tests of a 3 x 2 point weak lensing
and galaxy clustering analysis. To et al. (2021) performed a
similar analysis that combined these statistics with cluster
counts and cluster—galaxy cross correlations. Due to the
realism of the ADDGALS catalogs, they were able to use the
same analysis pipeline as was applied to the DES data. These
tests depended critically on simulated catalogs that jointly
modeled several effects, including various observables (e.g.,
galaxy clustering, galaxy—galaxy lensing, cosmic shear, and
cluster counts), photometric redshifts, and survey effects like
varying depth maps. Further, tens of realizations were needed
to demonstrate that the recovered parameters were accurate to
well below the sensitivity of the DES measurements
themselves. These kinds of tests will be increasingly important
as surveys begin to produce stringent constraints on funda-
mental physics, motivating an approach that is able to model
large volumes and multiple observables with modest computa-
tional cost.

1.1. Previous Approaches

As emphasized by Wechsler & Tinker (2018), currently
used approaches for modeling galaxies within large-scale
structure face trade-offs between the fidelity of the modeled
properties, the resolution or computational requirements of the
method, and the degree to which the model is physics-driven
or empirically data-driven. For example, the SHAM approach,
which assumes that all galaxies are placed on resolved halos
and subhalos, has been shown to faithfully reproduce the
spatial distribution of galaxies in the local universe where it
can best be measured (Kravtsov et al. 2004; Reddick et al.
2013; Chaves-Montero et al. 2016; Lehmann et al. 2017;
Contreras et al. 2021; DeRose et al. 2021a), as well as the
evolution of the galaxy population with time (Conroy et al.
2006; Moster et al. 2011; Behroozi et al. 2013a), with a very
small number of parameters. This technique has the advantage
of including several important correlations between halo
history, galaxy populations, and environment that are
neglected by some other methods, but has stringent resolution
requirements.

One of the most commonly used methods, populating
simulations with galaxies using an HOD (e.g., Jing 1998;
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Seljak 2000; Berlind & Weinberg 2002; Bullock et al. 2002;
Yang et al. 2003; Zheng et al. 2005; Mandelbaum et al. 2006;
van den Bosch et al. 2007; Zehavi et al. 2011; Zu &
Mandelbaum 2015), places each galaxy in regions within
resolved host halos, irrespective of dark matter substructures.
This reduces the computational requirements on the simula-
tions compared with methods that trace halo histories, but
generally requires more parameters than abundance matching
and may be missing relevant correlations between galaxy
populations and halo history. The conditional luminosity
function method (e.g., Yang et al. 2003; Cooray 2006) has
similar requirements. The computational expense of HOD
modeling can be further decreased by employing approximate,
or low-resolution methods for generating halo catalogs (e.g.,
Bond & Myers 1996; Scoccimarro & Sheth 2002; Monaco
et al. 2013; Tassev et al. 2013; White et al. 2014; Avila et al.
2015; Chuang et al. 2015; Kitaura et al. 2016; Izard et al. 2018;
Balaguera-Antolinez et al. 2019; Feng et al. 2019).

SAMs (White & Frenk 1991; Kauffmann et al. 1993;
Somerville & Primack 1999; Cole et al. 2000; Benson et al.
2002; Bower et al. 2006; Benson 2012; Guo et al. 2013; Croton
et al. 2016) generally require a degree of resolution between
abundance matching and the HOD—the former is more
relevant if one wants to trace the histories of all galaxies
properly and if one wants to keep every galaxy on a resolved
substructure. This can be reduced to the less demanding
requirements of the HOD if semi-analytic methods are used to
track halo histories and the kinematics of satellite galaxies in
larger systems (Benson 2012; Jiang & van den Bosch 2016;
Yang et al. 2020; Jiang et al. 2021).

Concurrent with the development and use of the method
described here, significant progress has been made in other
data-driven approaches, particularly in empirical models that
use information from halo histories. These approaches include
extensions to the abundance matching approach like condi-
tional abundance matching, which associates color or star
formation rates with secondary halo properties (Hearin &
Watson 2013; Masaki et al. 2013; Hearin et al. 2014;
Yamamoto et al. 2015; Saito et al. 2016; Contreras et al.
2021) or that trace galaxy histories through the histories of
their halos (e.g., Becker 2015; Moster et al. 2018; Behroozi
et al. 2019) and constrain their properties with a wide range
of data.

Finally, full-physics cosmological hydrodynamics methods
(see Vogelsberger et al. 2020, for a recent review) are making
steady progress in describing the galaxy-halo connection. A
recent verification of three independent simulations examines
the satellite galaxy occupation conditioned on total halo mass
and redshift, finding a consistent form for the probability
density function (PDF) along with slightly super-Poisson
dispersion, but with mean counts varying by tens of percent
(Anbajagane et al. 2020). These simulations are computation-
ally expensive and thus challenging to use to model large
survey volumes, but they can be used to inform HOD
approaches and test SAM or empirical methods, and provide
essential input into possible modification of the dark matter
distribution from baryonic processes.

1.2. ADDGALS

ADDGALS’ combination of realism and relatively low
computational expense is due to a machine-learning style
approach that uses higher-resolution N-body simulations to
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train the galaxy—dark matter connection scales and data to train
a physically motivated model for the dependence of galaxy
properties on local density. This approach is similar in spirit to
other recent works that employ statistical learning techniques to
connect the dark matter distribution to the distribution of biased
tracers (Modi et al. 2018; Berger & Stein 2019; Ramanah et al.
2019; Troster et al. 2019; Zhang et al. 2019; Dai &
Seljak 2021). The features that ADDGALS uses are chosen to
be relatively insensitive to resolution effects in the simulations,
while still encapsulating quantities relevant to the physics of
galaxy formation.

A flowchart with the key steps of the algorithm is given in
Figure 1. The ADDGALS algorithm can be divided into two
main parts, the assignment of luminosities and the assignment
of SEDs. In the first part, we fit a model to the distribution of
galaxy absolute magnitude at fixed local overdensity using a
high-fidelity model of the galaxy-halo connection. In this
work, we use an SHAM model applied to high-resolution
structure formation simulations, but this choice is not essential.
We then use these distributions to populate a low-resolution
simulation via Monte Carlo. This process is illustrated in steps
1 through 3 in the flowchart. In the second part of the
ADDGALS algorithm, we use a conditional abundance matching
model fit to the Sloan Digital Sky Survey (SDSS) in DeRose
et al. (2021a) to assign an SED to each galaxy. Finally, we
apply observational effects to produce the complete catalog.
These parts correspond to steps 4 and 5 in the flowchart.

We demonstrate that these steps are able to reproduce the
absolute magnitude dependent two-point clustering and halo
occupation properties of the SHAM catalog. Further, we show
that they reproduce a number of additional observed properties
of SDSS galaxies, including their color distributions at a given
absolute magnitude and the qualitative trends of the observed
color-dependent clustering.

The model that is perhaps most similar to the one presented
in this work is GALSAMPLER (Hearin et al. 2020), in that it
places galaxies from a high-fidelity model of galaxy formation
run on high-resolution simulations into the halos of lower-
resolution simulations. The main distinguishing factor is the
use of halo mass as the conditional variable in GALSAMPLER,
whereas ADDGALS uses local Lagrangian density, which can
be measured in significantly lower-resolution simulations.

In this work, ADDGALS is trained on an SHAM model, but
the machine-learning style approach taken by ADDGALS
generalizes to training on other models of the galaxy—halo
connection, including hydrodynamical simulations, SAMs, or
empirical models that trace halo histories. Note that it is likely
that secondary properties of the density field will be needed
for these generalizations in analogy to secondary halo
properties and assembly bias. This flexibility combined with
modest computational requirements will enable the produc-
tion of suites of synthetic catalogs with different underlying
models for the galaxy—halo connection. These suites can then
be used to test the robustness of cosmological constraints
from surveys to underlying assumptions about galaxy
formation.

ADDGALS has been in use for some time to facilitate a
variety of applications of large-scale sky survey data, with a
particular focus on wide-area photometric surveys. A pre-
liminary description of the work was presented in Wechsler
(2004). Subsequent work using these catalogs has made use of
earlier versions than those described here; in most cases, the
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important details were described in those papers. Because of
the ability of these techniques to accurately model large, wide
surveys including realistic photometry and lensing, the range of
applications has been broad.

Catalogs produced with this method have been used
extensively in the testing, systematics assessment, and co-
analysis of galaxy cluster catalogs and results with the
MAXBCG and REDMAPPER algorithms (Becker et al. 2007;
D. E. Johnston & Sheldon et al. 2007; in preparation; Koester
et al. 2007a, 2007b; Rozo et al. 2007a, 2007b; Hansen et al.
2009; Sheldon et al. 2009; Tinker et al. 2012; Dietrich et al.
2014; Farahi et al. 2016; Varga et al. 2019; Abbott et al. 2020),
for the improvement and testing of other galaxy cluster finders
(Miller et al. 2005; Dong et al. 2008; Hao et al. 2010; Soares-
Santos et al. 2011; Bleem et al. 2015), for the development and
testing of a number of photometric redshift algorithms,
especially in the context of DES (Gerdes et al. 2010; Cunha
et al. 2012, 2014; Bonnett et al. 2016; Leistedt et al. 2016;
Cawthon et al. 2018; Gatti et al. 2018; Hoyle et al. 2018;
Buchs et al. 2019; Cawthon et al. 2020; Gatti et al. 2022;
Myles et al. 2021) and Rubin Observatory’s Legacy Survey of
Space and Time (LSST; Malz et al. 2018; Schmidt et al. 2020),
for the development of various survey analysis approaches
using weak-lensing shear (VanderPlas et al. 2012; Chang &
Jain 2014; Szepietowski et al. 2014; Becker et al. 2016; Chang
et al. 2018; Friedrich et al. 2018; Troxel et al. 2018;
Bradshaw 2019), for the development and systematics testing
of various galaxy and cluster cross correlations (Bleem et al.
2012; High et al. 2012; Pandey et al. 2019; Shin et al. 2019)
and other statistics of the galaxy and lensing spatial
distribution (Gruen et al. 2018; Friedrich et al. 2018), and
for early preparation and testing of the science prospects of the
DES (Gill et al. 2009; Davies et al. 2013; Chang et al. 2015;
Asorey et al. 2016; Park et al. 2016), the WFIRST survey
(Martens et al. 2019; Massara et al. 2021), and the LSST
survey (Mao et al. 2018) as well as spectroscopic surveys
(Saunders et al. 2014; Nord et al. 2016).

In DeRose et al. (2019a), we described the use of
ADDGALS to create a suite of synthetic catalogs for the
DES, extending the work described here to higher redshift
while including a number of additional observational effects
and presenting tests of a number of additional observables,
including those related to cosmic shear, photometric redshifts,
high-redshift galaxy clustering and lensing, and photometric
cluster finding. That suite of catalogs as well as earlier
versions were used extensively in the analysis of DES
Science Verification and Y1 data (Clampitt et al. 2017,
Krause et al. 2017; Sanchez et al. 2017; Abbott et al. 2018;
Cawthon et al. 2018; Chang et al. 2018; Davis et al. 2018;
Gatti et al. 2022; Gruen et al. 2018; MacCrann et al. 2018;
Varga et al. 2019; Abbott et al. 2020). Catalogs produced
using ADDGALS have continued to be used to facilitate DES
Y3 cosmology analyses (Buchs et al. 2019; Cawthon et al.
2020; Gatti et al. 2020; Myles et al. 2021), and a description
of the catalogs used for that work is given in DeRose et al.
(2021b).

This paper proceeds as follows. In Section 2, we describe
the simulations used in this work. In Section 3 our method of
populating simulations with galaxies in a single-band rest-
frame absolute magnitude is described. Tests of this part of the
algorithm are presented in Section 4. In Section 5, we outline
our method for assigning SEDs to simulated galaxies. The
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Figure 1. Flowchart of the ADDGALS algorithm. Observational inputs are listed in the left-hand column. In the first step, we use observed clustering and luminosity
functions to constrain an SHAM model, applied to a simulation with resolved substructures (Appendix C). In the second step, we measure and fit a model for central
galaxies given halo mass (Section 3.1) and for the dark matter density Rs given luminosity for all other galaxies (Section 3.3). In the third step, we populate a lightcone
using this algorithm. In the fourth step, we use an observed galaxy sample with luminosities, and SED properties to conditional abundance match SEDs onto simulated

galaxies (Section 5). Finally, we apply observational effects (Section 6).

method that we employ to apply photometric errors to our
simulations is described in Section 6. Tests of this method are
presented in Section 7. In Section 8 we discuss the resolution
requirements for ADDGALS. Finally, we conclude in Section 9

with a discussion of the strengths and limitations of the
algorithm and future directions of research. Throughout this
manuscript, we quote magnitudes using the AB system and
h=1.0 units.
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Table 1

Description of Simulations Used for Training and Lightcone Construction
Name Zmin Zmax Lyox Npan Mpart €Plummer Mpin
Tl training only training only 400 i~ "Mpc 20483 4.8 108~ 'M 5.5 b~ 'kpc
C250 resolution test only resolution test only 250 h~'Mpc 2560° 2.45 x10%~'M 0.8 1~ 'kpc
L1 0.0 0.32 1.05 i~ 'Gpe 1400° 3.3 x 10°%'M, 20 1~ "kpe 6 x 10%h~'M
L2 0.32 0.84 2.6 h'Gpe 2048° 1.6 x 10'"h~'M, 35 h~'kpe 6 x 102h~'M
L3 0.84 2.35 4.0 h~'Gpe 2048° 5.9 x 10Mh~'M, 53 ™ 'kpe 100 M,

Note. In this work, L2 is mainly used for resolution tests, and L3 is only used for high-redshift lightcone construction. Columns describe the simulation name, the
minimum and maximum redshifts spanned by that simulation (Zmin and zmax), although snapshots are saved at regular outputs between z = 0 — 3, the periodic box size
used to generate the lightcones (Lpoy), the number of particles used in each simulation and the particle mass (Npa and mpa), as well as the force softening length
(€plummer) and minimum halo mass that central galaxies are populated in (My;p).

2. N-body Simulations

All simulations in this work were run using the code L-
GADGET2 (Springel et al. 2005), a proprietary version of
GADGET-2 optimized for memory efficiency and explicitly
designed to run large-volume, dark matter-only N-body
simulations. We have modified this code to create a particle
lightcone output on the fly (see DeRose et al. 2019a, for
details). The cosmology of these simulations is (€2, &, 1, O3,
Hy, w)=1(0.286, 0.047, 0.96, 0.82, 70.0, — 1). Initial condi-
tions were generated with the second-order Lagrangian
perturbation theory code 2LPTIC (Crocce et al. 2006) using
linear power spectra computed with the CAMB code
(Lewis 2004). Early versions of these simulations were
generated on XSEDE supercomputers using the Apache
Airavata® workflow management framework (Erickson et al.
2012).

We use four N-body simulations with volumes of
(400 h~'Mpc )®, (1.05h7'Gpc)®, (2.6 'Gpc)’, and
(4.0 h~'Gpc )3; the simulation parameters are summarized in
Table 1. The first of these, deemed T1 (Training Simulation 1),
requires sufficient resolution that an SHAM approach can
reasonably model the galaxy distribution down to roughly
M, = —19 (see, e.g., Reddick et al. 2013; Lehmann et al. 2017).
This simulation has Ly =400 /4" Mpc and 2048> particles.
At this resolution, the SHAM catalog is not strictly complete
down to M, = —19, as subhalos that would host galaxies with
M, < —19 near the cores of massive hosts become stripped and
are no longer trackable by the halo finder, as they have too few
particles (see Reddick et al. 2013 for a detailed discussion).
However, comparisons with SDSS data show that the
resolution is sufficient to model the observed two-point
function within current observational constraints down to
M, = —19, except on the very smallest scales for the dimmest
galaxies in this sample. It also does reasonably well for
galaxies fainter than this limit (see DeRose et al. 2021a, for
further discussion). The inability to accurately model small-
scale clustering of the faintest samples is due in large part to
subhalo disruption in T1 simulation. This is discussed at greater
length in Section 8, where we compare with the €250
simulation, run with the same settings as the T1 simulation,
but in a volume of (250 &~'Mpc)?, using 2560° particles, and a
force softening of e=0.84" 'kpc. A lightcone output is not
necessary for the T1 simulation, but merger trees are required to
construct the abundance matching catalog. We save 100
simulation snapshots logarithmically spaced from z=12 to

8 https://airavata.apache.org/

z=0, which allows for the construction of accurate merger
trees.

For the three larger simulations, L1, L2, and L3 (Lightcone
Simulations 1-3), ten snapshots at redshifts

z =1{0.0, 0.10, 0.25, 0.4, 0.5, 0.7, 0.85, 1, 2, 3}

are produced, as well as lightcones with areas of 10,313 square
degrees each (one quadrant of the sky). The L1 simulation is
used to produce the simulated galaxy catalog that we compare
to SDSS in Section 7, while L2 and L3 are used solely for the
resolution tests presented in Section 8 and for high-redshift
lightcone construction, as described in DeRose et al. (2019a)
and DeRose et al. (2021b). These simulations were run as part
of the multiresolution “Chinchilla” Simulation suite; the
higher-resolution simulations were first used in Mao et al.
(2015) and Lehmann et al. (2017). When presented as
“observed” catalogs, these simulations have been referred to
as the “Buzzard” simulations.

2.1. Halo Finding

We identify halos with the Eublicly available adaptive phase-
space halo finder ROCKSTAR™ (Behroozi et al. 2013b). ROCK-
STAR is highly efficient, and has excellent accuracy (see, for
example, the halo finder comparison in Knebe et al. 2011). It is
particularly robust in galaxy mergers, important for the massive
end of the halo mass function, and in tracking substructure,
important for the abundance matching procedure applied to T1.
We use M, strict spherical overdensity (SO) masses (Bryan &
Norman 1998) here; additional halo mass definitions are output
by ROCKSTAR using these halo centers. ROCKSTAR also
outputs several other halo properties, including concentration,
shape, and angular momentum (see Behroozi et al. 2013b, for
details).

2.2. Merger Trees

For the highest-resolution T1 simulation, we track the
formation of halos using 100 saved snapshots between z = 12
and z = 0, equally spaced in In a. The gravitationally consistent
merger tree algorithm'® described in Behroozi et al. (2013c) is
applied to construct halo merger trees. This algorithm explicitly
checks for consistency in the gravitational evolution of dark
matter halos between time steps, and leads to robust tracking.
Details of the implementation and robustness tests can be found

° hups: //bitbucket.org / gfcstanford /rockstar/

' hitps:/ /bitbucket.org/pbehroozi/consistent-trees
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in Behroozi et al. (2013c¢). Using the resulting merger trees, we
are able to track the peak virial mass, Mpeqx, and velocity, Vipax
value for each identified subhalo.

2.3. Lagrangian Density Estimation

The final post-processing step for the dark matter simulations
before we can run ADDGALS is to calculate the distance to the
nth nearest particle for both identified halos and all simulation
particles. ADDGALS uses the relation P(Rs|M,, z), where R is
the distance to nth nearest particle, and »n is the number of
particles whose mass sums to M; = 1.8 x 10A~'M_. We
measure this Lagrangian density, R;, for every particle and halo
in the each of the simulations presented in this work.

3. Connecting Galaxies to the Matter Distribution

We start by describing the first part of the ADDGALS
algorithm, which populates a dark-matter-only simulation with
galaxies using a model trained on a higher-resolution simulated
galaxy catalog. The algorithm is designed to work on the matter
distribution from either a simulation snapshot or lightcone
output. A key strength of the algorithm is its ability to use
relatively low-resolution dark matter simulations. Conse-
quently, we operate directly on the dark matter particle
distribution, using the density information described in
Section 2.3 to assign galaxy properties. The algorithm is
designed to insert galaxies with single-band absolute magni-
tudes. While this quantity could be chosen to be anything that
is reasonably well correlated with density, in the present work,
we use the SDSS r-band magnitude k-corrected to z=0.1,
MY, hereafter M,.

Here we train ADDGALS to reproduce the galaxy—dark matter
connection in an abundance matching (SHAM) model. We use
the best-fit model from Lehmann et al. (2017) to assign
galaxies to dark matter halos. This procedure, including the
luminosity function and implementation details, are described
in Section A. In principle, the same type of mapping can be
tuned to other catalogs, such as those constructed with SAMs,
hydrodynamical simulations, or other empirical models.
ADDGALS is able to approximate catalogs produced by the
SHAM model because local density measurements contain
information about halo mass and halo-centric distance,
allowing for the accurate reproduction of the HOD and radial
profiles of the catalog that ADDGALS is tuned to. Limitations of
the SHAM catalog that ADDGALS is tuned to, such as the
effects of artificial subhalo disruption on the satellite popula-
tions of massive halos, are also inherited.

Broadly, this part of the ADDGALS algorithm proceeds in
two steps, described in the following subsections:

1. Central galaxies are placed on all resolved host halos
above the some minimum halo mass threshold, M,;,, as
listed in Table 1 (Section 3.1).

2. The one-dimensional PDF of local dark matter density
around galaxies conditioned on absolute magnitude
measured from the SHAM model is used to assign the
rest of the galaxies (Section 3.2).

3.1. Populating Resolved Central Galaxies

A statistical relationship between halo mass and its primary
galaxy’s absolute magnitude, p(M, cen|Myi), is assumed in
order to populate central galaxies. The mean of this distribution
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is given by

<Mr,ccn> (Mvir) - Mr,O - 25[[1 logx - (l/k)lOg(l + xhk)],
(1

where x=M,;;/M. and a, b, k, M., and M, are redshift-
dependent fitting parameters. This form was proposed by Vale
& Ostriker (2006) to match early SHAM catalogs and has been
shown to provide a good fit to observational catalogs (Zheng
et al. 2007; Hansen et al. 2009). A Gaussian scatter in absolute
magnitude at fixed mass is assumed such that a halo with mass
M,; is assigned a magnitude drawn from

p(Mr,cenleir) = N( <Mr,cen> (Mvir)» O—M,,ce“) (2)

where oy, . = 0.425, matching the scatter assumed in the
SHAM model. Tests have shown that this relation must be
applied at least for all host halos more massive than
My ~ 1083 h~ M, to accurately reproduce the projected
clustering of luminosity-selected galaxies (see Section 8 for
further discussion of resolution requirements).

Equation (1) is then fit to the SHAM catalog, constructed
from the T1 simulation, in each time snapshot over the mass
range 102 h"'M, < M, < 10 h~'M . When populating
lightcone simulations, the fit from the snapshot that is closest
to the redshift under consideration is used. Evolution in this
relation over the redshift ranges between snapshots is
negligible. Validation of this relation is described in
Appendix D. Once p(M, cen|M,i;) has been determined, it is
used to populate all central galaxies down to the halo mass
limits in Table 1 by sampling from the distribution in
Equation (2), conditioned on the mass of each host halo in
the simulation. We note that the resolution of L.1 would enable
us to go to lower masses, but this is not required to match the
clustering properties of the higher-resolution simulation
(Section 8), so we keep this limit constant between L1 and
L2 for continuity.

3.2. Populating Galaxies in Unresolved Structures

The resolution of the lightcone simulations used here is such
that central galaxies assigned using the method described above
constitute only a small fraction of all galaxies that would be
observed by deep photometric surveys. To populate the rest of
the galaxies, the relationship between large-scale dark matter
density and galaxy rest-frame magnitude, p(Rs|M,, z), is used.
Rsis defined as the radius enclosing a mass scale of
M = 1.8 x 1083 h~M_, characterizing the local dark matter
density around galaxies. For the L1 simulation, this radius
corresponds to the distance to the 538th nearest dark matter
particle. Section 3.3 describes how this relation is determined
from an SHAM catalog. This mass scale is roughly equivalent
to M,, the typical collapsing halo mass, at z=0 for this
cosmology, and thus effectively distinguishes between halos of
different biases.

In order to parallelize the ADDGALS algorithm, we divide the
lightcone simulations into domains of approximately
(200 A~'Mpc )3 in volume. This is accomplished by dividing
the sky in angle as well as redshift. In a given patch with a
redshift range of 7)o < z < Znign, We create a catalog of galaxies
with magnitudes and redshifts {M, ;, z;}, where i = 1,...,N, and
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N is the total number of galaxies, given by:

Zhi My min(2)
N= [ atY Dunmes My 2, 3
Z

Zlow dz J-

where M, nin is the faintest absolute magnitude that we populate
galaxies to, typically chosen to yield a catalog complete to a
particular observed r-band magnitude limit, and ¢, is the
luminosity function of all objects to be placed on unresolved
structures in the simulation. This function subtracts central
galaxies from the total luminosity function (which is fit to
SDSS as described in Section A) in order to avoid double-

populating bright galaxies, and thus is specified by

¢unres(Mf’ Z) = ¢(MI‘9 Z) - ¢res(M”s Z)
= ¢(Mr’ Z)

o0
— [ dMap Myl M, DM, 2, (4)
where n(M,;,, z) is the halo mass function in the simulations.
We modulate the normalization of the luminosity function by
the local dark matter overdensity,

¢i,local = ¢l(1 + 6) (5)

Here ¢; joca1 1 the normalization of the luminosity function in
the local domain i, and ¢ is the matter overdensity within the
domain. This avoids fixing the number density of galaxies on
the scale of the domain size, but can induce a scale-dependent
bias on scales of similar size to the domains. We can see the
reason for this as follows. Note that b(r) = 6,/6,,, where the
overdensities are smoothed on a radius r. Equation (5) enforces
6g(r> rdomain) :6m(rd0main)s where 6m(rdomain) is the matter
overdensity on the scale of the domain size. Thus,
b(r > rgomain) = Om(Faomain)/6m(r), and is scale dependent for
7> Fiomain- The domains are taken to be at least
(2007~ "Mpc )3, and thus the effect of this choice is negligible
for most applications. However, this choice may have an
impact on covariance matrices involving scales larger than the
domain size, which requires further investigation. The size of
these domains is chosen as a compromise between this effect
and the run time of the algorithm, as ADDGALS can be run in
parallel over each domain.

Redshifts of each galaxy, z;, are then drawn from

1 dV Mr.min
P(Z) = ﬁ d_Z . erqbumes(Mrs Z), (6)
and magnitudes, M,; are drawn from ¢, ..(M,, z;). With

magnitudes and redshifts assigned to every galaxy, densities
{Rs;} are drawn from p(Rs|M,, z;), and each galaxy is then
assigned to a particle, going from brightest to faintest, with the
closest match in redshift and density that has not already been
assigned. The details of this process are described in
Appendix C.

At this point, the described algorithm produces a catalog of
galaxies with r-band absolute magnitudes. This algorithm is a
very efficient way to generate a large-volume synthetic catalog
with faint galaxies using primarily simulations with modest
resolution. Additionally, as long as abundance matching in the
r band works well at high redshifts, we expect that the galaxy
distribution should match the clustering at a wide range of
redshifts. Note that the same algorithm can also be used to
populate co-moving snapshots by fixing z in the above
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equations to the redshift of the snapshot output. The next
section describes how p(Rs|M,;, z;) is determined from an
SHAM catalog on a high-resolution simulation.

As we show in Section 4 and Appendix D, with this
algorithm we can create a galaxy catalog that matches the
projected galaxy two-point function, HOD, conditional lumin-
osity function, and galaxy profiles in halos of a galaxy catalog
populated using SHAM in a higher-resolution simulation.

3.3. Determining the p(Rs|M,, z) Relation

The form of p(Rs|M,, z) is the crux of the ADDGALS
algorithm. We have found the following bimodal form is a
good fit to our simulations:

p(RsIM, < x, z) = p(Rs; O(x, 2))
=(1 — p)e-®RD=1)* 208 /R 270 g,
+ pe®=1*[207 [ 27 o 7

This gives the probability that a galaxy with magnitude M, < x
at redshift z has a local dark matter density, Rs. Each of this
relation’s five free parameters, O(x, z) = { i, 0., U Op p}, are
functions of galaxy absolute magnitude and redshift, and the
dependence of O(x, z) on these variables is modeled using a
Gaussian process as described in Appendix B.

Figure 2 shows the distribution of p(Rs) for bins in galaxy
magnitude and redshift (left) and galaxy magnitude and host
halo mass (right). The full distribution p(Rs|M, < x, z) in bins
of magnitude and redshift in the input SHAM model (points) is
well reproduced by the ADDGALS model applied to the T1
simulation (blue line). The reduced chi-squared values for these
fits can be large, O(10—100), but the median absolute
deviation is less than 2.5% for all redshift and magnitude bins.

The orange and green lines in this figure show the same
distributions for central and satellite galaxies in the SHAM, to
indicate which region of this distribution they populate. At low
luminosity (bottom rows), these two populations are easily
separated by density. At higher luminosity (top row), the two
populations cannot be distinguished by density; this motivates
separate modeling of bright central galaxies through
(M, con)(Myi) so that central galaxies can be distinguished
from bright satellites in massive systems.

The right side of Figure 2 shows the distribution of p(Rs) in
bins of halo mass and galaxy magnitude at redshift z =0,
P(Rs|M.;r, M, < x, z=0). Splitting the distribution in this way
gives intuition for how assigning galaxies by Rjs can
approximate assignment by halo mass, even in simulations
that are lower resolution than the relevant resolved halos. At
high mass (right column), we see that this distribution is highly
peaked toward small R; (high densities), and satellites and
centrals are easily separated in Rs space. The movement of this
peak with mass is what enables assignment by R to distinguish
between different halo masses. The smoothing scale used here,
(1.8 x 108 h~'M ), effectively distinguishes more biased
halos above the smoothing scale from lower-mass halos below
the smoothing scale (left most column), where halo bias is
relatively flat. For halos below the mass smoothing scale, the
distribution p(Rs|Myi;, M, < x, z) broadens, and there is much
more scatter in M,; when assigning by Rs. Due to this
broadening, the ADDGALS algorithm is susceptible to scattering
galaxies between different halo masses at fixed Rs. This can
lead to Eddington-like biases in HODs in ADDGALS, where
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Figure 2. PDF of dark matter densities, characterized by Ry, the radius enclosing a mass of 1.8 x 10'3~ M, for various galaxy populations in the simulations. Both
panels compare the ADDGALS distribution (blue lines) to the SHAM distribution (black points) in the T1 simulation. Dashed green and orange lines represent the
R; distributions for satellite and central galaxies, respectively, in the SHAM catalog. The left panel compares the Rs distributions for galaxies, binned by absolute
magnitude (rows), residing in all halo masses at different redshifts (columns). Fainter central galaxies tend to live in less massive halos, corresponding to large Rs,
while satellites are hosted by more massive halos corresponding to small R, leading to the observed bimodality in p(Rs ). The right panel compares the R distributions
at z = 0 for galaxies as a function of absolute magnitude (rows) and host halo mass (columns). The agreement shows that ADDGALS is able to successfully reproduce

the density distribution of the SHAM model.

galaxies that should be placed in halos with masses less than
the smoothing mass scatter up into halos with masses
approximately at the smoothing mass. However, in this regime,
halo bias is relatively flat so this scatter does not significantly
impact the projected clustering signals in ADDGALS.

3.4. Algorithm Overview
The algorithm steps can be summarized as follows:

1. High-resolution modeling: apply an SHAM model to
high-resolution N-body snapshots.
2. High-resolution training:
(a) calibrate the luminosity—density—redshift relation,
p(Rs|M,, z) from the SHAM model,
(b) calibrate the central luminosity—halo mass relation,
P(M , con| M) from the SHAM model.
3. Populating lightcone simulations:
(a) populate central galaxies based on p(M, cen| Myir);
(b) populate the rest of the galaxies based on p(Rs M,
z) and the luminosity function.

The final result is a synthetic galaxy catalog containing
positions, velocities, and single-band photometric information.
Next we validate the steps above using observations from
the SDSS.

4. Validation of the Luminosity—Density Assignment

Here, we present a number of tests validating the ability of
ADDGALS to reproduce the properties of the TI SHAM model in
the lower-resolution L1 simulation. The tests in this section
compare an ADDGALS catalog run on the z = 0 snapshot output
of the L1 and L2 simulations and an SHAM catalog run on the
z=20 snapshot output of the T1 simulation unless otherwise
noted.

The left side of Figure 3 compares the projected correlation
function of the T1 ADDGALS, L1 ADDGALS, and L2 ADDGALS
catalogs with the T1 SHAM catalog and the SDSS measurements

presented in Reddick et al. (2013). The function w,(r,, 7) is
measured in the snapshots using the Landy—Szalay (Landy &
Szalay 1993) estimator, i.e., w,(r,, ™) = (DD —2DR+ RR)/
RR, placing the observer at infinity and assuming periodic
boundary conditions, using 13 loganthmlcally spaced bins in 7,
between 0.14~ 1Mpc and 40h 'Mpc, subsequently mtegratmg
these measurements along the line of sight out to
Timax = 60 i~ !Mpc  to obtain wy(r,). Ten times as many
random points as galaxies are used to estimate DR and RR,
where the randoms are distributed uniformly in each sub-
volume. Errors are estimated via jackknife using 64 sub-
volumes for each simulation.

We use the best-fit SHAM model from Lehmann et al. (2017),
and as such, the agreement between the SHAM catalog and
SDSS is good, albeit with relatively large errors on the SHAM
measurements for the brighter samples. Details of how the
SHAM catalog are constructed are described in Section A. The
ADDGALS catalog and the SHAM catalog are consistent with
each other at most scales and magnitudes. Discrepancies
between the ADDGALS catalogs and the SDSS data can be seen
in the M, < —22 and M, < —19 measurements. Given the large
errors on the SHAM catalog for the M, < —22 magnitude cut, it
is unclear whether this discrepancy is due to a disagreement
between ADDGALS and the SHAM model, or whether ADDGALS
and the SHAM model agree well, and the SHAM model
disagrees with the data. Lehmann et al. (2017) found a
marginal preference for lower scatter at brighter luminosities,
which is consistent with the latter of these two possibilities. We
also make use of a slightly different luminosity function than
Lehmann et al. (2017), with the main difference coming at the
brightest end, where our luminosity has a shallower slope. This
may also lead to a reduced clustering amplitude in the
M, < =22 bin.

For M, < —19, the ADDGALS and SHAM catalogs are in good
statistical agreement for 7, >1h" "Mpc, but deviate signifi-
cantly from SDSS at scales r,<lh™ lMpc The SHAM model

P
suffers from artificial subhalo disruption in this regime, leading
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Figure 3. Comparison of ADDGALS clustering and bias with that measured in the SHAM model it is tuned to. Left: projected correlation functions for an SHAM
model applied to the z = 0 snapshot of the T1 simulation, and ADDGALS models trained on that SHAM run on the z = 0 snapshots of the T1, L1, and L2 simulations.
The shaded regions and error bars are the 1o errors, estimated via a jackknife procedure described in the text. Each panel shows a different magnitude threshold. The
corresponding SDSS measurements from Reddick et al. (2013) are shown for comparison. Agreement between ADDGALS catalogs based on different resolution
simulations and the SHAM model are generally good. Discrepancies between the small-scale simulation measurements and data are discussed in Section 4. Right: bias
as a function of scale for the L1 ADDGALS catalogs and the SHAM model it is tuned to, indicating good agreement. The solid lines are for all galaxies with M, < —21,

and the dashed lines are M, < —19.

to lower small-scale clustering, and the ADDGALS model has
inherited this issue through the p(Rs|M,, z) distribution.
Differences between the ADDGALS catalogs due to differences
in simulation resolution are discussed in Section 8.

The right-hand side of Figure 3 compares the behavior of
galaxy bias between the ADDGALS and SHAM catalogs. The
bias measurements are made by taking the ratio of w(r,) for
galaxies and that measured on the matter distribution in each
respective simulation. Given the agreement between the
projected correlation functions of the SHAM model and
ADDGALS, the agreement seen here is expected. A notable
feature in this figure is the scale at which the different samples
conform to a linear bias model, i.e., §,(r) = b6,,(r), on large
scales. For the fainter M, < —19 sample, galaxy bias becomes
linear in both catalogs for scales with r, > 4h~'"Mpc. For the
brighter M, < —21 sample, the SHAM catalog also appears to
behave linearly for r, > 4h~'Mpc. The ADDGALS measure-
ments are fully consistent with the noisier SHAM measure-
ments, but the smaller error bars in these measurements show
hints of nonlinear bias out to slightly larger scales. This result is
expected for this more massive galaxy sample.

We compare the radial profiles of galaxies around host halos
between the ADDGALS and SHAM catalogs in Figure 4. The
measurements from ADDGALS that are run on the T1 (light
blue), L1 (dark blue), and L2 (orange) simulations are included.
All curves are normalized so that the SHAM radial profile
equals one on the largest scale in the figure. We indicate where
we expect resolution effects in the matter density profiles of the
host halos by plotting curves below this scale with a dashed
line. This scale is approximated by five times the force
softening scale used in each simulation.

We see that these radial profile measurements exhibit
significant differences between ADDGALS and SHAM.

Above ~ 200 1~ 'kpc, the two models agree well, as expected
by the agreement between projected correlation functions for
the two models. Below this scale, in both mass bins shown
here, the SHAM catalog experiences a flattening, and becomes
inconsistent with the expectation of profiles with Navarro—
Frenk—White (NFW) functional forms shown by the black line
(Navarro et al. 1996). The NFW prediction shown here
assumes the mean host mass in the bin, the mass—concentration
relation from Diemer & Joyce (2019), and is normalized so that
it matches the SHAM curves at R,;. The reason for this
deviation from an NFW expectation for SHAM is likely artificial
subhalo disruption for halos that have close pericentric
passages (van den Bosch et al. 2018; van den Bosch &
Ogiya 2018).

We can understand the behavior of the ADDGALS measure-
ments in the following way. Under the assumptions of the
ADDGALS algorithm, it is possible to write the radial profile of
galaxies of absolute magnitude M, in a halo of mass M, as

priMy, My) o [pCIRs . Mop(Rs IM)dRs — (®)

_ fp(r|M1)P(R6 |r, My)
p(Rs |Mp)

p(r|Rs, My) is the PDF of matter particle distances to centers of
halos of mass M,, given that the particle has a local density
measurement of Rs. The first line above follows from the fact
that ADDGALS assigns a galaxy with absolute magnitude M, to
a random particle with density Rs, where Rsis a random draw
from p(Rs|M,). The second line above is obtained from the first
via application of Bayes theorem.

We see that we can express ADDGALS radial profiles in terms
of p(Rs|M,), the normalized radial profile of matter in halos of

p(Rs IM,)dRs . €))
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Figure 4. Radial profiles of galaxies in group- and cluster-sized halos for SHAM, ADDGALS T1, ADDGALS LI, and ADDGALS L2 catalogs. Columns show different
absolute magnitude cuts given by the labels in each panel, and rows show different halo mass bins. Each panel is normalized to the SHAM curves on the largest scale
plotted; uncertainties for each measurement are estimated using jackknife. The lines transition from solid to dashed at five times the force softening length of each
respective simulation in order to approximate the scale where we expect resolution to affect the matter profiles of these halos. The black line indicates a Navarro—
Frenk—White (NFW) profile for the mean halo mass in the bin, using the Diemer & Joyce (2019) mass—concentration model and normalized to match the SHAM
profiles at Ry;.. Agreement between the catalogs is generally good at scales larger than 2004 'kpc , which approximately corresponds to the scale imposed by the mass
used to calculate R;. This scale is relatively independent of halo mass, modulo changes in the mean halo concentration as a function of halo mass. Below this scale, Rs
becomes approximately constant, and the SHAM and ADDGALS profiles no longer track each other. At scales less than this smoothing scale in the less massive bin, the
ADDGALS profiles approximate NFW profiles much more closely than the SHAM catalog, which is affected by artificial subhalo disruption on these scales. On the
smallest scales depicted here, the L2 ADDGALS profiles begin to deviate near the resolution limits of the simulation, with the slope of the profiles turning over in a
characteristic manner. In the more massive bin, none of the catalogs are well described by an NFW profile. At these masses, the ADDGALS smoothing scale can probe
smaller fractions of the halo virial radius, and subhalo disruption effects that become important for satellite galaxies in the SHAM are inherited by p(R;s|M,), and thus
the ADDGALS catalogs. This causes deviations from NFW profiles for all catalogs above the ADDGALS smoothing scale. For a more quantitative discussion, see
Section 4.

mass M}, p(r|My,), the distribution of R;s as a function of halo- one-halo term. For the higher-mass bin, the smoothing scale is
centric radius, r, p(Rs|r, Mj,), and p(Rs|M;). Note that in the significantly less than R,; and so the one-halo term exhibits
limit where p(Rs|r, M) is constant as a function of r, then significantly more complicated behavior. Above the smoothing
o(rlM,, Mh) x p(r|My). This is the case on small scales scale, the ADDGALS profiles track the SHAM catalog profiles
(<200h 'kpe ), where M, the mass scale used to calculate well. At scales less than R,; but greater than the smoothing
Rs, is significantly larger than the mass enclosed within radius scale, the SHAM catalog is significantly flattened by artificial
r. This makes it clear that the flattening of the slope in the subhalo disruption, and so on these scales, the ADDGALS
ADDGALS L2 catalog on small scales (and for L1 on scales catalog inherits the same flattened profile. On scales below the
smaller than those plotted here) in the lower-mass bin of smoothing scale, the ADDGALS catalog reverts to being
Figure 4 is due to a flattening in the actual matter profiles in proportional to the matter profile, leading to the observed
halos at those scales, which is close to five times the force upturn relative to the SHAM catalog. This flattening of the
softening radii used in these simulations where such a turn over ADDGALS profiles at high mass has significant implications for
is expected (DeRose et al. 2019b). When using a higher- optical galaxy cluster finding, as it leads to a deficit of galaxy
resolution simulation like T1, this flattening is no longer seen. number densities in massive clusters with respect to that

For the lower-mass bin, this implicit smoothing scale is observed in data as discussed in Section 7.2. Additional
approximately the same size as Ry, and so the ADDGALS validation of the ADDGALS catalogs is provided in

profiles approximate an NFW profile well for the entire Appendix D.

10



THE ASTROPHYSICAL JOURNAL, 931:145 (23pp), 2022 June 1

We note that a precise match between P(Rs|M,, z) in
ADDGALS and SHAM is extremely important in achieving the
level of agreement seen in the above comparisons. Even
relatively small changes in this distribution make these matches
appreciably worse. These comparisons demonstrate the real
strength of the ADDGALS algorithm. Here, we are able produce
simulated galaxy catalogs that are complete in absolute
magnitude and reproduce observed galaxy clustering properties
using an N-body simulation that has a particle number density
only a factor of ~100 higher than the galaxy density.
Additionally, tests have shown that such an agreement is
possible for simulations with significantly lower resolution,
where the number densities differ by only as much as ~20. The
ability to create a realistic galaxy distribution on such modest-
resolution simulations allows for the creation of very large-
volume synthetic catalogs, appropriate for modeling large
photometric and spectroscopic surveys such as SDSS, DES,
and LSST, without resorting to any sort of replication
techniques or highly expensive simulations, as would be
required for most other algorithms.

5. Assignment of Galaxy SEDs

Once the galaxies have been populated with phase-space
positions and r-band luminosities, we assign SEDs to each
galaxy in the second part of the ADDGALS algorithm. While the
SED assignment algorithm was developed in conjunction with
the galaxy assignment method discussed above, the algorithm
is independent and able to operate on any galaxy catalog that
already has absolute magnitudes defined in one band. This part
of the algorithm, which is referred to as ADDSEDS (Adding
Density-Determined SEDs) when used on its own, has been
used independently from the first step of ADDGALS in previous
works, based on earlier versions of the present algorithm (see,
e.g., Gerke et al. 2013; Mao et al. 2018).

ADDSEDS assumes that galaxy SEDs are set by both absolute
magnitude and galaxy environment and uses a training set
consisting of the SDSS DR7 VAGC (Blanton et al. 2005),
whose SEDs are mapped onto the simulated galaxies. We cut
the training set to 0.005 < z< 0.2, since the bright, higher-
redshift objects and very faint low-redshift objects represent a
biased sample with respect to the rest of the population of
galaxies. The final training set consists of approximately
600,000 spectroscopic galaxies from the SDSS main sample.

For each galaxy in the simulated galaxy catalog, the set of
SDSS galaxies in a bin of M, around each simulated galaxy is
identified, and one SED is randomly chosen from this set and
assigned to the simulated galaxy. The assumed bin width
depends on M, as AM, =AM, (22.5 + M,), where AM, =
0.1, and AM, is never allowed to decrease below M, . If no
galaxy in SDSS is found, the bin width is relaxed to
AM, = AM, ((22.5 + M,)?; the latter criteria always enable
a match to be found. These bin widths have been tuned in order
to minimize discreteness effects in color space due to assigning
the same SDSS SED repeatedly to many simulated galaxies.

After this initial step, an environmental dependence of the
SED assignment is imparted on the catalog. This is
accomplished by correlating the z = 0.1 frame g — r color with
a local density proxy that can be accurately measured in
modest-resolution N-body simulations. The proxy that we have
found to work well is the distance between the galaxy in
question and the nearest halo above a mass threshold, Mj, ..
We refer to this proxy as R;,.
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In detail, g —r colors are mapped onto the simulated
galaxies by enforcing the following ansatz:

P(<g — rIM,) = P(<R,IM,) (10)

where E is a noisy version of Rj,, and the Pearson correlation
coefficient between Rank(R;) and Rank (rk;,) is set t0 reop In
doing so, we allow for an imperfect correlation between R;, and
g — r, which is necessary to match observed clustering statistics
as a function of g — r. In order to reduce discreteness effects,
P(<g —r|M,) and P(<R,M,) are computed in sliding
windows around each galaxy, such that the width of the
window in M, yields 100 galaxies with which to estimate the
above distributions. The values for Mj ., and r.,, are free
parameters of the model, tuned to reproduce color-dependent
clustering in SDSS. This work uses the best-fit values of these
parameters from DeRose et al. (2021a), where additional
implementation details for this model can be found.

This is very similar in spirit to conditional abundance
matching (CAM) models that first assign magnitudes to halos
via abundance matching, and then assign colors to galaxies at
fixed magnitude by making the ansatz that Rank(Xj)~
Rank(g — r), where Xj, is usually taken to be a dark matter
halo property such as formation time or accretion rate
(Masaki et al. 2013; Hearin et al. 2014; Watson et al. 2015).

Once a g — r value from SDSS is assigned to each galaxy,
the SED associated with that g — r value is mapped onto the
simulated galaxy as well. The galaxy SEDs are represented as
five SED template coefficients, «;, using the templates
determined to be used in the KCORRECT algorithm (Blanton
et al. 2003a) as the basis. Since some tolerance in M, is allowed
in the match between simulated and data galaxies, the SED
obtained from the data must be normalized such that it gives
the absolute magnitude originally assigned to the simulated
galaxy. This is accomplished by re-normalizing the KCORRECT
coefficients such that

!

a<
—2.5logy— = M, 5im —

i

l

Mr,train ( 11 )

where o] are the re-normalized coefficients, M, gim 1s the r-band
absolute magnitude assigned to the simulated galaxy, and
M, \rain 1s the absolute magnitude of the matched training set
galaxy. Using these coefficients, the SEDs can be integrated
over filter bandpasses in order to produce observed galaxy
magnitudes.

Here we emphasize a few key points of the algorithm. First,
we note that the training set SEDs are mapped to synthetic
galaxies without using redshift information. When combined
with the magnitude limit of our training set, this means that the
number of galaxies in the training set varies strongly as a
function of M,, with the highest density at M,~ —20.
Additionally, no galaxy evolution models are applied. In
particular, the only two ways in which we account for redshift
evolution of colors are via evolution of galaxy magnitudes
before the SED is selected (which generally brightens galaxies
with redshift), and via redshifting of the SED to determine the
observed galaxy magnitudes. We also apply a redshift- and
luminosity-dependent evolution of the red fraction of galaxies
as described in Appendix E.2 of DeRose et al. (2019a);
although, this is not important for the SDSS comparisons
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presented here. We assume both that the typical rest-frame
colors of galaxies are unchanged and that the color-environ-
ment-luminosity relation remains unchanged as a function of
redshift. Both of these assumptions are certainly incorrect in
detail. Given these limitations, the photometry that is produced
at high redshift should be treated with caution. Future
development will address these issues. Nonetheless, these
corrections work extremely well in reproducing galaxy
properties over the redshift range of SDSS. In a companion
paper extending this algorithm to higher redshifts in the context
of DES (DeRose et al. 2019a), we addressed one aspect of
galaxy evolution by adjusting the relative fraction of red and
blue galaxies (note that this was applied to a slightly older
version of ADDSEDS).

5.1. Summary of SED Assignment Algorithm

We briefly summarize the most important steps in our SED
assignment algorithm:

1. Compile a training set of spectroscopic galaxies.

2. Calculate the distance to the nearest massive halo, R;, for
each simulated galaxy.

3. Conditional abundance match g — r colors in the training
set to ﬁ;, a noisy version of Ry,

4. Use the CAM relationship to map SEDs from the training
set galaxy to the synthetic galaxy.

5. Redshift the SED and convolve with filter pass bands to
determine observed magnitudes.

Applying this algorithm results in a synthetic photometric
catalog down to some limiting absolute magnitude. Note that
when attempting to model a magnitude-limited survey, such as
SDSS, it is necessary to generate synthetic galaxies to some
limiting absolute magnitude, M, jin (2), as a function of redshift.
Because of the significant scatter in the M, — m,(z) relation due
to variation in galaxy SEDs, it is generally necessary to create
significantly more galaxies than necessary, cutting the catalog
to the appropriate apparent magnitude limit in a post-
processing step.

6. Observed Magnitudes and Photometric Errors

One of the main strengths of the ADDGALS algorithm is its
ability to produce photometry in a number of different bands
using empirically determined SEDs. In order for these
magnitudes to be useful, it is often necessary to include
photometric error estimates. These errors cause objects above
the detection threshold to scatter out of our detection limits as
well as causing many more faint objects to scatter in. Modeling
these errors appropriately can thus be important for analyses
that use galaxies close to the detection limits of their respective
surveys, which is the case for most weak-lensing analyses.

A significant challenge is the construction of an appropriate
error model that is consistent between surveys. Existing
surveys report limiting magnitudes in several inconsistent
ways. For example, some surveys report 5o galaxy magnitudes,
some report 100 point-source magnitudes, and still others
report limiting magnitudes by measuring the 80% completeness
limit.

To ensure that errors are consistently defined, we have
instead taken a pragmatic approach to calculate galaxy limiting
magnitudes. For all existing surveys, we remeasure the 100
limiting magnitude (my,) given the reported galaxy
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photometric errors using the algorithm described in Rykoff
et al. (2015). To match the full magnitude/error distribution,
we also measure an effective exposure time (f.) and an
additional parameter (X;,, described below) to encompass
variations in survey depth, seeing, and galaxy size.

Synthetic photometric errors are calculated using a relatively
straightforward method of calculating the Poisson noise for the
flux of a simulated galaxy plus the sky noise in a particular
band. Here, the total signal from these two sources (galaxy and
sky) is given by the relation:

Sgal — 1070.4(mga]72P) X et

Ssky = fgky X Leff, (12)

where my, is the magnitude of a galaxy, fy is the sky noise (in
a particular band), and z.¢ is the effective exposure time. In all
cases, the zero-point is set to ZP = 22.5, and all fluxes in the
data tables are converted to nanomaggies such that:

m =225 — 25log,f, (13)

mgy *

Finally, we note that the sky noise parameter, fuy, can be
estimated from the 100 limiting magnitude my, and the
associated fj; . :

f o flizm,l X Leff
100

where f; , is the 1 second flux at the limiting magnitude given
by Equation (12).

Given the galaxy flux and sky flux, in the simplest form, the
typical noise associated with each galaxy will be given by a
random draw from a distribution of width opjyx = /Sea + Seky-
However, in a simple model to account for variations in galaxy
size, survey depth, and seeing, we add in an additional log-
normal scatter parameter X, After taking oy, as a random
draw from a distribution of width >;;, we arrive at:

(14)

— Jlim,1>

Oflux,tot — eXP(ln Oflux + Uim)~ (15)

For most surveys, the typical value for X, is ~0.2-0.3,
equivalent to a 20%-30% scatter in effective depth. For
particular survey applications such as in DeRose et al. (2019a),
we use maps of the effective depth variation as a function of
sky position in order to more realistically model these
variations.

After taking a random draw from a distribution of width
Ofux.tor TO €ach galaxy, the total observed flux and error are
converted to nanomaggies, such that fimey = Sealobs/Tefr-
Finally, magnitudes and magnitude errors are calculated as:

Mobs = 22.5 — 2.5log,o(f,
2.5 ferr,nmgy

Merr,obs = .

IN(10) fomey

We provide galaxy magnitude limits for a number of existing
and planned surveys. Table 2 lists all of the survey magnitudes
included in our simulations, including the filters and the
limiting magnitudes for each filter. The existing surveys
included are SDSS DRS (Aihara et al. 2011), SDSS Stripe 82
co-adds (Annis et al. 2014); Wide-field Infrared Survey
Explorer (WISE; Jarrett et al. 2011); Vista Hemisphere Survey
(VHS; McMahon et al. 2013), VIDEO (Jarvis et al. 2013),
and VIKING (Sutherland 2012); and DES DR2 (DES

mgy )

(16)
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Table 2

Survey Limiting Magnitudes
Survey Limits
DECam u g r i z Y
DES DR2 10-0 24.07 23.82 23.11 22.28 20.79
SDSS u g r i z
DRS§* 20.4 21.7 21.2 20.8 19.3
Stripe82* 22.1 234 23.1 22.6 21.2
VISTA b4 Y J H K,
VHS" 20.1 19.7 19.5
VIKING® 21.6 20.9 20.8 20.2 20.2
VIDEO 25.7 24.6 245 24.0 23.5
WISE 34u 4.6 p
WISE® 17.1 15.7
LSST u g r i z Y
LSST-1 yr* 242 25.8 259 25.2 24.0 23.15

Notes. All limiting magnitudes are 100 AB magnitudes for galaxies unless

photometric errors are not provided.

# Limits appropriate for SDSS model magnitudes used for color measurements.
Limits for 2” aperture-corrected magnitudes. Magnitudes have been

converted from Vega to AB such that zag = Zyega + 0.52; Yo = Yvega + 0.62;

JaB = Jvega + 0.94; Hap = Hyega + 1.38; K ap = K vega + 1.8.

¢ Limits for MAG_AUTO. Magnitudes have been converted from Vega to AB

such that Jog = Jvega + 0.91 ; K ap = K vega + 1.85 (Blanton et al. 2005).

4 Rescaled from proposed 10 yr depth for 5o point-source detections.

Collaboration et al. 2021). We also produce magnitudes for
LSST, where 1 yr limiting magnitudes are obtained by re-
scaling the projected 10 yr depth for 50 point-source
detections."!

7. Validation against SDSS Data

We now present tests of our magnitude and SED assignment
algorithms. Here we focus primarily on the global distribution
of galaxy colors, clustering as a function of color, and radial
profiles of galaxies around clusters in the local universe,
compared to data from SDSS. DeRose et al. (2019a) presents
additional tests of the model, including additional comparisons
between our synthetic catalogs and observations of galaxy
clusters, as well as comparisons of luminous red galaxy
populations, high-redshift colors, and photometric redshifts in
the DES. All of the comparisons presented in this section use
ADDGALS run on the L1 lightcone, producing a quarter sky
(10,313.25 square degree) footprint out to z =0.32.

7.1. One-point Statistics

We first investigate the ability of ADDGALS to reproduce
color, magnitude, and redshift distributions by comparing with
the SDSS main galaxy sample. The left panels of Figure 5
show histograms of observed magnitude counts in griz bands.
The ADDGALS catalog is compared to the magnitude-limited
SDSS main sample with m, < 17.77, where the error bars
shown are computed with jackknife using regions of
approximately 200 square degrees. The agreement is good to
better than 10% to r ~ 13, with similar performance at the same
number density in the other bands. The discrepancies seen on

" https: / /docushare.lsstcorp.org/docushare /dsweb /Get/LPM-17
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the bright end are a result of the redshift evolution imposed in
our input rest-frame luminosity function in order to match DES
galaxy number densities as described in DeRose et al. (2019a).
The upturns at the faint end in griz where SDSS is very
incomplete are sensitive to the assumed photometric error
model. The u band (not plotted) performs significantly worse as
a result of the discrepancies seen in Figure 6, which we believe
are largely due to the fact that the SED templates are not fully
tuned in to u-band data.

The right panel of Figure 5 shows the redshift distribution
for galaxies in the simulated catalogs compared with those in
the SDSS DR7 main sample, using the same magnitude and
redshift cuts as the previous comparison. Error bars are
computed using the same jackknife procedure. Again we find
good agreement.

The top section of Figure 6 presents the distributions of
observedu — g, g —r, r — i, and i — z as a function of M, in our
simulations (blue), compared with those from our training set
(black). Also displayed in red are the distributions that are
obtained when reconstructing each training sample galaxy’s
magnitudes using only their KCORRECT coefficients. The same
magnitude and redshift cuts applied to the training set are also
applied to the ADDGALS catalog. Different rows in this figure
show bins of absolute magnitude as indicated by the labels.

Although the SEDs from ADDGALS are selected from a
training set of these SDSS galaxies, matches in the global color
distribution are not guaranteed. The reason for this is twofold.
First, if the joint distribution of M, and z found in SDSS is not
reproduced in our simulations, then even if p(SED|M,) is
perfect, the observed colors will not be matched by the
simulation. Second, KCORRECT coefficients are a lossy
compression of galaxy SEDs, and so when these SED
representations are integrated over bandpasses, they are not
guaranteed to exactly reproduce observed magnitudes and
colors.

For g —r, r—i, and i —z, we find very good agreement
between SDSS and ADDGALS for all magnitude bins. For
u—g, the agreement between ADDGALS and SDSS is
significantly worse for all magnitudes, with ADDGALS showing
a narrower red-sequence that is slightly shifted to low u — g
relative to the data. The reason for this discrepancy is that the
KCORRECT coefficients that are used to represent the training
set SEDs are not fit to the # band in SDSS. This means that
these SED fits do a worse job at reproducing u — g colors, even
when comparing the colors predicted from the template fits to
the observed colors on a galaxy-by-galaxy basis in our training
set (Blanton et al. 2003a). This is evidenced by the fact that the
red lines also show the same disagreement with black. The
bottom section of Figure 6 shows joint distributions of u — g
and g —r,g—rand r—i, and r — i and i — z colors. Again we
see worse performance in u — g due to the aforementioned
issues with KCORRECT model fits, but otherwise the agreement
is very good.

7.2. Color-dependent Clustering

We have shown previously in Section 4 that the correlation
function of galaxies at a given absolute magnitude can be well
matched using ADDGALS. Here we test whether the SED
assignment algorithm is able to reproduce clustering as a
function of magnitude and color by splitting our simulated
samples into red and blue subsamples and comparing again to
the SDSS DR7 main galaxy sample.
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Figure 5. Left: galaxy counts in the SDSS griz bands, for all galaxies brighter than m, < 17.7 and at redshifts z < 0.2. Black points indicate the SDSS DR7 VAGC
sample, and lines are the L1 ADDGALS simulation. Error bars are calculated via jackknife on ~200 square degree regions. The bottom panel displays the fractional
errors, where we have only plotted error bands once for clarity as they are all of approximately the same size. Right: redshift distribution for simulated galaxies
selected to match the SDSS spectroscopic sample, compared to the redshift distribution for galaxies with measured redshifts in the main sample of SDSS DR7. In each
case, the galaxies are limited by 14.0 < r < 17.7 and 0 < z < 0.2, to match the SDSS training sample used. Error bars are calculated via jackknife on ~200 square

degree regions.

In Figure 7 we compare our simulations to projected
clustering measurements in magnitude bins from Zehavi et al.
(2011), adhering to their definition of red galaxies:
g —r>0.21-0.03M,. We employ the same w,(r,) estimator
procedure as outlined in Section 4, but now distributing the
randoms uniformly over the unmasked 10,313 square degrees
covered by our lightcone simulations, drawing redshifts for our
random points to match the distribution of redshifts followed
by each galaxy sample separately. The same redshift binning as
employed by the SDSS measurements is used for each
magnitude bin. Errors on our simulations are estimated via
jackknife using ~200 square degree regions.

The trends in the SDSS data are reproduced by our
simulations, with red galaxies significantly more clustered than
their blue counterparts at fixed M,. The discrepancies between
the red and blue galaxy clustering measurements in our
simulations and those in SDSS are largely a consequence of
issues with the clustering as a function of M,, especially for the
faintest sample shown. In the bottom panel of this figure, the
measurements in the top panel are divided by the w,(r,)
measurements for samples with the same absolute magnitude
selection, but without color selection in order to remove
discrepancies caused by issues in the model as a function of
M, alone. Although the fit is not good in a chi-squared sense,
we see that most of the discrepancy in the top panel is due
to imperfect modeling of clustering as a function of M,, not
our SED assignment algorithm, although red galaxies are
still slightly under-clustered with respect to the SDSS
measurements.

Despite the reasonable performance exhibited in Figure 7,
ADDGALS is not able to reproduce the abundance of galaxy
clusters as a function of richness, A, a common mass proxy
used in analyses of REDMAPPER clusters (Rozo et al. 2011;
Rykoff et al. 2014). To see why this is, Figure 8 compares
projected galaxy profiles around REDMAPPER galaxy clusters
between ADDGALS and SDSS. The SDSS measurements are
taken from Baxter et al. (2017), and our measurements use the
same procedure as detailed there. The only difference between
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our measurements and the measurements in Baxter et al. (2017)
is that the richness cut made on the cluster catalog has been
adjusted to A > 9.3 rather than A > 20 in order to match the
abundance of clusters found in SDSS. In doing so, this figure
examines galaxy profiles around halos of similar masses in the
simulations and SDSS data. Profiles around clusters of the
same richness show much better agreement, mostly due to the
constraint that equal richness imposes on the projected galaxy
number densities at the cluster boundary.

The top panel shows galaxy profiles for three different
samples, all galaxies with M, < —19.43 in black, and galaxies
in the top and bottom quartiles of the rest frame g — r in red and
blue, respectively. At large scales, all profiles agree quite well
with the measurements in SDSS, evidencing the fact that the
number densities and biases of these samples in SDSS and
ADDGALS are very similar. On small scales, all three samples in
our simulations exhibit much shallower profiles than seen in
the data. The deficits in the red and blue samples are driven
entirely by the lack of galaxies in general on these scales, and
not an issue with the quenched fraction of galaxies as a
function of radius f,(r). This can be seen more explicitly in the
bottom panel, where we divide the red and blue galaxy profiles
by the total profiles for the simulations and data, respectively.
Here we see that the f,(r) is actually overpredicted in our
simulations for the halo mass range probed by these
measurements.

The reason for the deficit in the total galaxy profile is likely
artificial subhalo disruption in the T1 simulation, which is then
inherited by the ADDGALS model via our training process.
Higher-resolution simulations, or an orphan model in the TI
simulation, may help to remedy these issues. Indeed, DeRose
et al. (2021a) showed that the inclusion of a model for orphan
galaxies can significantly improve the ability of SHAM to fit
M, < —19 clustering measurements. This improvement is
facilitated by a large increase in galaxy occupation for
My > 10" h~M | and as such would also remedy the galaxy
number density issues in ADDGALS at the cluster mass scale.
This increase in satellite fraction boosts large-scale bias, but
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Figure 6. Top: distributions of u — g, g — r, r — i, and i — z colors (columns) in bins of absolute magnitude (rows). In all panels, the black line represents the

distribution in SDSS DR7, while the blue lines show the distributions for ADDGALS L1 catalog, and the red dashed lines show the colors predicted from the SDSS DR7
training set if reconstructed from their KCORRECT fits. Nearly all discrepancies between ADDGALS and SDSS are due to inaccuracies in KCORRECT, not our method
for assigning SEDs to our simulations, as can be seen by the good match between the blue and red lines. Bottom: color—color distribution for galaxies with m, < 17.77.
In both panels, gray contours show measurements from the SDSS DR7 main galaxy sample; blue contours show the ADDGALS catalog. Contours include 39% and

84% of the galaxies.

this is compensated for by a decrease in assembly bias, which
has the competing effect of decreasing large-scale bias, while
largely maintaining the one-halo clustering signal (see, e.g., the
top left panel of Figure 2 in DeRose et al. 2021a). This is
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because halos of higher concentration are more biased at this
mass scale, and the o parameter of our SHAM model correlates
concentration with galaxy luminosity, such that decreasing
assembly bias reduces the mean concentration of galaxy host
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Figure 7. Top: projected galaxy correlation function in magnitude-selected samples for ADDGALS applied to the L1 simulation (lines) compared to the measurements
from SDSS (Zehavi et al. 2011; points). Correlation functions binned by M, only are shown in black; red and blue galaxies are shown in red and blue. Bottom: the red
and blue clustering measurements as shown in the top panel divided by the same measurements without color selection for the ADDGALS L1 simulations and the data.
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Figure 8. Top: projected galaxy profiles around REDMAPPER clusters for red,
blue, and all galaxies with M, < 19.43. Profiles measured in L1 ADDGALS are
compared to measurements from Baxter et al. (2017). The deficit in clustering
that is seen for all samples is likely due to artificial subhalo disruption in the
SHAM model that the ADDGALS model is trained on. This effect is important at
larger scales in this measurement than in Figure 3, because it includes higher-
mass halos. Bottom: projected galaxy profiles split by color, normalized by the
profile for all galaxies. The trends in color are well captured by ADDGALS;
although, the quenched fraction f,(r) is slightly overpredicted at small scales.

halos at fixed absolute magnitude, and thus decreases the large-
scale bias. Work is ongoing to incorporate orphan galaxies into
the SHAM models that ADDGALS is trained on, but until these
improvements are fully implemented, the cluster properties in
ADDGALS catalogs must be treated with caution.
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8. Resolution Requirements of ADDGALS

Now that we have presented and validated the ADDGALS
algorithm, it is important to understand its resolution require-
ments, as the relatively modest-resolution requirements of the
ADDGALS algorithm are one of its major strengths. The left side
of Figure 3 compares the projected clustering of ADDGALS run
on the z =0 snapshots of three simulations with progressively
lower mass resolution, T1, L1, and L2, where the measurements
and errors are computed as described in Section 4. In all cases,
simulations are converged with respect to the errors on the
measurements in the T1 simulation, which has a similar volume
to the SDSS main galaxy sample. The L1 and L2 models are
also in relatively good agreement, although they show
discrepancies at the 10% level on small scales for the
M, < —22 sample and 5% for M, < —21 and M, < —20 on
scales r, < 1 h~'Mpc.

The discrepancies between ADDGALS and the SDSS data for
the M, < —19 sample are not due to an insufficiency of the
ADDGALS algorithm, but rather resolution effects in the SHAM
catalog that ADDGALS is trained on. This is demonstrated in the
right side of Figure 9, where ADDGALS models trained on two
different SHAM models are compared. One is our fiducial
SHAM run on the T1 simulation. The other is an SHAM run on
the higher-resolution C250 simulation, which was run with the
same settings as the T1 simulation, but with a simulation
volume of (250h’1M|pc )3, 2560° particles, and a force
softening of € =0.84" 'kpc. The clustering of the SHAM C250
model is increased on small scales due to reduced subhalo
disruption in the C250 simulation relative to T1. We do not
compare to the SDSS data here because the C250 simulation is
too small to use the same line-of-sight projection length of
Tmax = 60 for w,(r,) as used in the data. Instead we use
Tmax = 20 for this comparison. Nonetheless it is apparent
that the SHAM C250 model would agree with the SDSS
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Figure 9. Impact of resolution on galaxy clustering measurements in ADDGALS. Left: projected correlation functions for absolute-magnitude-limited samples of
M, < =22, =21, —20, —19 for ADDGALS models, varying the minimum mass halo mass, M,;,, used to populate central galaxies. This is the parameter that our
models are most sensitive to, and largely drives the resolution requirements for ADDGALS. Right: projected correlation functions for M, < —19 samples, varying the
resolution of the input simulation used for the SHAM model. The default T1 simulation (black) is compared to a higher-resolution €250 simulation (red); the latter
model has stronger clustering below ~ 14~ 'Mpc due to reduced artificial subhalo disruption. The ADDGALS model trained on this simulation, ADDGALS L1-C250
(yellow), also inherits this increased clustering compared to the default ADDGALS L1-C400 model (blue).

measurements on small scales. The ADDGALS model trained on
the SHAM C250 also inherits this increased clustering on small
scales. This suggests that with a sufficiently high-resolution
training simulation, or an orphan model that traces substructure
effectively until it is physically disrupted, ADDGALS could
reproduce the small-scale clustering of an M, < —19 sample
using a simulation with the resolution of the L1 or even L2
simulation.

In practice, the more important parameter governing the
convergence of the ADDGALS method for projected two-point
functions is the minimum mass to which central galaxies are
populated, M,,;,. This can can be seen in on the left side of
Figure 9. All catalogs included in this figure are run on the T1
simulation, varying M,,;, between our fiducial value of
6 x 10" and 5 x 103~ 'M_ as indicated in the legend of the
figure but keeping all other parameters fixed. In most cases, the
shifts are smaller than the errors on the measurements, but it is
clear that this parameter is a very important free parameter of
the ADDGALS algorithm, especially for brighter samples. The
dependence on this parameter hints at a breakdown in the
bright galaxy regime of our assumption that matching p(Rs|M,,
7) of an SHAM is sufficient to reproduce w)(r,) in that SHAM,
since even for a high-resolution simulation such as TI,
significant discrepancies in clustering are produced when too
many bright galaxies are populated using this relation, whereas
faint galaxies are much less affected. This breakdown is
sourced by the fact that p(Rs|My;,, M,, central) does not evolve
significantly for My, > 108 A~'M_ for bright galaxies. As
such, if we do not place centrals in halos by M,;; > 108 h='M _,
then using p(Rs|M,, z) induces significant scatter in M.,
placing galaxies that should have been centrals of lower-mass
halos as satellites in high-mass halos, thus significantly
boosting the clustering signals for bright galaxies as seen in
the left-hand side of Figure 9. The exact halo mass that we must
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populate central galaxies down to very likely depends on the
mass used to compute Rs, but we have not explored this
dependence in detail.

Finally, we expect ADDGALS to fail for simulations where
the mass scale used to define R; is too coarsely resolved by the
particle resolution. In this regime, the density estimates
produced by R; will not consistently measure similar environ-
ments in the training volumes versus the volumes used for the
synthetic catalogs. As simulations of this low resolution are
increasingly irrelevant due to advances in computational
power, we have not explored this effect in detail.

9. Conclusions

We present the ADDGALS algorithm, designed to produce
realistic simulated galaxy populations with only a modest
computational cost. To achieve this goal, we employ a
combination of empirical models of galaxy—halo connection
in high-resolution simulations with a custom, physically
motivated machine-learning model that is trained to place
galaxies into lower-resolution volumes. This combination of
techniques, which explicitly incorporates key statistical infor-
mation from the data (e.g., the luminosity function and the
distribution of colors/SED types), lends a baseline level of
realism to the output catalog. In this work, we show that we are
able to match several characteristics of the input training
catalog, including matching the clustering properties of the
input empirical model as a function of r-band absolute
magnitude and redshift. We also demonstrate that we can
produce realistic color distributions and can reproduce the most
significant trends in clustering as a function of color. Several
further comparisons are presented in DeRose et al. (2019a),
which additionally describes associated weak-lensing catalogs,
additional redshift evolution, and tests photometric redshift and
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cluster finding methodology
surveys.

The modest simulation requirements of this method have
enabled us to produce volumes of synthetic sky surveys that
would be significantly more computationally expensive with
other methods in active use. This includes, for example, the
ability to produce the large and deep sky areas appropriate for
modeling modern photometric surveys like DES, LSST,
Euclid, and the Roman Space Telescope surveys. The catalogs
created with the ADDGALS method have been used for a wide
variety of applications including tests of photometric redshift,
clustering, weak lensing, cross-correlation, and cluster finding
methodology. In companion papers, the modest computational
cost has allowed us to produce a significant number of such
catalogs, e.g., tens of full area and depth realizations, which
have be used to statistically test the performance of precision
cosmological probes in the DES (MacCrann et al. 2018;
DeRose et al. 2019a, 2021Db).

One of the distinguishing features of ADDGALS’ machine-
learning model is that it uses a hand-crafted parameterization as
opposed to a more generic functional form (e.g., a tree
ensemble or neural network). This parameterization is
constructed specifically to fit the simulation data, especially
near the tails of the distribution where some extrapolation is
needed. Looking ahead, generalizations of the ADDGALS
algorithm that employ more traditional machine-learning
models may be able to achieve better performance, but it is
likely that special attention will need to be paid to how these
models extrapolate beyond the training data. This lesson is
likely quite general for any machine-learning model of this
type, given that high-resolution simulations typically sample
less volume of the universe than lower-resolution ones.

This method is not without limitations. In particular, it has
difficulty precisely reproducing the small-scale clustering
measured from SDSS of the faintest galaxy samples considered
in this paper. This issue is likely inherited from artificial
subhalo disruption in the simulation that ADDGALS is trained
on. This deficit in clustering leads to a low normalization of the
HOD and a deficit of galaxies at the cores of cluster mass halos
with respect to observations (DeRose et al. 2019a). The
realistic properties of galaxy cluster populations do enable us to
run modern cluster finders on the simulated data, but the lack of
galaxies in the central regions of massive groups and clusters
leads to an offset in the mass—richness relation that can hinder
some use cases related to important cluster selection systema-
tics. This can be remedied with the inclusion of orphan galaxies
in our SHAM model, and this work is currently being
undertaken.

Additionally, our SED assignment algorithm requires a
representative sample of observed galaxies from which to draw
SEDs in order to accurately reproduce galaxy colors. If there
are SEDs that appear at high redshift, or fainter absolute
magnitudes, that are not present in our low-redshift SDSS
training set, then the assumptions used by ADDGALS to
populate SEDs will be broken. We showed here that in the
local universe, these assumptions can also be broken outside
the wavelength range where the SED templates are well tuned,
and we urge some caution for this reason in using bands
outside of the rest frame g through Y bands. For a discussion of
the extent to which these assumptions are broken in DES, see
DeRose et al. (2019a). We expect that significant progress can

in higher-redshift synthetic
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be made in these areas especially using data from larger, deeper
spectroscopic surveys to train the model.

A final significant issue with this methodology compared to
more accurate methods based on fully resolved halo sub-
structures and their histories (including hydrodynamical
models, SAMs, or empirical models based on high-resolution
merger trees) is that it may lack important correlations that are
expected in such models. These could include, for example, the
correlated properties of both central and satellite galaxies with
each other and with the larger-scale environment.

Given the size of ongoing and upcoming surveys, and their
demands for accurate reproduction of galaxy magnitudes,
colors, and spatial clustering, it is likely that techniques that
combine empirical methods with machine-learning methods in
order to reduce computational cost will remain a necessary tool
for precision cosmology for the foreseeable future. They will
also provide a very useful complement to higher-fidelity
simulations that can be produced over smaller volumes. It is
thus worth considering how to mitigate some of the limitations
discussed above, and active work in each of these areas is
ongoing.

ADDGALS data, including a one-quarter sky simulation out to
7= 2.35 to a depth of » =27, with magnitudes appropriate for
modeling several surveys including SDSS, DES, VISTA,
WISE, and LSST, are available athttp://www.slac.stanford.
edu/~risa/addgals.
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Appendix A
Constructing the Training Galaxy Catalog with Subhalo
Abundance Matching

In this work, we use subhalo abundance matching (SHAM;
e.g., Conroy et al. 2006; Behroozi et al. 2010; Wetzel &
White 2010; Reddick et al. 2013; Lehmann et al. 2017) to
construct the training data for the ADDGALS model. Specifi-
cally, we employ the model described in Lehmann et al. (2017),
placing galaxies into resolved halos and subhalos by matching
the number density of galaxies as a function of absolute
magnitude with that of the dark matter halos or subhalos as a

Vmax

(&3
. The quantities v, and v, are
T

function of v, = vvir(

evaluated in this equati(;n at the time when the halo is accreted
onto a larger halo. We take o =0.684 and o(M,|v,) = 0.425.
The parameter o can be thought of as determining the
concentration dependence of a halo’s rank ordering, with
larger o giving higher-concentration halos a higher rank at
fixed mass. The choice to evaluate the velocities used to
calculate v,, at the epoch when the halo is accreted onto a larger
halo is based on the idea that a galaxy’s stellar mass should be
much less susceptible to stripping than the outer regions of its
dark matter halo (Conroy et al. 2006; Reddick et al. 2013).

SHAM models generally require a single observational
input, the redshift-dependent galaxy luminosity function (LF)
in a given band. We find that a pure Schechter function is
insufficient to model galaxy luminosities for our purposes. At
bright luminosities, there are significantly more galaxies than a
pure exponential model would predict (see, e.g., Blanton et al.
2003b; Bernardi et al. 2013). In particular, the steep bright-end
slope of a Schechter function results in a very flat mass—
luminosity relation for brightest-cluster galaxies when using
abundance matching, a relation that is inconsistent with
observations (e.g., Hansen et al. 2009; Kravtsov et al. 2018; To
et al. 2020). Using a luminosity function that more closely
matches observations relieves this tension.

19

Wechsler et al.

Table 3
Parameters of the SDSS DR7 r-band z = 0.05 Luminosity Function as Defined
by Equation (17)

b1 0.0156 + 0.032~" Mpc

®2 0.00671 + 0.000294 " Mpc
a ~0.166 + 0.041

a —-1.523 +£0.01

M, —19.88 + 0.03-5log(h)
b3 (3.08 £ 3.24) x 107°A~" Mpc
My, —21.72 £ 0.52-5log(h)
Tpi 0.484 £ 0.192

We measure the luminosity function directly using data in
the SDSS DR7 VAGC, using the same method outlined in
Reddick et al. (2013). To this measurement, we fit a modified a
double-Schechter function with a Gaussian at the bright end, as
given by

O(M) = 0.41In(10)e~ 10 """ 10-04M-M(+D

+ 0.41In(10)e~ 107" 5 10~ 04M M) (az+ 1))

—(M—M;)?
2(7%,,-

+ [ S—
\/2770,2”- ‘

At z=0.05, we find that Equation (17) with parameters
listed in Table 3 reproduces the observations extremely well.
We also include evolution in this luminosity function with
redshift by allowing for evolution in ¢;, M., and M;; of the
form:

a7

1 1
M/ (2) = My snio + S 18
% /0i (2) % /hi,0 Q(l+z 1'1) (18)

and
¢:(2) = ¢, + Pz (19)

The value of P is taken from Cool et al. (2012), but Q is fit to
match counts as a function of magnitude from DES Y1 data.
This evolution is constrained to be very small over the redshift
range relevant to the current work. We refer readers to DeRose
et al. (2019a) for more details related to how this evolution is
constrained.

With the luminosity function above, we use SHAM to
populate all 100 snapshots of the T1 simulation. Our catalogs
are complete down to roughly M, — Slog(h) = —19 in the T1
simulation and provide an excellent fit to the observed SDSS
magnitude dependent two-point correlation function as mea-
sured in Reddick et al. (2013). A comparison of the SHAM
algorithm applied to the T1 simulation with SDSS data is
shown in Figure 3, and is described further in Section 4.

Appendix B
Modeling p(Rs|M,, z)

In order to determine O(x, z) (see Equation (7)), Rsis
measured at the position of each galaxy in the SHAM catalogs.
The function p(Rs |M, < x;, z;) is then determined, where the
hat denotes that this is a measured quantity in the ith magnitude
bin and jth snapshot, using magnitude bins with width
AM, = 0.1 between —23 < x; < —18 in the 56 snapshots with
7;<25. p(Rs M, < x;, zj) is used rather than p(Rs |M, =
X;, z;), because the former quantity is significantly less noisy


http://www.sdss.org/.

THE ASTROPHYSICAL JOURNAL, 931:145 (23pp), 2022 June 1

Wechsler et al.

M, < =208

C05F 4 M.o<-215
0.0F

< _(0FRE £2== ===
i 00: I 1 L L PR
- 1.0F

“’; i M, < —20.2

[

— 0.5f

b n L 1 1 1 1 L L

@ i M, < —18.9

~ 3_

=~ I

=)

02

<

0.0 0.5

10

z

Figure 10. Parameters of the model for p(Rs|M,, 2), 0c, 0y fic, ji, and p, as a function of redshift and magnitude. Lines show the Gaussian process model for this

redshift and magnitude dependence.

for bright magnitudes, and we have found that this allows for
more robust estimation of the parameters in Equation (7).

Equation (7) is then fit to each magnitude cut, x;, and
redshift, z;. In practice, we do not fit for ©, instead opting to
perform the fit in a basis where the parameters have minimal
covariance. To achieve this, p(Rs |[M, < x;, z;) is first fit using
the original set of parameters, ©, maximizing the likelihood
given by

L =NpRs M, < xi, 7)) — p(Rs ; O(x, 2)), 5i)),  (20)

where fl,;j is the covariance matrix of p(Rs M, < x;, zj)
between each Rsbin. The covariance matrix is estimated via
jackknife using 125 equal volume subregions of the TI
simulation. This procedure allows for the estimation of the
parameter covariance matrix, 7, as the mean of the parameter
covariance matrices for each redshift and magnitude bin, 7;;.

The function p(Rs |M, < x;, z;) is then fit to each magnitude
and redshift bin again, this time performing the maximization
over the parameter space defined by

©' = PO, 21

where P is the change of basis matrix that diagonalizes T,
yielding a set of estimated parameters for each magnitude and
redshift bin, 6),"! j~ In-order to smoothly interpolate between these
as a function of M, and z, a Gaussian process is fit to the set of
9,’-,]-. With the Gaussian process model, (:)/(x, 7), it is possible to
predict p(Rs M, < x,z) = p(Rs ; T~'0'(x, z)). Figure 10
shows the Gaussian process fits to the parameters of this

20

model, and shows the parameter trends with redshift and
magnitude.

Appendix C
Sampling from p(R;|M,, z)

Here we describe how we draw samples of densities, Rg,
from p(Rs|M,, z), where M, and z are the absolute magnitude
and redshift of a galaxy in our simulation. It is trivial to convert
random samples from a uniform distribution into samples from
an arbitrary one-dimensional probability distribution function,
using the cumulative distribution function (CDF) of the PDF,
which can be obtained by numerically integrating the CDF. The
difficulty in our case is that we do not have direct access to
P(Rs|M,, z), but rather to p(Rs|M,. < x, z), since this quantity can
be measured with significantly less noise in our simulations
than p(Rs|M,, z). This is particularly true for the brightest
galaxies since there are few of these in the training simulation.
Because we know the average luminosity function in our
training simulation, we can convert p(Rs|M,. < x, z) to p(Rs|M,,
7) using:

1
p(Rﬁer) = E[N(x + §Mr)p(R6|Mr < x + oM,)

— Np(RslM, < )] 22)
_IRiM) o3
Zz
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where nearest to M,; and z; and sample from the appropriate p(R;
|M,, z) to draw a density.
7= f dRs T(Rs|M,). 24)
. - Appendix D
We have dropped the zMargument to all functions for legibility, Halo Occupation Statistics in ADDGALS
_ r / N - .
and \'Nhere N M) - f_o_o dM, ¢(M;) is the cun'lulatlve number Here we discuss the halo occupation statistics of the ADDGALS
density of all galaxies brighter than M,. In practice, we evaluate method compared to the SHAM model, applied to the T1 high-
P(Rs|M,, z) on a grid of redshift and absolute magnitude using resolution training simulation. The top-left panel of Figure 11
Equation (22). For the ith galaxy, we choose the grid point shows a comparison of the p(M, cen|Mhao) as measured in the
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Figure 11. Comparison of halo occupation statistics between the ADDGALS L1 model (blue) and the SHAM model it is tuned to (red; based on the T1 simulation). Top
left: central galaxy r-band absolute magnitude as a function of host halo mass. Top right: HOD for four magnitude-limited samples. The solid lines show total HODs,
the dashed lines show central HODs, and the dashed—dotted lines show satellite HODs. Error bars shown are the jackknife error bars for each catalog. Bottom left:
conditional luminosity function (CLF) for four bins in halo mass (the average log(h~'M) in the bin is labeled in each panel). The dashed lines are central luminosity
functions, the dashed—dotted lines are satellite luminosity functions, and the solid lines are the sum of the two. Error bars indicate the jackknife error bars for each
catalog. Bottom right: satellite fraction for galaxies in halos in four mass bins as a function of r-band absolute magnitude. For reference, the black line shows the
satellite fraction in the T1 SHAM catalog for all halos with log,, M., > 12.8.
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z=0 snapshot of the TI SHAM catalog and the relation in an
ADDGALS catalog run on the z = 0 snapshot of the L1 simulation.
The agreement seen here is validation that the model in
Equation (1) describes this relation well. The small discrepancies
seen at the bright end can be explained by differences in the
assumed functional forms. The ADDGALS model for M, cen(Myir)
is a broken power law, which does not perfectly fit the relation
measured in the SHAM model at the bright end. The luminosity
function employed when creating the SHAM catalog assumes a
Schechter function plus a Gaussian component at the bright end,
and the Gaussian component leads to a deviation from a power
law for M, < —22. The functional form for M, . (M,;) used in
ADDGALS was derived in Vale & Ostriker (2004) assuming a
pure Schechter function, and is fit well by a pure power law for
M, < —22. This difference may give rise to slight discrepancies
in the probability that the brightest galaxy in a cluster mass halo
is the central galaxy between the SHAM and ADDGALS models.

We compare the HODs and conditional luminosity functions
(CLFs) measured in the SHAM and ADDGALS catalogs. Since
SHAM has been shown to provide a good match to the
observed CLF (Reddick et al. 2013), this comparison tests the
assumption that the p(Rs|M,, z) relation is sufficient to recover a
range of properties of the galaxy distribution and its relation to
the underlying halos. In the top-right panels of Figure 11, we
compare the HOD as measured in the ADDGALS L1 catalog and
the SHAM catalog. ADDGALS largely agrees with the SHAM
catalog, with some minor differences appearing around
10h~'M _, where ADDGALS overpredicts abundances of
galaxies with respect to SHAM. The reason for this is because
at masses below the smoothing scale used to measure R; (i.e.,
1.8 x 1013h_1M@), P(Rs|M,) becomes much broader and thus
is less able to disambiguate between halos of different masses.
Due to the power-law halo mass function at low mass, galaxies
that should have been placed in low-mass halos can then
scatter into higher-mass halos, leading to the excess seen
in the ADDGALS HOD measurements compared with the
SHAM HODs.

The bottom-left panel of Figure 11 shows a comparison of
the CLF of galaxies in bins of halo mass. Again, ADDGALS and
the SHAM catalog are largely in agreement with each other,
except for the lowest-mass bin we consider, where a similar
Eddington-like bias is at play. The bottom-right panel of
Figure 11 shows a comparison of the fraction of galaxies that
are satellites as a function of magnitude in the same mass bins
as those used to measure the CLF. The satellite fraction for all
galaxies in halos with M, > 5 x 10?27!M_ is included in
black for reference. At bright magnitudes, ADDGALS slightly
overpredicts the satellite fraction in the lowest-mass bin shown,
and slightly underpredicts the bright-end satellite fraction for
more massive halos, but these differences are small.
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