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Abstract 

Ecological causes and consequences of Sea Star Wasting Syndrome on the Pacific 

Coast 

By 

Monica M. Moritsch 

 

Disease outbreaks are becoming more frequent as anthropogenic changes to 

ecosystem function stress species and create conditions favorable for pathogen 

infection. Marine outbreaks that were once locally constrained are re-emerging as 

large-scale epidemics with heightened mortality, decimating populations across 

multiple ocean basins. Effective prediction of future disease impacts requires a better 

understanding of their causes and consequences. In this dissertation, I explore the 

connections between environmental conditions, recovery of decimated host 

populations, and multispecies interactions to examine how a marine epidemic affects 

marine communities. I focus on a recent Sea Star Wasting Syndrome outbreak in 

rocky intertidal habitats along the Pacific coast of North America, with emphasis in 

Central California. Sea stars are an iconic intertidal species to many coastal visitors. 

Their absence has generated heightened public awareness of current challenges to 

ocean health, providing many opportunities for engagement in the process and 

outcomes of ecological research. 



x 
 

In my first chapter, I use data from long-term ecological monitoring to assess 

the recovery of sea star populations and predation pressure in the years immediately 

following the outbreak. I show that while sea star numbers are rebounding, these 

populations are made of smaller individuals that do consume the same amount of 

food. In my second chapter, I explore potential conditions associated with outbreak 

timing using data from citizen scientists and researchers combined. I identified 

associations between Sea Star Wasting Syndrome appearance, low tide exposure 

duration, proximity to other infected sites, and chlorophyll a concentration, though 

the relative importance of these factors varied across geographic regions of the coast. 

In my third chapter, I take advantage of a natural experiment created by the loss of 

predatory sea stars to measure the consequences of the outbreak on the intertidal 

community. I found that while mussels, the sea stars’ primary prey, had increased 

their coverage, they had not displaced the species living below the mussel bed. At 

local field sites, mussel increases were positively correlated with mussel recruitment 

and not pre-outbreak sea star levels. However, a coast-wide scale, pre-outbreak sea 

star density was positively correlated with pre-outbreak sea star density. Finally, I 

conclude with key insights from this work. My dissertation provides evidence that sea 

star wasting does not have uniform causes or population-level and community-level 

consequences across coastal regions. I discuss the value of long-term ecological 

monitoring and citizen science as critical information sources in the process of 

evaluating disease impacts.  
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Introduction 

Broad context 

The number of marine disease outbreaks has increased over the past few 

decades (Ward and Lafferty 2004, Scheibling and Lauzon-Guay 2010). Disease 

incidence is expected to continue rising in the near future, as climate change, habitat 

degradation, and global transport of hosts and pathogens create new conditions that 

favor pathogen spread (Harvell et al. 1999, Altizer et al. 2013, Burge et al. 2014). 

Epidemics, widespread disease outbreaks that kill or harm large proportions of a 

host’s population, can have far-reaching effects on ecological communities. By 

causing severe declines of infected host populations, diseases modify species 

interactions and disrupt relationships between predator-prey pairs, competitors, and 

mutualists (Hatcher et al. 2006). Epidemics can even produce complex cascades of 

indirect effects throughout the community’s interaction web (Selakovic et al. 2014).  

Predicting the impact of diseases presents a multifaceted challenge that 

researchers must confront from several angles. First, population biology studies of 

infected taxa typically aim to quantify the losses and recovery dynamics within a 

single infected species (Fouchet et al. 2009, Froeschke and Von der Heyden 2014, 

Jousimo et al. 2014). These studies detect where diseases have had greatest impacts to 

host populations and which populations recover. This informs us of the spatial 

patterns of impact, identifying the areas critical for further investigation of conditions 

surrounding infections. Next, disease ecology research has traditionally focused on 
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host-pathogen-environment dynamics, seeking to identify ideal conditions for 

infection appearance and spread (Anderson and May 1991, Snow et al. 2004, Keesing 

et al. 2006, Piccinali et al. 2009). Environmental conditions define the optimal 

locations for epidemics by controlling the physiological performance of hosts and 

parasites (Lafferty and Kuris 1999). Lastly, community ecology has historically 

viewed disease as a special subset of predation due to pathogens’ status as an 

antagonist of the host species. Impacts to community structure and biodiversity are 

predicted based on interaction strengths of the infected host with other species 

(Bascompte and Jordano 2007, Smith et al. 2009).  

In the next three chapters, I apply all three approaches to understand how 

disease shapes rocky intertidal ecosystems. This narrow band between dry land and 

constant saltwater submergence is ideal for observing disease-driven changes because 

intertidal communities are compressed into a small physical space, making changes in 

host populations and species distributions apparent (Connell 1972b). Due to their 

accessibility and proximity to terrestrial habitats, rocky intertidal habitats also face 

many anthropogenic threats, including trampling, oil spills, shoreline development, 

and pollutant runoff (Rice et al. 1993, Thompson et al. 2002, de Nesnera 2016). 

Starting in summer 2013, an epidemic of Sea Star Wasting Syndrome (SSWS, 

also referred to as Sea Star Wasting Disease) caused major declines of the keystone 

species Pisaster ochraceus, and affected over 20 other species on the Pacific coast 

(MARINe 2013). Infected individuals develop twisting arms and white lesions on 

their body. As these symptoms progress, individuals experience substantial tissue 
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decay and arm loss, often leading to death (Hewson et al. 2014, Fuess et al. 2015). 

Previous outbreaks on the Pacific coast occurred on smaller, regional scales (Eckert et 

al. 2000, Bates et al. 2009); the widespread geographic extent of the 2013-present 

outbreak from Alaska to San Diego is unprecedented (Miner et al. 2018). Populations 

in many locations were reduced by 90 to 99% (Miner et al. 2018). Sea stars serve as 

top predators in several marine ecosystems, and their near-absence could potentially 

cause drastic changes to prey populations (Paine 1966, 1969a, 1974a). 

Many details about SSWS remain unknown. It is questionable whether SSWS 

technically meets the criteria necessary to be considered a true infectious disease (I. 

Hewson, pers. comm.), though for the purposes of this work, I will assume that SSWS 

is a disease. We currently do not know if SSWS is caused by single pathogen, a 

collection of pathogens, or is a complex organismal response to stress followed by 

secondary infection (Hewson et al. 2018). This hampers our ability to make 

mechanistic predictions about the impacts of future outbreaks. Instead, we must rely 

on patterns observed in past outbreaks and commonalities observed across infection 

sites in the current epidemic. Fortunately, the Pacific coast of North America has a 

strong history of long-term ecological monitoring with rich pre- and post-SSWS data 

for intertidal habitats. Researchers also took the initiative to establish a citizen science 

program to observe SSWS spread in progress. Members of the public visited 

tidepools to capture far more disease observations than would have been possible 

relying on research teams alone. These efforts provide a wealth of insight on the pre- 

and post-SSWS state of sea star populations, creating a data-rich system in which to 
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study how a marine epidemic affects intertidal communities. 

 

Dissertation outline 

In Chapter 1, I assess large-scale recovery patterns of sea star populations 

and sea star predation pressure relative to pre-SSWS levels. I estimate sea star 

numbers and biomass as a proportion of the long-term, pre-SSWS average to infer 

which biogeographic regions of the Pacific coast are regaining predation pressure and 

which are not. I show that despite sea star counts approaching pre-SSWS levels in 

some regions, biomass, and by extension predation pressure, was still far below the 

long-term mean. I also highlight differences in post-SSWS predation pressure 

between regions. I then discuss potential reasons for these discrepancies in recovery, 

including sea star recruitment and juvenile mortality. These results can improve 

predictions of which locations are most likely to experience community change due to 

reduced abundance of a keystone predator.  

In Chapter 2, I use citizen science disease observations to explore potential 

environmental conditions associated with the SSWS outbreak. Using a survival 

analysis modeling framework, I estimate how natural and anthropogenic inputs shape 

the probability of SSWS infection both within regions and across the Pacific coast. At 

a coast-wide scale and within multiple regions, I identify that SSWS infection 

probability is negatively associated with distance from the nearest infected neighbor 

site and positively associated with duration of low tide exposure. Additionally, I show 

that chlorophyll a was positively associated with SSWS infection in multiple regions 
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but not on a coast-wide scale. No single factor could strongly explain infection 

probabilities in other regions. These results contradict previous hypotheses that warm 

water temperatures drive SSWS appearance, at least on a large spatial scale. Instead, 

they call attention to potential thermal stress during emersion. 

In Chapter 3, I take advantage of a “natural experiment” to assess the 

consequences of SSWS for intertidal communities in the four years after the outbreak. 

In a six-site field study on the Central California coast, I examine whether mussel 

beds are expanding, whether mussels are growing larger, and whether the overall 

rocky intertidal community composition is changing in the near-absence of a 

keystone predator. I test whether changes in the extent of the mussel bed are 

associated with pre-SSWS sea star levels. I complement these small-scale detailed 

surveys with a large-scale multi-region assessment of how mussel cover relates to 

pre-SSWS sea star density based on long-term monitoring surveys. I provide evidence 

that mussel beds have moved down since the SSWS outbreak, likely due to a 

combination of juvenile mussel recruitment and adult mussel movement. Across all 

regions, but not within my Central California surveys, these changes were related to 

pre-SSWS sea star levels, underscoring how ecological processes differ across spatial 

scales. Mussel bed expansion did not eliminate low-zone intertidal communities, 

though it did reduce space available for these communities. These results add to a rich 

discussion on the importance of keystone predation to community composition. 
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Chapter 1: Reduction and recovery of keystone 

predation pressure after disease-related mass mortality  

 This chapter was originally published in a peer-reviewed journal. It is 

reproduced here in its entirety for this dissertation. Reproduced with permission under 

the Creative Commons license (http://creativecommons.org/licenses/by/4.0). The 

original citation is as follows: 

Moritsch, M. M., and P. T. Raimondi. 2018. Reduction and recovery of keystone 
predation pressure after disease-related mass mortality. Ecology and 
Evolution: 8, 3952-3964. https://doi.org/10.1002/ece3.3953  

 
References are listed here for inclusion in overall bibliography: 

(Paine 1966, Estes et al. 1978, Lessios 1988) (Ling et al. 2009, Hamilton and Caselle 2015) (Feder 1956, Brodeur 
1991) (Sewell and Watson 1993, Hart 2010) (Blanchette et al. 2005). (Strathmann 1978) (Frontana-Uribe et al. 2008) 
(Montecino et al. 2016). (Scheibling 1994). (Miner et al. 2006) (Raimondi et al. 2002, Miner et al. 2006).  (Pfister et al. 2016) 
(Sanford 2002a, Phillips 2007, Kroeker et al. 2016). (Sanford 2002a, Phillips 2007, Kroeker et al. 2016). (Sousa 1984, Menge et 
al. 1994, Phillips 2007) (Feder 1956, Landenberger 1968, Mauzey et al. 1968). (Broitman et al. 2008), (Menge et al. 2016). 
(Bellwood et al. 2012, Hamilton and Caselle 2015) (Selakovic et al. 2014). (Wood et al. 2007). (Ponton et al. 2011, Sato et al. 
2012) (Groner et al. 2014) (Lessios 1988, Anderson and May 1991, Leighton et al. 1991, Hughes et al. 2002, Rockwood 2006). 

(Harvell et al. 1999, Baker-Austin et al. 2012, Burge et al. 2014). (Harvell et al. 1999, Mydlarz et al. 2006) (Menge 
1995, Hughes et al. 2002, Smith et al. 2009) (MARINe 2013, Hewson et al. 2014) (Eisenlord et al. 2016, Menge et al. 2016) 
(Paine 1966, 1974b). (Feder 1956, McClintock and Robnett 1986, Robles et al. 2009) (Menge and Menge 1974, Robles et al. 
2009) (Suchanek 1986, Lafferty and Suchanek 2016) (MARINe 2008) (Strathmann 1978, George 1999). (Stickle et al. 1992, 
Harley et al. 2006, Frontana-Uribe et al. 2008). (Sewell and Watson 1993, Keever et al. 2009). (Feder 1970) (MARINe 2014) 
(Petes et al. 2008, Fly et al. 2012). (Robles et al. 1995). (Feder 1959, Menge and Menge 1974). (MARINe 2013, Menge et al. 
2016) 
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Chapter 2: Environmental contributors to timing of Sea 

Star Wasting Syndrome appearance in North America 

Abstract 

Predicting and responding to epidemics requires detailed understanding of the 

conditions promoting their emergence. For disease outbreaks to escalate from 

background levels of mortality to widespread high-mortality epidemics, susceptible 

hosts and appropriate conditions for the pathogen must coincide in the space and 

time. Since summer 2013, an epidemic of Sea Star Wasting Syndrome (SSWS) has 

been documented in intertidal and subtidal echinoderm species over most of the 

Pacific coast and some of the Atlantic coast of North America. Previous outbreaks, as 

well as the most recent one, have reduced intertidal and subtidal sea star populations 

to near-absence in many locations. It is currently unclear what conditions induced the 

epidemic. To identify factors associated with SSWS emergence, we combined 

intertidal sea star health surveys, citizen scientist disease reports, and data on natural 

physical stressors or anthropogenic disturbances at infected and non-infected sites. 

We modeled potential relationships between environmental variables, anthropogenic 

variables, and the risk of SSWS occurrence using a Cox Proportional Hazards Model. 

On a coast-wide scale, the leading models suggested that probability of SSWS 

infection is negatively associated with distance (positively associated with proximity) 

to the nearest infected neighbor site and positively associated with hours of afternoon 

low tide exposure. At a regional scale, these same variables were associated with 
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SSWS infection in the Salish Sea and the California Channel Islands. In contrast, 

chlorophyll a concentration was positively associated with SSWS in Central 

California and negatively associated with SSWS in the Channel Islands. While these 

factors might not necessarily cause SSWS, they might identify conditions that 

increase host susceptibility by inducing physiological stress, increasing proximity to 

pathogen reservoirs, or providing conditions that favor growth and reproduction of 

the underlying pathogen. Understanding the factors associated with SSWS will allow 

us to predict where this epidemic and its ecological consequences are most likely to 

occur. 

 

Introduction 

Diseases are a major cause biodiversity decline and disruption of ecological 

function (Hughes 1994, Harvell et al. 1999, Smith et al. 2006, Selakovic et al. 2014). 

Predicting when and where epidemics might happen is fundamental to disease 

management, yet we have a poor understanding of how large-scale disease outbreaks 

emerge (Groner et al. 2016). To improve our ability to predict and prevent epidemics, 

we need to investigate the causes of disease and conditions promoting outbreaks 

(Harvell et al. 1999, Rogers and Randolph 2003, Groner et al. 2016). Infectious 

diseases require three factors to be able to spread: a pathogen, a susceptible host, and 

environmental conditions beneficial to pathogen invasion and reproduction (Snieszko 

1974). Many marine pathogens are continually present in marine environments at 

sufficient levels to cause disease, yet host populations experience variable levels of 
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disease prevalence and severity through time. These dynamics are in part related to 

changes in optimal conditions for host and pathogen health (Altizer et al. 2013). 

Natural physical conditions and anthropogenic activities influence host physiology 

and their susceptibility to illness. Stressful external environments frequently reduce 

host immune functions (Meentemeyer et al. 2004, Gálvez et al. 2011, Chen et al. 

2012). Simultaneously, these conditions impact pathogen physiology and their 

abilities to invade hosts and reproduce (Anderson 1987, Altizer et al. 2013). Changes 

in conditions can also shift a host’s relationship with mutualistic or amensalistic 

microfauna from positive or neutral to pathogenic (Thompson 2005, Bourne et al. 

2009). Understanding the relationships between environmental conditions, human 

activities, and host susceptibility is critical to prediction of epidemics. 

Sea star wasting syndrome (SSWS) has affected over 20 species of sea stars in 

North American waters along the Pacific coast (Hewson et al. 2014), Atlantic coast 

(DelSesto 2015, Bucci et al. 2017), and Gulf of California (Dungan et al. 1982). 

Starting in Summer 2013, the SSWS epidemic caused major declines of the keystone 

species Pisaster ochraceus and many other sea star species (Eisenlord et al. 2016, 

Montecino et al. 2016, Moritsch and Raimondi 2018, Rogers et al. 2018). The 

widespread geographic extent of the current outbreak from Alaska to San Diego on 

the Pacific coast and places along the Atlantic coast is largest documented outbreak 

of this disease (DelSesto 2015, Miner et al. 2018). SSWS outbreaks in P. ochraceus 

have occurred on regional scales several times in the last century (Eckert et al. 2000, 

Bates et al. 2009). Given this history and the broad range of host species, it is likely 
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that the causal pathogen(s) have been present in the environment for decades 

(Hewson et al. 2014). This implies that the conditions that host organisms experience, 

rather than mere presence of the pathogen, determines when major outbreaks occur.  

Temperature has been implicated as a major factor controlling the onset and 

severity of disease outbreaks in both marine and terrestrial environments 

(Meentemeyer et al. 2004, Boyett et al. 2007, Bruno et al. 2007, Kilpatrick et al. 

2008). As temperature rises, many bacterial pathogens experience increased growth 

rates, and many marine hosts experience greater levels of physiological stress, which 

compromises immune system activities (Snieszko 1974, Harvell et al. 1999, Fly et al. 

2012, Schade et al. 2014). Connections between disease prevalence and temperature 

have been observed in several echinoderm diseases, including balding urchin disease 

and paramoebiasis (Scheibling and Stephenson 1984, Jellett and Scheibling 1988, 

Clemente et al. 2014). Depending on the temperature of the air and access to thermal 

refuges, low tide exposures can expose organisms to another form of thermal stress 

and desiccation stress (Petes et al. 2008, Monaco et al. 2015). Toxins from harmful 

algal blooms accumulated in shellfish then ingested as food also weaken 

echinoderms’ abilities to resist hydrodynamic stress (Ferrer et al. 2015). 

Human population density and coastal development might also influence 

transmission dynamics and host immunity. Entangled fishing gear and debris provide 

surfaces for increased microbial colonization, and injuries from these items create an 

entryway for microbes to circumvent external defenses against invasion (Lamb et al. 

2016, 2018). Wastewater discharges into the marine environment potentially 
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influence infection by supplying nutrients that increase already-present marine 

pathogens and bacteria involved in secondary infections to harmful levels  

(Thompson et al. 2002, Miller et al. 2010). Even if the disease agent is not directly 

linked to human activities, larger human populations create more stress for coastal 

ecosystems through a wide variety of pollution and contaminants, disturbance, 

increased coastal visitation, and habitat modification (Snieszko 1974, Sindermann 

1993, Thompson et al. 2002, Smith and Murray 2005).  

Complicating efforts to find consistent patterns in disease causes, the onset of 

symptoms might occur after a substantial temporal lag following a chronic or acute 

stressor (Powell et al. 1992, Caldwell et al. 2016). Potential for long lag times and 

buildup of stressors highlights the importance of using time series of environmental 

conditions in addition to short-term measurements near the dates of disease 

emergence. Furthermore, multiple stressors often interact additively or 

synergistically, elevating physiological challenges beyond what is tolerable of each 

stressor individually (Snieszko 1974, Thompson et al. 2002, Remily and Richardson 

2006, Smith et al. 2009). 

The most recent SSWS outbreak appearance jumped between non-adjacent 

regions of the coast. Sea stars with symptoms were first observed in June 2013 in 

Washington state and then in Central California within weeks. Assuming that 

symptoms were detected as they appeared, the epidemic progressed over the course of 

a year to Southern California, Oregon, and then the Salish Sea (Fuess et al. 2015, 

Eisenlord et al. 2016, Menge et al. 2016, Miner et al. 2018). This disjunct progression 
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also suggests that the pathogen was present in multiple regions of the coast before the 

outbreak. Epidemic levels of infection might have been triggered by different 

mechanisms on separate occasions, though this does not rule out the possibility of a 

single trigger mechanism acting at different times. It is also possible the pathogen 

spread to all regions before visually detectable SSWS symptoms appeared (Hewson 

et al. 2018), suggesting that stressors triggered symptom onset as opposed to the 

infection itself. 

In past SSWS outbreaks, areas with warmer water experienced higher disease 

prevalence and symptom severity, both in laboratory experiments (Bates et al. 2009, 

Staehli et al. 2009) and in field observations (Dungan et al. 1982, Eckert et al. 2000). 

Small-scale observations suggest that rapid increases in SSWS prevalence and 

severity occurred during periods of anomalously high temperatures in some regions 

of the coast, while in other regions, the outbreak preceded warm seawater 

temperatures (Eisenlord et al. 2016, Menge et al. 2016, Miner et al. 2018). Host 

population density is commonly correlated with disease outbreaks (Anderson and 

May 1991), yet Miner et al. (2018) observed no correlation with density and relative 

magnitude of population declines from SSWS in P. ochraceus. Lower than average 

rainfalls have also been proposed as a driver of SSWS via increased concentration of 

terrestrial contaminant outflow during rare rain events, though this is still a 

speculative hypothesis (Hewson et al. 2018). No other environmental drivers have 

currently been proposed as obvious triggers for SSWS. 
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As marine diseases are expected to increase under global climate change, 

identifying the drivers of infection will improve abilities to successfully predict and 

manage epidemics. Here we explore potential relationships between SSWS infection 

and potentially related environmental conditions leading up to the time of infection. It 

is essential to highlight factors that warrant further investigation as contributors to 

SSWS emergence and to rule out hypotheses around factors where no association 

with SSWS is found. As very few studies have examined the abiotic and biotic 

conditions surrounding SSWS outbreaks outside of a lab setting (Bates et al. 2009, 

Kohl et al. 2016), these insights are central to understanding the mechanisms that 

increase infection rates, the conditions that led to the emergence of the recent 

epidemic, and what conditions might increase the likelihood of future outbreaks.  

 

Methods 

We used a survival analysis modeling approach to explore the relationship 

between environmental or anthropogenic conditions at a site and the time to SSWS 

appearance. Survival analysis, also known as time-to-event analysis, estimates the 

probability (or “hazard”) of a discrete event occurring during any given time interval. 

This probability is a function of conditions present leading up to the event (Heisey 

2009a). We used this approach to estimate how well different conditions predicted the 

time at which any given site switched from “no SSWS observed” to “SSWS present.” 

The conditions that better explain the probability of SSWS appearance are more 

likely to be associated with the outbreak of disease. While this modeling method 
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cannot discern which factors are causes of disease, this approach allows integration of 

spatially and temporally disjunct observations of disease emergence and conditions 

present at the time over thousands of kilometers of coastline. 

 

SSWS observations and timing of appearance 

Opportunistic SSWS presence/absence observations were collected through a 

combination of site surveys by intertidal monitoring groups, citizen science groups, 

and recreational tidepoolers and divers submitting standardized tracking logs and 

photos to the Partnership of Interdisciplinary Studies of Coastal Oceans (PISCO) 

consortium for observation vetting (PISCO 2014a). If any individual sea star of any 

species was found with the disease at that site, SSWS was considered “present” at 

that site for that date and all later dates regardless of whether a subsequent 

observation noted no sea stars with symptoms. We assumed that all sites experienced 

a similar lag between the true onset of SSWS and the earliest observation of SSWS 

presence. For the purposes of this analysis, we used observations made between 

January 2014 and January 2015. This was the period of peak citizen science 

observation, as SSWS was receiving a high volume of media attention during this 

time. We did not use observations from late 2013 because PISCO did not announce 

they were seeking observations until November of 2013. After January of 2015, 

SSWS had reached most areas of the Pacific coast (Miner et al. 2018, Moritsch and 

Raimondi 2018). We did not have sufficient observations from the Atlantic coast, so 

this area was excluded from analysis. 
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PISCO received over 1,200 observations of sea stars across multiple species 

during the citizen science monitoring period. Of these, 650 observations were for sea 

stars that were attached to the substrate. We did not use observations of dead 

individuals that had drifted ashore because we could not verify where they had lived 

before. Once a single infected sea star was observed at a site, that site was defined as 

“infected” and could never revert to a definition of “healthy,” even if only healthy sea 

stars were observed on future site visits. These revisited sites often had very few 

remaining individuals to count, indicating high mortality between the observation of 

infection and revisit date. Because our goal was to investigate conditions surrounding 

the time of infection, we had to discard 345 observations at sites where the first 

observation made was of infected sea stars, as these observations gave us no 

information on when infection occurred. After applying these criteria, we were left 

with sites that were never infected over the study period and sites that had at least one 

healthy observation followed by infection. Observations at the same site on different 

days counted as separate observations because the conditions changed between 

observation dates. We also excluded observations of SSWS presence at sites where 

the time between an initial “SSWS absent” observation exceeded 30 weeks because 

of increased uncertainty over the potential time surrounding infection. This yielded a 

total of 284 usable observations (nhealthy = 228 and ninfected = 56).  

Because the spatially disjunct progression of the SSWS outbreak allows the 

possibility of multiple instances of development into an epidemic, assessing the host-

pathogen-environment relationship on a regional scale allowed us to identify possible 
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contributing factors that would not appear important when assessing the coast over 

larger spatial and temporal range. We also searched for these relationships on the 

scale of the whole coast. We used all 284 observations in modeling on a coast-wide 

scale from British Columbia, Canada (49.757 oN) to Baja California, Mexico (31.281 

oN). We tested whether regions behaved differently from the whole-coast model for 

the same variables by comparing the value of Akaike Information Criterion (AIC) in 

models with and without the regional effect term (Table A2.2). We then compared 

models of these variables within each geographic region (Table 2.1) to evaluate 

which conditions were most associated with the risk of SSWS infection at that scale 

and whether these conditions differed between regions. All observations from Baja 

California were of healthy P. ochraceus. Because there we had no infection 

observations within this region, we were unable to analyze Baja at a regional scale, 

though these sites are still included in coast-wide scale analysis. 

 

Conditions surrounding SSWS appearance 

To generate data on site-specific conditions on the date of emergence, we 

calculated the distance of SSWS observation locations from the following features: 

wastewater outfalls, major North American ports, shipping paths, and densely 

populated coastlines. We used Ocean Health Index data (Halpern et al. 2008, 2009) 

and land use/land cover data to assess relative degree of coastal habitat disturbance 

(Table A2.1). For each week, we estimated the minimum over-water distance 

between each site and any infected site (not restricted to the 284 observations we 
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focused on for the hazard model). This did not account for the influence currents on 

transport of waterborne pathogenic units, but given how little is known about the 

pathogen or infection etiology, such an approach was beyond the scope of this study. 

Using remote sensing data, we calculated the weekly average chlorophyll a 

concentration and average daily hours of daytime low tide exposure. In situ intertidal 

temperature loggers at 76 sites provided daily mean temperatures. For every week in 

2013 through 2015, we calculated the difference (oC) between the weekly mean 

temperature and the 80th percentile weekly mean temperature (T80) observed at a 

given site during that week of the year. Degree Heating Weeks (DHW), the sum of a 

site’s weekly degrees above T80 in the 12-week period before a sea star health 

observation, provided an estimate of accumulated thermal stress leading up to the 

observation. Only degrees above T80 (positive) were included in DHW. Details and 

sources for spatial processing of environmental and anthropogenic variables are 

provided in Table A2.1. We used ArcGIS 10.4 for all spatial processing. Pre-outbreak 

P. ochraceus population density was not correlated with the degree of mortality 

within a population (Miner et al. 2018), so we did not include it as a variable in our 

model. 

To account for covariation between variables of similar type (e.g., pollution-

related, population related), we used Principle Component Analysis (PCA) (JMP Pro 

13) to form composite variables for use in the model. Excessive missing values 

reduce the number of sites with Principal Component predictor values. Given the 

large number of variables we considered, no site had data for all variables at the time 



 

31 
 

of observation. Because of this limitation, we performed PCA separately on variables 

of the same category; we used a separate PCA for static pollution-related variables, 

static human population-related variables, and time-series environmental variables. 

All variables were appropriately transformed prior to PCA to meet assumptions of 

normality (Table A2.1). This generated three composite Principle Components: one 

related to distance from dense populations and two related to disturbance to coastal 

waters or adjacent watershed (Table 2.2). Due to the dynamic nature of chlorophyll a, 

DHWs, low tide exposure hours, and distance from infected sites, we were unable to 

perform PCA on these variables and instead tested for collinearity of variables week 

by week. Low tide exposure was colinear with latitude more than 20% of weeks, 

preventing them from being used in the same predictive model. We standardized all 

variables using their z-score, the difference from the mean divided by the standard 

deviation (z = (x – x̅)/SD) for their use in the hazard model. Time (weeks) was 

represented as a fraction k from 0 to 1 where k = (weeks between given observation 

and Jan 1, 2013)/(weeks between final observation and Jan 1, 2013). Missing data 

points were assumed to be equal to the mean so they would contribute a mean risk 

instead of no risk to the total risk of infection. In regional models, all variables were 

rescaled to the mean values of that region instead of the mean for the whole coast. 
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Risk of infection modeling 

We searched for correlations between these environmental variables and the 

risk of SSWS infection occurring at an observation site during any given week. We 

then selected for the most explanatory models using AIC values.  

We grouped SSWS observations into weekly time bins for the purpose of 

modeling discrete time periods. January 1, 2013 served as time t0, as all sites were 

free of detectable SSWS symptoms at this writing. If any individual sea star of any 

species was found with the disease at that site, SSWS was considered “present” at 

that site for that date and all later dates regardless of whether a subsequent 

observation noted no sea stars with symptoms. We assumed that a site’s earliest 

observation date of SSWS presence was a proxy for date of emergence. If all stars 

found at a site showed no symptoms of SSWS at the time observation, SSWS was 

considered “absent” for 12 weeks after the observation or until symptoms were 

observed. After the 12-week period, the site was considered unobserved with no data 

until rechecked for signs of disease.  

For our survival analysis model, we used a discrete-time maximum likelihood 

Cox proportional hazards model (Table 2.4, Equations 2.1-2.2) (Cox 1972) to analyze 

the relationship between site conditions and the probability of SSWS presence. The 

Cox proportional hazards model is commonly used in epidemiology to estimate time-

to-illness or time-to-death for individuals that experience specified conditions (Kumar 

and Klefsjo 1994, Heisey 2009a). This model uses a Unit Cumulative Hazard (UCH) 

function to calculate the probability of SSWS status changing from absent (y = 1) to 
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present (y = 0) during an infinitely short time period as a function of several 

independent variables. This is the complement of the survival probability, or the 

probability that a site remains SSWS-free over the same period of time (Heisey 

2009b). The hazards model assumes that the event probability is constant over time 

and that external factors additively influence that probability without synergistic 

interactions (Crichton 2002).  Synergistic interactions are common in disease 

occurrence, but to avoid overfitting, we limited our model to additive effects due to 

the already high number of variables potentially contributing to SSWS.  

We modeled all additive combinations of 1 variable through 7 variables (i.e., 

all variables individually, all 2-variable combinations, all 3-variable combinations, 

etc.) (Table 2.3, Table 2.4). Latitude and low tide exposure hours were colinear, so no 

model included both terms at once, though individual model combinations could 

contain either term. In situ temperature data was only available for sites in WA Outer 

Coast, Oregon, and all mainland California regions. WA Outer Coast only had 4 sites 

with temperature data, which was insufficient for detecting relationships with SSWS 

appearance. We did not include any model combinations using temperature for the 

Salish Sea, WA Outer Coast, and CA Channel Islands.  

For every combination of variables, we constructed a unique function (the 

UCH function) to estimate the weekly probability of infection at each site using the 

WINBUGS approach outlined by (Heisey 2009b). The UCH value for every week 

was multiplied over the entire observation period to calculate the overall probability 

of a site becoming infected during this time, the sum of hazards (SH) (Equation 2.2). 
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We used the R built-in function “optim” to find the parameters for the UCH function 

that would result in the lowest error between the predicted probability of infection 

and actual SSWS infection status. We compared the fit of each model to the existing 

data using residual sum of squares (Equation 2.3) and AIC values (Equation 2.4) 

(Heisey 2009b). The best fitting model(s) informed us as to which site conditions are 

important in predicting the time of SSWS appearance and warrant further research in 

discerning potential causative relationships. To assess the predictive accuracy of each 

model, we calculated the area under the receiver-operating curve (ROC), a common 

measure of a model’s specificity vs sensitivity, scaled from 0 to 1. All model 

evaluations, optimizations, and AIC calculations were performed in R version 3.4.1 

(R Core Team 2017). ROC calculations were performed in JMP Pro 13. 

Our sea star observations have limitations in their ability to discern the timing 

of the disease outbreak. We assumed that the first date of SSWS observation was the 

date that it appeared, and that if it was truly present at the site, it was observed (i.e., 

no false negatives). SSWS takes 1 to 2 weeks to appear after exposure to infected 

individuals, and the time to symptom visibility varies with local conditions and age of 

the sea star (Hewson et al. 2014, Eisenlord et al. 2016, Kohl et al. 2016). It is also 

possible that the disease developed between the first and second visits to a site. While 

in situ and remote sensing allow near-continuous monitoring of coastal physical 

conditions, it was not feasible to observe all sites at the 1-week time interval needed 

to discern the absolute timing of the infection. Despite these limitations, the recent 

SSWS outbreak was an extremely well-documented marine disease for a 



 

35 
 

noncommercial species due to rapid communication to a broad network of researchers 

as well as with the public (Miner et al. 2018). The sea star observations across 

thousands of kilometers and multiple seasons carry high statistical power that is not 

normally reached in epidemics of this spatial scale. 

Equation 1: Generic Unit Cumulative Hazard Function for a given site j at the 

number of weeks k from the observation start time (UCH). gamma0, alpha, 

and a represent constants in the model. UCH is constrained to values between 

0 and 1. A generic “input variable” is shown. Specific input variables are 

described in Table 2.3. More variables are added to the UCH function as 

desired. 

UCH[j,k] = e(sum(b + alpha*k + a* input_variable1 +…)) 

 

Equation 2: Cumulative hazard probability at a given site j from observation 

start time obs_start to observation end time obs_end (sum of hazards, SH). 

For observations of SSWS “absent”, y = 1 (the sea stars “survived” the 

observation period). For observations of SSWS “present”, y = 0 (the sea stars 

“die”). 

SH[j] = e(-1*(1-product(1-UCH[j,obs_start[j]:max(1,obs_end[j]-1)]))) 

 

Equation 3: Residual sum of squares (RSS) 

RSS = sum ((1-y[j])-SH[j])2 
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Equation 4: AIC value 

AIC = Nobservations*log(RSS/ Nobservations) + 2*Nparameters 

 

Results 

Whole-coast disease patterns indicate association between coastal disturbance and 

SSWS appearance 

At the scale of the North American west coast, duration of daily afternoon low 

tide exposure and the distance from the nearest infected site (Fig. 2.1, Fig. 2.2) 

received the strongest support as being associated with risk of SSWS infection (AIC 

= -545.72, Table 2.5). This model had high predictive accuracy (ROC = 0.88). The 

second-best model contained time and distance from nearest infected site as the only 

variables, and it predicted infection outcomes with similar accuracy (ΔAIC = 0.69, 

ROC = 0.88). Though no single model had clear support, the models with the lowest 

AIC values (ΔAIC < 2) all contained these two variables (Table 2.5). Risk of 

infection was negatively associated with distance from the nearest infected site 

(positively associated with proximity to the nearest infected site) (Fig. 2.1a, 2.2a). 

Infection risk began to decrease when the nearest site was 25 to 50 km away (Fig. 

A2.1).  

Risk of infection was positively associated with low tide exposure hours (Fig. 

2.1b, 2.2b), though this relationship was not as pronounced (Fig. 2.2). While latitude 

and low tide exposure were often autocorrelated, we did not observe strong 

correlations with latitude when it was modeled alone or in combination with variables 
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other than low tide exposure hours (Table 2.5). The null model, which tested the 

relationship of disease risk and time elapsed since the start of the outbreak and no 

other variables, was the worst-performing model, and its predictive accuracy was 

only slightly higher than random (ΔAIC = 74.22, ROC = 0.63). This indicates that 

adding any of the variables that we examined in this study improved predictions of 

SSWS infection probability. 

Water temperature stress, represented by degree heating weeks, was found in 

two of the top performing models (ΔAIC = 1.05 and 1.99, ROC = 0.88 and 0.88), 

though it was always accompanied by distance from nearest infected site or low tide 

exposure. Thermal stress by itself was not in the 20 best models (ΔAIC = 3.82, ROC 

= 0.57), and support for the inclusion of DHWs in the SSWS risk model increased 

when it was combined with additional variables.  

 

Regional level disease patterns indicate association between low tide exposure and 

distance from nearest infected site and SSWS appearance 

Model performance improved slightly when regional coefficients were 

included (ΔAIC = -4.91 ± 3.00 SD), indicating regional differences in factors 

associated with SSWS. In the Salish Sea, distance from the nearest infected site was 

negatively correlated with outbreaks of SSWS. (AIC = -237.44, ROC = 0.88). This 

region had 7 models that performed similarly (ΔAIC ≤ 2, ROC > 0.84), and all of 

them contained this term and one of the other variables. Similarly, in the California 

Channel Islands, the leading model contained time and distance from nearest infected 
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site (AIC = -81.33, ROC > 0.99). Out of 10 similarly performing models (ΔAIC = 2), 

6 had distance from nearest infected site coupled with another variable. Additionally, 

5 of the models in this group indicated a negative association with chlorophyll a and 

disease outbreak (Fig. 2.3a) paired with one other variable. In Central California, the 

best-performing model showed a positive association chlorophyll a and distance from 

the nearest infected site (AIC = -49.55, ROC = 0.91). An additional 5 models in this 

region received similar support (ΔAIC = 2, ROC > 0.90), all of which contained these 

two variables. There was a positive relationship between probability of SSWS, 

chlorophyll a, and infection risk in this region (Table 2.5, Fig. 2.3b). The relationship 

of afternoon low tide exposure and distance from nearest infected site with infection 

risk followed the same patterns in these regions as they did on the whole-coast scale 

(Fig. 2.4). 

Washington Outer Coast, Oregon, Northern California, and Southern 

California all had >10 models that offered similar support (ΔAIC ≤ 2, Table 2.5). 

These models used some combination of all variables (except for temperature in 

Washington Outer Coast, where temperature was not tested), indicating no strong 

relationship with any one variable and risk of SSWS infection.  

While we only had sufficient temperature data to examine its potential 

relationship to disease in four of our eight geographic regions, we did not observe 

strong support for association of SSWS appearance and thermal stress. Risk of 

infection based on only elapsed weeks since the first appearance (the null model) was 

never in the 20 best-performing models in any region. It had low support in the Salish 
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Sea, Oregon, Central California, Southern California, and the Channel Islands (ΔAIC 

> 5). The time-only model received moderate support in Washington Outer Coast and 

Northern California (ΔAIC < 5), regions where no variables received strong support. 

Predictive accuracy was low (ROC < 0.75) in all regions except for Oregon (ROC = 

0.85) and Northern California (ROC = 0.82). 

 

Discussion 

Negative anomaly in distance from the nearest infected site and positive 

anomaly in low tide exposure emerged as the variables most commonly associated 

with risk of SSWS infection at a whole-coast scale and in some regions (Table 2.5). It 

is possible that patterns in the Salish Sea had a strong influence on the whole-coast 

model due to the large number of observations in this region relative to other regions 

as of the coast. However, some regional-level models also identified distance from 

infected site and low tide exposure as important, indicating that these factors are 

associated with SSWS both inside and outside of the Salish Sea. The negative 

relationship with distance from infected sites (positive correlation with proximity) 

aligns with expectations based on disease ecology. Because SSWS is likely 

waterborne (Hewson et al. 2014, 2018), proximity to other infected areas increases 

opportunities for transfer of infectious particles. Proximity to sources of the disease 

are commonly incorporated in epidemiological models as a proxy for the probability 

of transmission between individuals or spatially distinct populations, particularly 
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when transmission does not require direct contact (Anderson and May 1991, Jousimo 

et al. 2014).  

Afternoon low tide emersion can expose animals to strong sunlight and 

ultraviolet rays during the hottest period of the day, increasing thermal stress 

independent of water temperature anomalies (Petes et al. 2008). Strong winds during 

emersion also increase desiccation risk (Monaco et al. 2015). Pisaster ochraceus 

reduce their exposure to high emersion temperatures by hiding in crevices or 

remaining in tide pools (Fly et al. 2012, Monaco et al. 2015). However, access to 

thermal refuges depends on site geomorphology and size of refuge areas relative to 

sea star body size. Sea stars unable to find refuge during stressful air temperatures 

experience heat shock stress, increased respiration, reduced relative thermal 

performance, and mortality (Petes et al. 2008, Monaco et al. 2014, 2016), which 

could weaken their immune response.  

Chlorophyll a was the only variable to receive strong support on a regional 

scale that was not supported at the whole-coast scale. It appeared frequently in the 

strongest models from Central California and the Channel Islands, but the sign of the 

relationship differed between regions. Bacterial and viral abundance increase with 

chlorophyll concentrations, increasing load of potential pathogens (Bird and Kalff 

1984). Algal blooms, characterized by periods of high chlorophyll concentrations, 

periodically bathe organisms in toxins for weeks or months at a time (Schulien et al. 

2017). Algal bloom-associated neurotoxins, such as saxotoxin and domoic acid, 

accumulate in the tissues the mussel Mytilus californianus, the main prey of Pisaster 
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ochraceus (Ferrer et al. 2015, Ohman et al. 2016, Peacock et al. 2018). Even after a 

harmful algal bloom ends, some toxins might take several months to clear out of 

mussel tissues, prolonging effects of a bloom event on sea star food supply (Gibble et 

al. 2016). Harmful algal blooms on the California coast have been implicated in 

regional mortalities of both molluscs and echinoderms, though mortality rates vary 

among species (De Wit et al. 2014, Jurgens et al. 2015). In contrast, periods of 

anomalously low chlorophyll have also been associated with Vibrio spp. outbreaks 

(Vezzulli et al. 2010). 

The lack of clear associations between SSWS infection and external 

conditions in Washington Outer Coast, Oregon, Northern California, and Southern 

California suggest that regional triggers for the outbreak are complicated and not 

easily explained by a few variables. The disjunct nature of SSWS appearance 

between these regions also supports the notion that regional dynamics mattered to the 

timing of the outbreak. It is possible that detection of associations would be improved 

if sample sizes were larger, as the regions with the smallest sample sizes also had no 

support for a single factor (Table 2.1, 2.5). Alternatively, this pattern aligns with the 

interpretation of SSWS as a suite of multiple diseases with similar symptoms 

(Hewson et al. 2018). If this outbreak is truly a product of multiple diseases, then 

each component pathogen might respond to different environmental factors or be 

aggravated by stressors unique to the region. This pattern also supports the idea that 

SSWS might not be pathogen-driven. Instead, region-specific stressors could trigger a 

common set of symptoms (I. Hewson, pers. comm.). 
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  We observed little support for water temperature stress as a contributor to risk of 

SSWS infection at whole-coast or regional spatial scales. Despite laboratory evidence 

of temperature’s role in speeding up SSWS onset symptom progression (Eisenlord et 

al. 2016, Kohl et al. 2016), we did not demonstrate a correlation between temperature 

and appearance of disease in a field setting. This aligns with observations from other 

regional and large-scale studies of the SSWS outbreak (Menge et al. 2016, Miner et 

al. 2018). Associations between SSWS emergence and warm water anomalies also 

vary by species (Hewson et al. 2018). It is still possible that the outbreak followed 

temperature anomalies on a sub-regional scale or in regions where we did not have 

temperature data, such as the Salish Sea (Eisenlord et al. 2016). The lack of in situ 

temperature data in some regions of the coast might have influenced our coast-wide 

assessment of the overall role of water temperature in SSWS outbreaks. Acute pulses 

of thermal stress rather than chronic thermal stress might be more strongly associated 

with the onset of disease, but cumulative measures of temperature stress over several 

months have served as successful predictors for disease outbreaks in other marine 

invertebrates (Caldwell et al. 2016).  

 

Limitations of SSWS observations 

Our estimation of the week of the outbreak depended on the assumption that 

we could observe the disease very soon after a site became infected. We were unable 

to use many of the initially reported sea star observations because they did not contain 

insights as to the timing of infection. Though we had a large number of observations, 
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we did not have observers at every site every week. We assumed that symptoms were 

detectable once an SSWS infection established at a site. However, symptoms 

typically appear one to two weeks after exposure (DelSesto 2015, Kohl et al. 2016), 

so a site with a subclinical infection at the time of observation could present a false 

negative. Given the widespread geographic extent of this disease and the speed of its 

onset in some regions, this outbreak was extremely well-documented (Miner et al. 

2018). If we are unable to discern outbreak time with this dataset, then it raises the 

question of how often such large-scale events can be evaluated. This study provides 

support for using the observational citizen science and monitoring network approach 

employed here for future assessments of epizootics. 

Our study meets several of the criteria for successful disease surveillance and 

management (Groner et al. 2016). First, Pisaster ochraceus populations of the North 

American Pacific Coast were regularly monitored for over a decade by the Multi-

Agency Rocky Intertidal Network (MARINe, www.pacificrockyintertidal.org) and 

additional research partners. This provided opportunities for early detection and 

established baseline sea star population counts for pre- and post-disease comparison 

(Miner et al. 2018). Monitoring sites were deliberately placed to give sufficient 

representation of the diverse geography and ecology of the coast’s different 

geographic regions. When the disease was first observed, monitoring protocols were 

quickly adapted to take data on the disease, and these protocols were disseminated 

throughout MARINe research groups. Next, the public was also rapidly informed of 

http://www.pacificrockyintertidal.org/
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how they could contribute to SSWS monitoring. This increased disease observation 

capacity, resulting in the large dataset utilized in this model (PISCO 2014b).  

 

Other potential factors contributing to SSWS onset 

Despite our exploration of many factors commonly associated with marine 

disease, there are other potential contributory anthropogenic and natural inputs that 

we did not test. For example, contaminants beyond those produced by algae might be 

present in sea star food supply, causing physiological stress when consumed 

(Sindermann 1993). Human-produced organic pollutants such as pesticides and 

polycholorinated bisphenols also accumulate in prey tissues (Suchanek 1994). These 

chemicals act as endocrine disruptors in humans, though effects on sea stars are far 

less explored. Data for these and other contaminants in the food web (Center for 

Coastal Monitoring and National Ocean Service 2014) were not available at the 

resolution required for this spatially explicit modeling approach at the time of this 

study.  

Our model did not account for geographic differences in sea star genetics, 

microbiome composition, or genetic x environment effects. Pre- and post-outbreak 

frequency differences  alleles and haplotypes in North Central California P. 

ochraceus populations raise the possibility that some of these genes played a role in 

SSWS survival and resistance (Schiebelhut et al. 2018). However, it is unclear how 

frequencies of potential resistance alleles differ geographically (Pankey and Wares 

2009, Wares and Schiebelhut 2015). Microbiomes of both infected and asymptomatic 
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sea stars are highly variable between individual sea stars or sites within the same 

region (Gudenkauf and Hewson 2015). Similar variation exists in transcriptional 

changes during the immune response (Fuess et al. 2015), which might contribute to 

the chance of individuals surviving long enough to be observed in disease monitoring 

surveys. More replication of microbiome and transcriptomic responses to SSWS 

exposure challenges under different conditions is needed to assess patterns across 

multiple regions.  

Additionally, associations between disease presence and candidate SSWS 

viruses vary by species. The relative populations of the various sea star species with 

high and low pathogen loads within a site could influence transmission dynamics 

(Wood and Lafferty 2013). Interspecific infection between sea star species occurs 

easily, though the relative frequency of transfer between different species and 

competency of species as reservoirs for the pathogen are still largely unknown 

(DelSesto 2015). Candidate viruses have been found in asymptomatic stars, 

suggesting that infections can remain subclinical unless the right conditions inside or 

outside of the host induce symptoms (Hewson et al. 2014, 2018). Hewson et al. 

(2018) suggest the disease is caused by multiple pathogens or conditions across its 

range and across species. The lack of model support for a single or a few explanatory 

factors in multiple regions aligns with this multi-pathogen explanation. 

We caution against the interpretation that any of these relationships imply 

causality. More experimental and observational data are necessary before it can be 

determined which natural and anthropogenic factors impact activity of the pathogen. 
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However, the relationships we have identified can provide a focal point for future 

SSWS research about specific mechanisms of infection. Understanding which 

environmental and anthropogenic factors contribute to this disease is critical to 

predicting future SSWS outbreaks. Predicting and responding to these outbreaks is 

particularly important for species that have large ecological impact, such as Pisaster 

ochraceus and Pycnopodia helianthoides. This version of the Cox Proportional 

Hazard model could also be adapted to explore other marine diseases on multiple 

spatial scales.  

Disease occurrence is increasing as anthropogenic pressures on the marine 

environment rise (Harvell et al. 1999). Detecting the spatial and temporal occurrences 

of outbreaks is critical to understanding the conditions that trigger them. Continued 

monitoring is necessary to identify conditions conferring refuge or resistance to 

infection (Friedman et al. 2014) and to detecting population- or ecosystem-level 

consequences (Blanchette et al. 2005, Miner et al. 2018). This underscores the need 

for long-term ecological monitoring programs for making large-scale disease studies 

possible (Groner et al. 2016, Hughes et al. 2017).  
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Tables 

 
Table 2.1. Description of the geographic regions, their boundaries, and observations 
within each region. 

 

Region Name Region Boundaries N 
observations 

Washington Outer 
Coast 

All outer coast shores of British 
Columbia, Canada and Washington state, 
USA 
 

25 

Salish Sea Sound- or strait-enclosed areas between 
southern British Columbia and northern 
Washington including the Salish Sea, 
Strait of Georgia, Strait of Juan de Fuca, 
and Puget Sound 
 

125 

Oregon All areas of the Oregon coast, between 
the Washington-Oregon border and the 
Oregon-California border 
 

27 

Northern California From the Oregon-California border to 
Point Arena 
 

14 

Central California From Point Arena to Point Conception 
 

26 

Southern California Mainland coast from Point Conception to 
the US-Mexico border 
 

29 

California Channel 
Islands 

Island coasts offshore of Southern 
California 
 

41 

Baja California From the US-Mexico border to the Baja 
California-Baja California Sur border 
 

6 
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Table 2.2a. Population-related variables loading with each principal component, PC 
eigenvalues, and variance explained. No PCA input variables were non-loading. For 
details on geospatial processing of inputs, see Table A1. 

 
PC Name Eigenvalue Variance 

explained 
Loading variables 

Population 
PC1 

2.1349 53.4% Distance from major shipping lanes  
Distance from ports 
Distance from wastewater outfalls 
Distance from dense human population 
areas 
 

 
 

Table 2.2b. Disturbance- and pollution-related variables loading with each principal 
component, PC eigenvalues, and variance explained. No PCA input variables were 
non-loading. For details on geospatial processing of inputs, see Table A1. 

 
PC Name Eigenvalue Variance 

explained 
Loading variables 

Disturbance 
PC1 

3.9834 56.9% Mean coastal watershed disturbance 
index 
Percent of watershed area developed 
Percent of watershed area used for 
pasture 
Percent of watershed area disturbed 
Ocean Health Index disturbance and 
pollution metric 
 

Disturbance 
PC2 

1.4594 20.8% Percent of watershed area used for 
agriculture 
Percent of watershed area used for 
mineral extraction (oil, gas, or mining) 
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Table 2.3. Description of individual variables in the model. Details on data inputs, 
data sources, and geospatial processing of these variables are provided in Table A2.1. 

 
Variable Type of variable Description 
Time Epidemiological Weeks since January 1, 2013 (pre-

SSWS starting point) 
 

Population PC1 Anthropogenic Distance from major population 
centers and associated point source 
pollution 
 

Disturbance PC1 Anthropogenic Disturbance of coastal waters and 
adjacent coastal watershed 
 

Disturbance PC2 Anthropogenic Intensive disturbance of coastal 
watershed 
 

Low tide exposure 
time 

Environmental Average monthly hours of water 
levels below 0.0 m MLLW 
 

Degree heating 
weeks (DHW) 

Environmental Number of weeks in a 12-week 
window above the 80th percentile 
daily mean temperature recorded at 
a site for a given week of the year 
 

Chlorophyll a  
(chl a) 

Environmental Remotely sensed surface chlorophyll 
(mg/m3) 
 

Latitude Epidemiological Latitude of site 
 

Distance from 
nearest infected 
site 

Epidemiological Distance from a site to the nearest 
site with a “SSWS present” 
observation one week prior to the 
date of observation 
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Table 2.4. Instantaneous hazard probability functions (Unit Cumulative Hazard, UCH) at site j, and week of observation k. 
Each function, f, was evaluated in the expression UCHj,k = exp(f(j,k)). Individual variables are listed as the terms for time as a 
linear function (alpha*k + model term + b). b is a constant included in every model. Latitude and low tide exposure hours 
covaried and were never included in the same model. All remaining possible combinations of the individual variables were 
modeled but are not listed for brevity. When regions had insufficient in situ temperature data, excluded all model combinations 
with DHWs, yielding 96 possible combinations for those regions.  

 
Model 
No. Function, f, used for UCH expression 
1 Time + b, linear (null model) 
2 Time + Population PCj + b 
3 Time + Disturbance PC1j + b 
4 Time + Disturbance PC2j + b 
5 Time + low tide hoursj,k + b 
6 Time + DHWj,k + b 
7 Time + chla j,k + b 
8 Time + Latitude of sitej + b 
9 Time + Distance from nearest infected sitej,k + b 
10 Time + Population PCj + Disturbance PC1j + Disturbance PC2j + low tide hoursj,k + DHWsj,k + chl aj,k + nearest infected 

sitej,k + b 
11 Time + Population PCj + Disturbance PC1j + Disturbance PC2j + latitudej + DHWsj,k + chl aj,k + nearest infected sitej,k + b 
12-38 Time + 2-variable combinations + b 
39-88 Time + 3-variable combinations + b 
89-143 Time + 4-variable combinations + b 
144-179 Time + 5-variable combinations + b 
180-192 Time + 6-variable combinations + b 
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Table 2.5. Top three candidate models for each region sorted by AIC values. We include all models with ΔAIC ≤ 2 or the 
results for the three models with the lowest AIC value if ΔAIC > 2. Parameter values (coefficients) for the terms are included. 
Parameter values correspond to contribution to the probability of survival (1 - probability of infection) in any given one-week 
interval. 
 

Terms in UCH function 
AIC 
value Δ AIC 

Relative 
log 

likelihood 
constant 

(b) 
time 

coefficient a1 a2 a3 a4 
Whole Coast                   
time + b + a1*low tide + a2*distance from 
infected 

-
545.72 0.00 1.00 -0.24 -1.41 -0.29 0.49   

time + b + distance from infected 
-

545.04 0.69 0.71 -0.55 -1.23 0.34    
time + b + a1*low tide + a2*DHWs + 
a3*distance from infected 

-
544.67 1.05 0.59 -0.64 -0.48 -0.31 -0.36 0.52  

time + b + a1*DisturbancePC1 + a2*low 
tide + a3*distance from infected 

-
543.87 1.85 0.40 -0.22 -1.44 0.03 -0.29 0.51  

time + b + a1*PopulationPC + a2*low tide 
+ a3*distance from infected 

-
543.80 1.93 0.38 -0.24 -1.40 -0.03 -0.30 0.50  

time + b + a1*DisturbancePC2 + a2*low 
tide + a3*distance from infected 

-
543.78 1.94 0.38 -0.18 -1.52 -0.03 -0.30 0.50  

time + b + a1*low tide + a2*chl + 
a3*distance from infected 

-
543.76 1.96 0.38 -0.21 -1.48 -0.30 0.04 0.49  

time + b + a1*DHWs + a2*distance from 
infected 

-
543.73 1.99 0.37 -0.84 -0.54 -0.30 0.37     

          
Salish Sea                   

time + b + distance from infected 
-

237.44 0.00 1.00 0.58 -2.91 0.67    
time + b + a1*low tide + a2*distance from 
infected 

-
236.16 1.28 0.53 0.73 -2.88 -0.21 0.76   

time + b + a1*DisturbancePC1 + 
a2*distance from infected 

-
235.69 1.75 0.42 0.91 -3.38 0.08 0.83   
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Table 2.5. continued 
 
time + b + a1*DisturbancePC2 + 
a2*distance from infected 

-
235.46 1.98 0.37 0.64 -3.02 -0.04 0.69   

time + b + a1*lat + a2*distance from 
infected 

-
235.45 2.00 0.37 0.55 -2.88 0.01 0.65   

time + b + a1*chl + a2*distance from 
infected 

-
235.44 2.00 0.37 0.59 -2.95 0.01 0.67   

time + b + a1*PopulationPC + a2*distance 
from infected 

-
235.44 2.00 0.37 0.59 -2.92 0.01 0.67     

          
WA Outer Coast                   

time + b + a1*DisturbancePC1 + a2*lat -29.30 0.00 1.00 3204.2 -3900.0 -2600.9 -1363.8   
time + b + a1*DisturbancePC2 + a2*lat -29.30 0.00 1.00 3270.7 -3952.1 2842.7 -1410.8   
time + b + a1*low tide + a2*chl -29.30 0.00 1.00 704.5 -662.59 466.50 335.54   
time + b + a1*PopulationPC + 
a2*DisturbancePC1 + a3*lat -27.30 2.00 0.37 9465.2 -7007.6 10074 -39047 -7043.2  
time + b + a1*PopulationPC + a2*low tide 
+ a3*chl -27.30 2.00 0.37 322.5 -423.59 60.87 195.53 167.95  
time + b + a1*PopulationPC + a2*low tide 
+ a3*distance from infected -27.30 2.00 0.37 5077.3 -5943.5 2605.1 5551.00 88.00  
time + b + a1*PopulationPC + a2*lat + 
a3*distance from infected -27.30 2.00 0.37 22454 -19167 -5657.1 -7251.4 2387.0  
time + b + a1*DisturbancePC1 + 
a2*DisturbancePC2 + a3*low tide -27.30 2.00 0.37 4180.0 -3116.3 -28463.0 -36496 4549.1  
time + b + a1*DisturbancePC1 + 
a2*DisturbancePC2 + a3*lat -27.30 2.00 0.37 4268.5 -4921.9 -3437.4 79.78 -1897.95  
time + b + a1*DisturbancePC1 + a2*low 
tide + a3*chl -27.30 2.00 0.37 1521.6 -2031.9 -216.50 723.33 729.26  
time + b + a1*DisturbancePC1 + a2*chl + 
a3*lat -27.30 2.00 0.37 4003.3 -4624.1 -3648.4 -83.29 -1793.72  
time + b + a1*DisturbancePC1 + a2*lat + 
a3*distance from infected -27.30 2.00 0.37 5395.9 -6500.5 -3964.9 -2272.30 34.65  
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Table 2.5. continued 
          
time + b + a1*DisturbancePC2 + a2*low 
tide + a3*chl -27.30 2.00 0.37 4767.2 -3094.6 926.98 3645.28 2206.16  
time + b + a1*DisturbancePC2 + a2*lat + 
a3*distance from infected -27.30 2.00 0.37 15754 -18291 13930 -6904.87 114.28  
time + b + a1*low tide + a2*chl + 
a3*distance from infected -27.30 2.00 0.37 2910.3 -2922.2 1364.6 890.73 339.37  
time + b + a1*PopulationPC + 
a2*DisturbancePC2 + a3*lat -27.30 2.00 0.37 706.52 -824.39 44.77 812.25 -323.97   

          

Oregon                   
time + b + a1*PopulationPC + 
a2*DisturbancePC1 + a3*distance from 
infected -50.79 0.00 1.00 7715.88 -24765 7190.93 11685.76 2627.56  
time + b + a1*PopulationPC + a2*low tide 
+ a3*distance from infected -50.79 0.00 1.00 -167.31 118.56 183.94 -304.85 243.06  
time + b + a1*low tide + a2*DHWs + 
a3*distance from infected -50.79 0.00 1.00 31.28 51.31 -116.87 75.05 109.13  
time + b + a1*PopulationPC + a2*chl -49.23 1.55 0.46 3858.9 -5308.2 -917.31 2758.3   
time + b + a1*low tide + a2*chl -49.23 1.55 0.46 243.99 -608.87 -91.77 -53.62   
time + b + a1*PopulationPC + 
a2*DisturbancePC1 + a3*DisturbancePC2+ 
a4* low tide -48.79 2.00 0.37 1754.7 -10289 1853.94 1615.5 2292.6 -1597.8 
time + b + a1*PopulationPC + 
a2*DisturbancePC1 + a3*DisturbancePC2+ 
a4* distance from infected -48.79 2.00 0.37 6604.8 -17577 5175.67 9815.1 -2021.2 2245.6 
time + b + a1*PopulationPC + 
a2*DisturbancePC1 + a3*low tide+ a4* 
distance from infected -48.79 2.00 0.37 -76.46 -118.58 159.64 138.90 -157.58 92.14 
time + b + a1*PopulationPC + 
a2*DisturbancePC1 + a3*chl+ a4* distance 
from infected -48.79 2.00 0.37 3990.8 -9216.7 1694.87 3236.8 387.73 763.04 
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Table 2.5. continued 
 
time + b + a1*PopulationPC + 
a2*DisturbancePC1 + a3*lat+ a4* distance 
from infected -48.79 2.00 0.37 11276 -27039 11722.8 27875.4 -2595.4 4719.8 
time + b + a1*PopulationPC + 
a2*DisturbancePC2 + a3*low tide+ a4* chl -48.79 2.00 0.37 2874.4 -9657.9 503.34 -255.41 -1567.4 -101.22 
time + b + a1*PopulationPC + 
a2*DisturbancePC2 + a3*low tide+ a4* 
distance from infected -48.79 2.00 0.37 -115.77 -45.31 154.15 -2.19 -156.37 119.90 
time + b + a1*PopulationPC + 
a2*DisturbancePC2 + a3*chl+ a4* distance 
from infected -48.79 2.00 0.37 569.84 -5557.9 1279.8 2689.0 463.31 185.98 
time + b + a1*PopulationPC + a2*low tide 
+ a3*DHWs+ a4* distance from infected -48.79 2.00 0.37 -14.51 -80.58 66.80 -202.70 98.30 132.24 
time + b + a1*PopulationPC + a2*chl + 
a3*lat+ a4* distance from infected -48.79 2.00 0.37 1751.9 -5994.6 847.61 379.22 324.44 294.10 
time + b + a1*DisturbancePC1 + a2*low 
tide + a3*DHWs+ a4* distance from 
infected -48.79 2.00 0.37 37.37 -81.73 -164.80 -123.22 41.45 114.53 
time + b + a1*DisturbancePC1 + a2*DHWs 
+ a3*chl+ a4* distance from infected -48.79 2.00 0.37 7014.0 7977.9 14336.8 2061.1 1430.8 5019.1 
time + b + a1*DisturbancePC2 + a2*low 
tide + a3*DHWs+ a4* distance from 
infected -48.79 2.00 0.37 -225.29 949.00 -286.84 -672.62 120.35 463.61 
time + b + a1*low tide + a2*DHWs + 
a3*chl+ a4* distance from infected -48.79 2.00 0.37 62.70 -120.43 -124.25 47.95 -34.21 97.58 

          
CA North                   

time + b +pollutantPC1 -22.17 0.00 1.00 772.63 -1205.38 345.34    
time + b +latitude -20.56 1.61 0.45 0.75 -5.21 -0.58    
time + b + distance from infected -20.51 1.67 0.43 0.98 -3.01 1.73    
time + b + a1*PopulationPC + 
a2*DisturbancePC1 -20.17 2.00 0.37 411.92 -2423.01 909.39 2532.31   
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Table 2.5. continued 
          
time + b + a1*PopulationPC + a2*low tide -20.17 2.00 0.37 557.36 -247.46 -168.89 21.10   
time + b + a1*PopulationPC + a2*DHWs -20.17 2.00 0.37 640.29 -186.95 -209.31 -76.48   
time + b + a1*PopulationPC + a2*lat -20.17 2.00 0.37 1003.4 -734.49 -233.15 -60.36   
time + b + a1*PopulationPC + a2*distance 
from infected -20.17 2.00 0.37 1171.0 -898.46 -284.14 -6.55   
time + b + a1*DisturbancePC1 + 
a2*DisturbancePC2 -20.17 2.00 0.37 3.16 -3359.9 1136.87 4944.37   
time + b + a1*DisturbancePC1 + a2*low 
tide -20.17 2.00 0.37 1338.38 -1000.92 1227.24 59.63   
time + b + a1*DisturbancePC1 + a2*DHWs -20.17 2.00 0.37 70.70 -27.57 118.43 -48.04   
time + b + a1*DisturbancePC1 + a2*chl -20.17 2.00 0.37 -2.39 -4.93 2.93 -48.06   
time + b + a1*DisturbancePC1 + a2*lat -20.17 2.00 0.37 578.81 -837.03 266.51 -23.57   
time + b + a1*DisturbancePC1 + 
a2*distance from infected -20.17 2.00 0.37 273.24 -463.01 167.65 -50.53   
time + b + a1*DisturbancePC2 + a2*low 
tide -20.17 2.00 0.37 -1458.64 -310.71 3353.42 55.51   
time + b + a1*DisturbancePC2 + a2*DHWs -20.17 2.00 0.37 -11325.46 1939.52 22034.18 -809.05   
time + b + a1*DisturbancePC2 + a2*lat -20.17 2.00 0.37 -9604.11 -5336.90 25810.06 -579.69   
time + b + a1*DisturbancePC2 + 
a2*distance from infected -20.17 2.00 0.37 -4408.81 -1027.27 10154.18 -115.72   
time + b + a1*low tide + a2*DHWs -20.17 2.00 0.37 5861.51 -12856.72 334.75 1504.35   
time + b + a1*low tide + a2*chl -20.17 2.00 0.37 -6.24 -3.34 32.75 -36.62   
time + b + a1*low tide + a2*distance from 
infected -20.17 2.00 0.37 83.62 172.66 135.59 281.94   
time + b + a1*DHWs + a2*chl -20.17 2.00 0.37 -18.24 27.48 -10.09 -56.88   
time + b + a1*DHWs + a2*distance from 
infected -20.17 2.00 0.37 -814.60 1997.84 -241.80 189.16   
time + b + a1*chl + a2*lat -20.17 2.00 0.37 -5.40 -6.81 -41.05 -10.12   
time + b + a1*chl + a2*distance from 
infected -20.17 2.00 0.37 2.43 16.91 -41.97 20.53   
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Table 2.5. continued 
          
time + b + a1*lat + a2*distance from 
infected -20.17 2.00 0.37 1270.24 -1327.24 -135.81 752.59     

          
CA Central                   
time + b + a1*chl + a2*distance from 
infected -49.55 0.00 1.00 2458.78 -4146.21 -1221.86 873.25   
time + b + a1*PopulationPC + a2*chl + 
a3*distance from infected -47.55 2.00 0.37 3606.62 -4941.49 115.63 -568.30 1258.12  
time + b + a1*DisturbancePC1 + a2*chl + 
a3*distance from infected -47.55 2.00 0.37 6610.18 -4584.28 -2459.71 -1677.45 1386.02  
time + b + a1*DisturbancePC2 + a2*chl + 
a3*distance from infected -47.55 2.00 0.37 2778.39 -1590.79 -821.66 -458.22 364.29  
time + b + a1*DHWs + a2*chl + 
a3*distance from infected -47.55 2.00 0.37 1282.46 -670.05 -790.13 -895.44 1082.33  
time + b + a1*chl + a2*lat + a3*distance 
from infected -47.55 2.00 0.37 2070.22 -2957.12 -385.73 -62.23 759.76   

          
CA South                   

time + b +chl -51.11 0.00 1.00 -116.82 401.38 93.47    
time + b +PopulationPC1 -50.20 0.91 0.63 -2.16 0.20 -1.12    
time + b +DHW over T80 in 12 weeks -49.68 1.43 0.49 -2.85 3.03 -0.62    
time + b +latitude -49.45 1.66 0.44 -0.91 -1.12 -0.12    
time + b + a1*PopulationPC + a2*DHWs -49.43 1.68 0.43 -10.82 17.75 -1.89 -2.45   
time + b + distance from infected -49.37 1.73 0.42 -0.86 -1.13 0.07    
time + b + low tide exposure hours -49.37 1.73 0.42 -0.92 -1.06 -0.08    
time + b + a1*DHWs + a2*lat -49.25 1.86 0.40 -20.24 41.48 -6.64 -2.38   
time + b + a1*PopulationPC + a2*chl -49.11 2.00 0.37 -86.62 292.05 0.15 80.15   
time + b + a1*DisturbancePC1 + a2*chl -49.11 2.00 0.37 -269.40 898.84 3.01 151.90   
time + b + a1*low tide + a2*chl -49.11 2.00 0.37 107.82 -214.76 108.56 290.47   
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Table 2.5. continued 
          
time + b + a1*DHWs + a2*chl -49.11 2.00 0.37 59.66 121.95 60.86 163.04   
time + b + a1*chl + a2*lat -49.11 2.00 0.37 29.29 317.04 761.69 23.25     

          
CA Channel Islands                   

time + b + distance from infected -81.33 0.00 1.00 314.35 -263.46 197.99    
time + b + a1*PopulationPC + a2*chl -79.33 2.00 0.37 199.55 -148.54 -87.27 231.73   
time + b + a1*PopulationPC + a2*distance 
from infected -79.33 2.00 0.37 1411.92 -1326.44 -267.47 777.87   
time + b + a1*DisturbancePC1 + a2*chl -79.33 2.00 0.37 -58.99 68.72 -34.33 150.72   
time + b + a1*DisturbancePC1 + 
a2*distance from infected -79.33 2.00 0.37 62.78 -36.39 -16.86 100.40   
time + b + a1*DisturbancePC2 + a2*chl -79.33 2.00 0.37 -31.49 9.96 -894.23 175.10   
time + b + a1*DisturbancePC2 + 
a2*distance from infected -79.33 2.00 0.37 1721.42 6586.35 -4743.83 3894.47   
time + b + a1*low tide + a2*distance from 
infected -79.33 2.00 0.37 51.06 -3.10 -6.53 54.30   
time + b + a1*chl + a2*lat -79.33 2.00 0.37 117.05 63.28 356.68 152.01   
time + b + a1*chl + a2*distance from 
infected -79.33 2.00 0.37 99.82 -32.65 24.19 70.96   
time + b + a1*lat + a2*distance from 
infected -79.33 2.00 0.37 387.87 -211.90 -50.43 247.28     
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Figures 

 

Fig. 2.1. (a) Geographic differences in mean hours of daily afternoon low tide 
exposure (below 0.0 m MLLW between 1200 and 1600 PST) during week(s) when 
sites were observed for SSWS status. (b) Geographic differences in mean distance 
(km) by water to the nearest SSWS-infected site during weeks(s) when observed for 
SSWS status. Each triangle represents one site (n = 284).  
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Fig. 2.2. (a) Anomaly (z-score) of distance (km) by water to the nearest SSWS-
infected site and predicted probability of SSWS infection during a site’s observation 
period. (b) Anomaly hours of daily afternoon low tide exposure (water level below 
0.0 m MLLW between 1200 and 1600 Pacific Standard Time) and predicted 
probability of SSWS infection during a site’s observation period. Each point 
represents one site (n = 284).   

 

 

(a) 
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Fig. 2.3. Anomaly (z-score) of chlorophyll a and predicted probability of SSWS 
infection in the (a) the California Channel Islands region (n=41) and (b) Central 
California region (n = 26). Each point represents one site.  
  

 

 

(a) 
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Fig. 2.4. Relationship between probability of infection and anomaly (z-score) in (a) 
distance from the nearest infected site in the Salish Sea (n = 125), (b) distance from 
the nearest infected site in the California Channel Islands (n = 41), and (c) low tide 
exposure hours in the Salish Sea (n = 125). 
  

 

  

(a) 

(b) 

(c) 
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Chapter 3: Sea Star Wasting Syndrome impacts to 

intertidal communities via mass mortality of a keystone 

predator 

Abstract 

Disease shapes community composition by altering species interactions. In 

2013, an outbreak of Sea Star Wasting Syndrome (SSWS) decimated populations of 

the keystone predator Pisaster ochraceus from rocky intertidal habitats on the Pacific 

coast of North America. Past removals of this sea star species led to expansions of the 

mussel bed and eventual changes in species composition on the primary substrate. We 

take advantage of a natural experiment to test whether the absence of keystone 

predation, and by extension, disease produces changes to the species composition of 

rocky intertidal communities. Over four years, we measured mussel bed dimensions 

and Mytilus californianus size on vertical rock walls at six rocky intertidal sites on the 

Central California coast. We assessed whether these changes were correlated with 

mussel recruitment or sea star predation pressure both pre- and post-SSWS. We also 

recorded species composition at regular intervals along vertical transects in and below 

the mussel bed. On a larger spatial scale, we assessed the relationship between mussel 

cover and pre-disease sea star density across 33 sites in six biogeographic regions of 
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the Pacific coast using data from long-term monitoring. After four years, the lower 

boundary of the Central California mussel beds was displaced downward 18.7 cm ± 

15.8 (SD) on the rock and 11.7 cm ± 11.0 in elevation, while the upper boundary 

remained unchanged. Bed area increased 26% ± 17.2, but changes in bed volume 

varied. Downward movement of the mussel bed and total area of the mussel bed were 

positively correlated with average mussel recruitment but not with pre-SSWS sea star 

density or biomass at our six Central California focal sites. Mussel bed volume was 

negatively correlated with pre-SSWS sea star density but not biomass. Mussel sizes 

and bed depth remained similar across years, and we did not observe increases in the 

proportion of M. californianus achieving sizes conferring refuge from predation. At a 

larger spatial scale, changes in mussel cover were positively correlated with pre-

SSWS sea star densities. Species composition within the mussel bed differed from 

outside of the mussel bed, but these two respective communities remained similar 

across years. In contrast with previous sea star removal studies, we did not observe 

loss of the community below the bed. Instead, this community became reduced in 

spatial extent while the mussel bed expanded. The magnitude of mussel bed change 

observed over four years suggests that on sub-decadal time scales, mussels can 

increase rapidly with sufficient recruitment. This natural experiment demonstrates 

that the intertidal community is robust to short-term changes following loss of a 

strongly interacting species. These results improve our ability to predict potential 
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changes to intertidal mussel beds in future disease outbreaks affecting keystone 

predators. 

 

Introduction 

Disease has the ability to restructure communities by drastically reducing 

populations of ecologically important species (Hughes et al. 2002, Miner et al. 2006, 

Smith et al. 2009). While declines of hosts themselves alter local biodiversity, 

modifications of species interactions have indirect and cascading effects on 

community composition (Wootton 1994, Menge 1995). Trophic relationships 

generate a plethora of indirect effects ranging from single-species behavioral 

modifications to multi-species trophic cascades that dramatically alter species’ 

relative abundances and habitat structure (Paine 1966, Duggins 1980, Estes et al. 

1998, Columbia et al. 2003). Disease’s impact on both direct and indirect species 

interactions can be particularly profound when affecting keystone species, in which a 

species’ influence on community composition is disproportionately greater than its 

abundance (Paine 1966, 1969b). Even if a keystone predator recovers to their pre-

disease size and abundances, the community might not return to its previous state, 

particularly if prey body size or biomass grows beyond the predator’s capacity to 

regulate it through consumption (Paine 1976, Hughes 1994, Ling et al. 2009). In this 

way, disease outbreaks can cause long-term changes in species assemblages 
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continuing after epidemics pass. 

A combination of physical and biological factors including disturbance, 

competition, and predation determine community composition in rocky intertidal 

habitats (Paine 1966, Connell 1972a, 1978, Menge 2000). Here, tolerable physical 

conditions occur in a narrow band stretching vertically from completely submerged to 

completely dry substrate. Species interactions such as predation and competition then 

modify these vertical distributions (Connell 1972a). The ochre sea star, Pisaster 

ochraceus, acts as keystone predator of rocky intertidal ecosystems. They prey 

preferentially upon the competitively dominant California mussel Mytilus 

californianus (Landenberger 1968). By preventing competitive exclusion of many 

species, these sea stars maintain higher species diversity on the primary rock substrate 

where they are present than where they are absent (Paine 1966, 1974b). Prolonged 

lack of predation might lead to dominance of mussels, as these molluscs crowd out 

other organisms for limited space on the rocks of the mid-intertidal and low intertidal 

zones (Paine 1974, 1976). Many species that would not colonize bare rock can 

survive in the sheltered interstitial spaces of the mussel bed, giving rise to a different 

community of infaunal organisms as opposed to species that attach to the primary 

substrate (Suchanek 1986, Lohse 1993a, Lafferty and Suchanek 2016).  

Multiple mechanisms regulate the position of the mussel bed and its area. 

Lateral mussel movement from the edges of the mussel bed can encroach on empty 
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space for distances under 4 cm per year. Predation pressure limits the survival of 

individuals smaller than refuge size below the lower tidal range limit (Paine 1976). 

Because P. ochraceus tend to venture out of the low intertidal only as far as necessary 

to obtain suitable prey, this creates a front of mussels at the leading edge of their tidal 

range that is controlled by predation pressure and seasonal desiccation risk (Paine 

1976, Robles et al. 2009, Garza and Robles 2010). Movement of individual mussels 

much beyond this front dramatically increases risk of predation (Robles et al. 2010). 

A combination of encroachment (Fig. 3.1a) and recruitment (Fig. 3.1b) is required for 

mussels to colonize large areas of open space (Paine and Levin 1981). Without strong 

mussel recruitment, few new mussels settle in and along the bed, producing little 

change in lower limits even in the absence of keystone predators (Dayton 1971, 

Menge et al. 1994, Connolly and Roughgarden 1998, Hart 2010). 

In fall and winter 2013, the Sea Star Wasting Syndrome (SSWS) epidemic 

caused mass mortalities of sea stars on the North American Pacific coast. The Central 

California coast was one of the first regions to experience the epidemic and one of the 

regions with > 95% mortality of P. ochraceus and other sea star species (Miner et al. 

2018). Though some P. ochraceus populations are approaching recovery in 

abundance, the size structure of these post-disease populations is skewed toward 

smaller individuals, and biomass remains approximately < 50% of the pre-SSWS 

average in most regions of the coast (Moritsch and Raimondi 2018). While an influx 
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of P. ochraceus recruits arrived in the region in the years following the outbreak, 

juvenile and small adult sea stars prefer smaller M. californianus and consume less 

meat per feeding attempt, so predation pressure on mussels remains reduced (Feder 

1956, Menge and Menge 1974, McClintock and Robnett 1986).  

 The SSWS outbreak provides a natural test of the generality of the paradigm 

that keystone predation controls species composition in rocky intertidal habitats. 

Furthermore, tracking what changes occur after this mass mortality improves our 

understanding how disease shapes communities. To determine how the absence of 

keystone predation by Pisaster ochraceus impacts rocky intertidal communities, we 

tracked spatial boundaries of the mussel bed, mussel sizes, and community 

composition for several years following the SSWS outbreak. Here we determine 

whether the severe decline of the keystone predator Pisaster ochraceus changed 

mussel cover and rocky intertidal community composition in the years immediately 

after the SSWS mass mortality by asking: 

1. Does Mytilus californianus expand its spatial coverage and occupy lower tidal 

elevations? 

2. Do these changes in mussel beds correlate with M. californianus recruitment 

or changes in P. ochraceus predation pressure? 

3. Do M. californianus grow larger or mussel beds become deeper in the absence 

of P. ochraceus? 
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4. Does community composition of algae and sessile invertebrates on the 

primary substrate change as a result of mussel bed expansion? 

 

Methods 

Site characteristics 

We selected six intertidal sites in Central California, USA (Fig. 3.2a; three in 

Monterey County and three in Santa Cruz County) based on previous monitoring of 

mussel presence and sea star populations from surveys by the Partnership for 

Interdisciplinary Studies for Coastal Oceans (PISCO). Because there is considerable 

variation in the sea star populations that existed among sites prior to the SSWS 

outbreak, the selected sites represent a gradient of sea star loss. At each site we 

selected 10 m horizontal spans of vertical rock wall with continuous mussel beds 

extending partially down the rock face, allowing room for potential downward 

expansion. Heights of rock walls between sites ranged from 1.5 m to 3.0 m. For the 

purposes of tracking clear limits of the mussel beds, we avoided selecting areas of 

excessively patchy mussels. We secured bolts in the rock to mark the locations of 

monitoring transects.  

 

Pre- and post-SSWS sea star density and biomass 

 Using a timed search, we counted sea stars in the spring of every year from 
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2014 to 2017. Two researchers spent 15 minutes visually searching the 10 m span of 

rock wall, recording the species, health category according to a standardized 

symptoms severity scale (Bates et al. 2009, PISCO 2014a), and length (mm) of 

longest arm from the center of the oral disc to the arm tip for each P. ochraceus 

found. Although we checked crevices in the rock and interstitial spaces of the mussel 

bed with a flashlight, searching deep within the mussel bed was impossible without 

destructive sampling. Visual searches could detect individuals < 1 year old, but not 

recently settled individuals. We used the average height of the rock wall and the 10 m 

horizontal length to determine the area covered in the search and calculate sea star 

density. Because biomass is a proxy for predation pressure, we converted P. 

ochraceus size to estimated biomass using a log-log relationship between arm length 

and wet weight (Equation 3.1).  

We calculated the proportion of P. ochraceus density and biomass (g-m-2) at 

our sites compared to pre-SSWS measurements at the same site (post-SSWS level / 

pre-SSWS level). We used PISCO data from the most recent year before the outbreak 

for Davenport, Terrace, Hopkins, and Asilomar. Where PISCO data were not 

available (Waddell and Soberanes), we use P. ochraceus survey data from Hart 

(2010). Asilomar had pre-SSWS sea star density data but no size data, preventing 

estimation of biomass change (known to be non-zero) since the SSWS outbreak. 

However, this site had no sea stars in timed searches in 2014, 2016, and 2017, so 



 

 
70 

 
 

 

biomass was 0 g-m-2.  

 

Mussel recruitment 

 To measure M. californianus recruitment at each site, we deployed 4 plastic 

Tuffy® S.O.S. Dishwashing Pads (The Clorox Company) within the 10 m span of 

rock wall at each site. Tuffys were secured to the rock just below the mussel bed 

lower limit with a blue wall anchor, a lag bolt, and a washer. We replaced Tuffys 

every two months from June 2014 to June 2016. Mussels recruit to Tuffys because 

the mesh scrub pad structure mimics their preferred settlement substrate: a 

filamentous matrix of byssal threads or algal tissue (Dayton 1971, Broitman et al. 

2008, Menge et al. 2009, Conway-Cranos 2010). While Tuffys do not provide an 

absolute measure of recruitment, they can compare relative recruitment between sites. 

Collected Tuffys were frozen at -80 oC until processing. To count mussel recruits, we 

cut open each Tuffy and rinsed it under running water, 3 times per side, into a 250 µ 

sieve. Sieve contents were stored in 95% ethanol until sorting, where we separated 

recruits from sediment and other debris under a dissecting microscope. We counted 

all Mytilus spp. recruits < 2 mm in length from each Tuffy. Mytilus spp. are cryptic at 

this size, and species identification requires genetic testing. Previous genetic analyses 

of Mytilus spp. found in Tuffys indicated that 88 to 100% are M. californianus, while 

a mix of M. edulis, M. trossulus, and M. galoprovincialis make up the remaining 
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recruits in this genus (Hart 2010). We multiplied the total number of Mytilus spp. per 

Tuffy by the site-specific percentage of M. californianus. For sites where we did not 

have genetic data (Davenport, Hopkins, Asilomar), we used the nearest site with 

genetic data as a proxy. The number of M. californianus recruits per Tuffy was 

divided by the number of days of intertidal deployment and multiplied by 30 to 

calculate recruits per month.  

For each site, we calculated the mean of monthly recruitment from June 2014 

to March 2015 and June 2015 to March 2016. We excluded samples from < 3 months 

prior to sampling because recruits present during this time did not meet the 20 mm 

length threshold required for them to show up in mussel size surveys and would not 

yet be contributing to the dimensions of the mussel bed (Coe and Fox 1942). 

 

Tracking mussel bed limits and area 

 We predicted that the mussel bed lower limit would move downward in the 

absence of predation by P. ochraceus. Because the SSWS epidemic began impacting 

Monterey Bay in fall 2013, we did not expect major changes in the mussel bed by 

spring of 2014. We set 2014 as our baseline year against which we compared mussel 

bed characteristics for all subsequent years (2015 through 2017). For every transect, 

we calculated the movement of the lower limit on the rock from its position in the 

baseline year. We also calculated movement of the upper limit from its baseline 
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position to identify whether the mussel bed was expanding, contracting, or merely 

shifting its vertical position. We used point-intercept transects to measure the distance 

(cm) along the rock surface from the top of the platform to the upper and lower limit 

of the mussel bed (Mytilus spp.). Transects were spaced every 0.25 m along a 10 m 

stretch of vertical rock wall (N = 41). Mytilus californianus presence or absence was 

recorded for every point along the transect. Points were spaced vertically 1 cm apart. 

We repeated mussel limit measurements and recorded mussel presence/absence every 

spring for four consecutive years.  

Mussel beds were defined as the contiguous band of mussels that connected 

across ≥ 75% of the 10 m horizontal span of rock wall or touched the mussel bed at 

the top of the wall (Fig. 3.3a). Mussel patches were defined as clumps of mussels not 

in contact with any mussels in the bed (Fig. 3.3b). Patches did not contribute to 

overall area of the mussel bed. We estimated the area of the bed by multiplying the 

vertical span of the bed (meters between the upper and lower limit) on each transect 

by 0.25 m (the space between vertical transects) and summing the area represented by 

all transects at a site. We assumed that mussel cover on the transect was 

representative mussel cover in the 0.25m vertical swath on which it was centered. 

 We also calculated change in tidal elevation of the upper and lower limits of 

each transect to account for how the mussel bed had changed relative to water level. 

We measured the tidal elevations of the top and bottom of each vertical transect using 
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a GPS (Trimble Navigation Limited) and TerraSync version 3.21 (2008). Waddell, 

Davenport, and Terrace had truly vertical walls, so changes in vertical distance on the 

rock were very similar to changes in vertical position. Rock walls at Hopkins, 

Asilomar, and Soberanes had a slight angle, such that distance on the rock surface did 

not directly align with changes in tidal elevation. Fine-scale GPS coordinates allowed 

estimation of the slope of these walls and determination of vertical position for every 

point on the rock surface. To calculate the tidal elevations of lower limits, we 

subtracted the distance to the transect start from these elevation measurements 

(Equation 3.2).  

To compare mussel bed lower boundaries at each site and year, we used a 1-

sided t-test to determine whether the lower limit had moved downward significantly 

from the 2014 baseline position (displacement on the rock) or in tidal elevation. We 

used a 1-tailed t-test because we were specifically testing the hypothesis of whether 

mussels had moved downward, rather than moving in either direction. To determine 

whether tidal elevations of the upper limit had moved significantly in position or 

elevation, we used a 2-sided t-test, because we did not have any prior hypotheses 

about which direction the mussel bed’s upper limit would move. A single value from 

each transect served as one replicate (N = 41 per site). Distance and elevation changes 

were square root-transformed to meet the underlying assumptions of normality. 
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We used multiple regression to determine whether yearly mean changes in (1) 

the lower limit position on the rock, (2) elevation, (3) bed area, or (4) bed volume 

were correlated with recruitment or raw pre-SSWS P. ochraceus density or biomass 

for the site. We included year (ordinal), mean recruitment, recruitment x year, and 

pre-SSWS P. ochraceus density in the model (N = 12). Separately, we used an 

alternative model that included year, mean recruitment, recruitment x year, and pre-

SSWS P. ochraceus biomass (N = 10). All terms in the regression were fixed effects. 

Nonsignificant terms interaction terms were dropped from the regression. 

Recruitment means were natural log-transformed to meet assumptions of normality. 

Due to the time periods of Tuffy deployment, we limited data in the regression to 

2015 and 2016 only.  

 

Tracking mussel sizes, mussel bed depth, and mussel bed volume 

 To determine whether mussels were larger in the near-absence of sea star 

predation, we measured the girth of mussels at various tidal elevations along 11 

vertical transects spaced 1 m apart along the same 10 m spans of vertical rock wall 

described above. We also measured depth of the mussel bed to determine if total 

volume of the mussel bed increased at the site. For girth measurements, we used 

calipers to measure the widest point of the mussel across the dorsoventral axis of the 

valves to the nearest millimeter. Mussels were not removed from the substrate during 
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measurement. For depth measurements, we inserted the depth probe on calipers into 

the mussel bed perpendicular to the rock face until it could go no further (MARINe 

2008).  

Within 25 cm of the bed’s lower limit, we measured mussel girth and bed 

depth every 3 cm along each vertical transect. We expected that the most changes in 

mussel sizes would occur close to the lower limit of the bed, so we sampled more 

intensively in this area to be sure we could detect changes in mussel size or depth if 

they occurred. Outside of the zone within 25 cm of the lower limit, we did not sample 

as intensively. We measured girth and depth every 5 cm along each transect (Fig. 

3.4). When patches of gooseneck barnacles, Pollicipes polyermus, were present in the 

mussel bed, we measured depth but not girth, resulting in more depth than girth 

measurements. Mussel beds typically spanned at least 25 cm vertically but were 

sometimes interrupted by irregular gaps, resulting in an uneven number of 

measurements on each transect. We recorded the position of each girth and depth 

measurement along the transect to assign tidal elevations to each size measurement. 

We repeated these measurements every spring from 2014 to 2017. We categorized 

each measurement according to whether it fell in the existing 2014 mussel bed or in 

the zone of subsequent mussel bed expansion (hereafter: “expansion zone”, Fig. 

3.5a,b). Mussels in patches that were disconnected from the bed (Fig. 3.3b) were 

excluded from size analyses. We calculated the overall volume (cm3) of the mussel 
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bed in our survey area by multiplying the average depth of the bed by the area.  

We converted girth measurements to length (mm) to determine the percentage 

of mussels at each site that were large enough (> 80 mm) to escape predation by P. 

ochraceus (Paine 1976), using a log-log length-girth relationship. The mussel girth 

corresponding to refuge size was 35 mm (Equation 3.3). 

We used a mixed effects model to determine whether mussel girth and bed 

depth increased over time. We accounted for the influence of tidal elevation on 

mussel size by including elevation as an effect in the model. We also accounted for 

effects of site (categorical random effect), transect (random fixed effect), year 

(ordinal fixed effect), elevation (continuous fixed effect), site x year, elevation x year, 

and site x year x elevation. We used a separate model for mussels in the original bed 

and the expansion zone to assess differences in the dynamics of these two zones. 

 

Tracking species composition of the rock surface community 

 To determine if species composition of vertical rock walls changed in the 

years since the SSWS outbreak, we used the same 11 vertical transects to record all 

layers (maximum 5 layers) of sessile invertebrate and algae on the primary substrate 

or growing as epibionts on species occupying the primary substrate. Sampling of the 

interstitial spaces of the mussel bed was not possible without destructive sampling, so 

interstitial species were excluded from this study. Nondestructive sampling, which 
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leaves the mussel bed intact, is a standard procedure for assessing community 

composition of the mussel bed (Hart 2010). Dead sessile invertebrates (mainly 

mussels and barnacles) were counted separately from their live counterparts because 

of reduced species interactions with these skeletons (e.g., they remain as a form of 

substrate but do not consume biotic resources). Species were identified to the lowest 

taxonomic level possible in the field. For coralline algae, we separated articulated and 

crustose forms because they promote recruitment of different algae and invertebrate 

species (Reed and Foster 1984). We separated the sporophyte form of Mastocarpus 

spp. from its alternative fleshy form due to the difficulty of identifying that life stage 

to species. 

Within 25 cm above and below the mussel bed lower limit, we recorded 

species composition at every 1 cm. Outside of this zone, we recorded species 

composition every 5 cm (Fig. 3.5). Again, we sampled more intensively close to the 

lower edge of the mussel bed to adequately capture changes. Due to the varying 

heights of each transect and their individual lower limits, the number of points 

recorded at each site varied, but we recorded a minimum of 500 points at each site, 

such that one point contributed no more than 0.5 percent to overall species 

composition. Species composition surveys were conducted in spring 2014 and spring 

2017 on the same dates as sea star surveys. Because of the short time elapsed since 

the start of the SSWS outbreak, we considered 2014 surveys representative of the pre-
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SSWS state. 

We assigned each point on the transect to an elevational zone to account for 

the potential influence of tidal elevation on species composition. Points within the 

mussel bed were categorized as “bed” or “expansion” zone as described above (Fig. 

3.5). If the mussel bed contracted on a given transect between 2014 and 2017, the 

points between the current lower limit and the original lower limit were categorized 

as falling in the “contraction” zone. Points outside of the bed up to 25 cm below the 

lower limit of the bed for that year (or if the bed contracted, the original lower limit) 

fell in “zone 2”, and all points below zone 2 were considered part of “zone 3” (Fig. 

3.5b,c). We pooled all sites and transects to estimate species richness by zone.  

At the start of the monitoring period (spring 2014), we expected zone 2 and 

zone 3 to be statistically distinct communities due to the restricted elevation range of 

many intertidal species. As the mussel bed expanded into lower elevations, we 

expected new mussel infill would extirpate the original zone 2 community, and for 

the species composition immediately below the mussel bed to increasingly resemble 

the composition of zone 3 of 2014, to the point where they would become statistically 

indistinguishable.  

We used a one-way Analysis of Similarity (ANOSIM) to assess whether there 

were significant differences in community composition between zone-year 

combinations. This was done because not all zones occurred in all years thus leaving 
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a two-factor model with missing combinations. For example, no expansion zone 

existed in 2014 by definition. Data from every transect counted as a sample for every 

zone, within a site-year combination. We initially used all species including M. 

californianus. We used untransformed data for all tests to reflect the actual 

communities under assessment. We used a Bray-Curtis similarity index to estimate 

relative distances between each replicate and used a cluster analysis to determine the 

distances between the centroids of each year-zone group.  

We repeated the ANOSIM and cluster analysis excluding M. californianus 

from community composition to assess whether M. californianus alone drove 

differences between the zones and years or if other species proportions also 

contributed. We standardized all species proportions to total observations without M. 

californianus. This required removal of all replicates where M. californianus was the 

only species observed (N = 23). We performed a one-way pair-wise SIMPER (N = 

405) on treatments that were truly significantly different to determine which species 

were most contributing to the differences in community composition. All species 

composition comparisons were performed in PRIMER 6.1.12 (PRIMER-E Ltd.).  

 

Trends in sea star densities and mussel cover at larger spatial scales 

 Because our in-depth surveys were limited to a single region of the coast, we 

examined trends in sea star densities and mussel cover at a larger spatial scale with 
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PISCO’s long-term intertidal monitoring data. We estimated mussel percent cover 

and P. ochraceus densities at 33 sites (Fig. 3.2b,c, Table A3.1) ranging from Southern 

California (33.545 oN) to Oregon (45.918 oN) and one site in British Columbia 

(51.905 oN). All sites had at least one pre-SSWS (before 2013) and one post-SSWS 

(2014 and later) survey date for both sea stars and mussels. We did not use surveys 

from 2013 due to the uneven timing of SSWS appearance along the Pacific coast. At 

each site, mussel presence or absence was recorded along 11 point-intercept transects 

spaced 3 m apart on sloping rock benches. Transects ran from a permanent high zone 

baseline down toward the water as far as the low tide would allow. Distance between 

points was roughly equivalent to 1/100th of the site’s tidal range. Along the same 

transects, a thorough search for P. ochraceus was performed within 1 m of either side 

of the transect tape. Flashlights allowed inspection of crevices and rock overhangs. 

Density was based on the number of P. ochraceus found and the total area searched 

per site (MARINe 2008). We calculated the average P. ochraceus density and mussel 

percent cover for pre-SSWS and post-SSWS surveys separately and estimated the 

change in mussel cover. While biomass is a better proxy for predation pressure than 

density (Chapter 1, Moritsch and Raimondi 2018), these surveys did not record sea 

star size, preventing estimation of biomass.   

 We use regression modeling to evaluate the relationship between change in 

pre- and post-SSWS mussel cover and pre-SSWS sea star density from PISCO 
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surveys (N = 33). We selected the best-fitting relationship using the corrected Akaike 

Information Criterion (AICc) values. All statistical models were performed in JMP 

Pro 13. 

Equation 3.1: Estimation of sea star biomass (Moritsch and Raimondi 2018) 

ln (biomass g) = 2.34723 × ln (radius mm) - 5.50262    

 

Equation 3.2: Calculation of lower limit elevation 

lower limit elevation = transect start elevation - vertical distance to lower limit 

 

Equation 3.3: Calculation of mussel length (G. Contolini, unpublished data) 

ln(girth mm) = 0.881 x ln(length mm) - 0.3015 

Results 

Lower limits moved downward over time 

Lower limits of the mussel bed progressed significantly downward on the rock 

surface at one of six sites in 2015, three sites in 2016, and four sites in 2017 (Fig. 

3.6a; p < 0.02 for each site-year combination, square root transformation). Similarly, 

bed moved significantly lower in elevation at one site in 2015, two sites in 2016, and 

three sites in 2017 (Fig. 3.6b; p < 0.03 for each site-year combination, square root 

transformation). By 2017, mussels moved an average of 18.7 cm ± 15.8 (SD) 

downward on the rock surface and 11.7 cm ± 11.0 (SD) in tidal elevation. Terrace had 
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significant downward movement on the rock and in elevation in 2015 and 2016. The 

lower limit at Terrace had moved down in 2017, but due to larger variance, it was not 

significantly different from its initial position in 2017. Three of our six sites 

experienced upward movement of the mussel bed in 2015 followed by downward 

movement in subsequent years (Fig. 3.6).  

We saw no consistent pattern in the movement of the mussel bed upper limit. 

The upper limit moved upward on the rock surface and in elevation at one site in 

2015, downward at two sites in 2016, and downward at one site in 2017 (p < 0.03 for 

each site-year combination, square root transformation). Distances moved were far 

smaller than those of the lower limit. On average, upper limit movement was near 

zero: 0.1 cm ± 3.8 (SD) downward on the rock and 0.2 cm ± 3.4 (SD) upward in 

elevation by 2017. The upper limit was often aligned with the top of the rock wall 

where no upward movement was possible. 

Over the four-year study period, area of the mussel bed increased by an 

average of 26.1% ± 17.2 (SD) across all sites (Fig. A3.2a). Changes in total volume 

of the mussel bed was more variable (Fig. A3.2b). Overall, volume increased by 

28.1% ± 34.7 (SD). Volume of mussel beds at Waddell and Terrace shrank by 0.8% 

and 5.5%, respectively, while the other sites increased volume by up to 76%.  

 

Recruitment, not predation pressure, associated with mussel bed expansion 
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Downward movement of lower limit position on the rock surface was 

correlated with recruitment of juvenile mussels (p = 0.0486, r2 = 0.394) (Fig. 3.7a). 

We observed a nonsignificant negative trend in change in tidal elevation as 

recruitment increased (p = 0.0893, r2 = 0.249) (Fig. 3.7b). Changes in mussel bed area 

were positively correlated with recruitment (p = 0.0019, r2 = 0.545) (Fig. 3.7c), but 

changes in bed volume showed no directional trend (p = 0.7323, r2 = 0.024) (Fig. 

3.7d). density and biomass gradually increased in the Santa Cruz County sites over 

the study period but remained at or near zero at the Monterey County sites. While the 

proportion of pre-SSWS sea star density present varied considerably among sites and 

years, sea star biomass remained < 5% of pre-SSWS biomass, with the exception of 

Waddell in 2017, which had 10% of its pre-SSWS biomass (Fig. A3.3).  

After accounting for recruitment in 2015 and 2016, we did not observe a 

correlation between raw pre-SSWS P. ochraceus densities and change in the mussel 

bed lower limit position (Fig. A3.4a; p = 0.7303, r2 = 0.001), change in lower limit 

elevation (Fig. A3.4b; p = 0.9589, r2 = 0.001), or mussel bed area (Fig. A3.4c; p = 

0.6957, r2 < 0.001). We observed a negative correlation between pre-SSWS P. 

ochraceus densities and mussel bed volume (Fig. A3.4d; p = 0.0057, r2 = 0.418). We 

saw no correlation between raw pre-SSWS P. ochraceus biomass and change in lower 

limit position (Fig. A3.4e; p = 0.6897, r2 = 0.066), change in lower limit elevation 
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(Fig. A3.4f; p = 0.7477, r2 = 0.003), bed area (Fig. A3.4g; p = 0.7630, r2 = 0.061), or 

bed volume (Fig. A3.4h; p = 0.1117, r2 = 0.284).  

 

Mussel sizes and bed depths remained similar 

 Within the original bed, mussel size decreased with increasing tidal elevation 

(Fig. A3.5a). Similarly, bed depth decreased with increasing tidal elevation (Table 

3.1). In contrast, in the expansion zone, there were no consistent patterns between 

tidal elevation and girth or depth (Fig. A3.5b, Table 3.1). Elevation had no significant 

relationship with mussel size or bed depth in the expansion zone (Table 3.1). There 

were significant interactions between site, year, and elevation in both the bed and 

expansion zone (Table 3.1).   

Across all sites, mean mussel sizes and bed depths did not change 

significantly over all four survey years (Fig. 3.8). In the original bed area, average 

mussel girth was 20.7 mm ± 5.0 (SD) in 2014 and 19.4 mm ± 1.6 (SD) in 2017. 

Average depth in the original bed was 45.1 mm ± 9.8 (SD) in 2014 and 40.8 mm ± 

10.5 (SD) in 2017. Size and depth were similar in the expansion zone as well. 

Average girth in the expansion zone was 19.6 mm ± 1.9 (SD) and 21.5 mm ± 1.9 

(SD) in 2017. Average depth in the expansion zone was 43.2 mm ± 12.6 (SD) in 2014 

and 39.9 mm ± 9.4 (SD) in 2017. Size distribution of mussels in the expansion zone 

did not differ from those of the original bed (Fig. 3.9). The mean number of mussels 
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at refuge size did not increase at any site. However, mussels at refuge size decreased 

from 22.9% in 2014 to 1.3% in 2015 in the original bed at Waddell. In all other sites 

and years, > 2% of mussels were at refuge size in the original mussel bed, and > 3% 

of mussels were at refuge size in the expansion zone. 

 

Species composition tracked mussel bed boundaries 

 We observed significant differences in species composition between zone-

year combinations (ANOSIM, p = 0.001). When mussels were removed from species 

totals, clusters of groups were nearly identical to when mussels were included (Fig. 

A3.6; ANOSIM, p = 0.001). The original mussel bed zone in 2017 was most similar 

to the bed area in 2014, and the number of species remained roughly the same: 27 in 

2014 to 25 in 2017 (Table A3.2). The composition of the 2017 expansion zone, which 

had 23 species, was more similar to the bed zone from either year than to other zones 

(Fig. 3.10a,b). Zones 2 and 3 within the same year were more similar to each other 

than to zone 2 or 3 from different years. The 2017 contraction zone, which had 17 

species, was more similar to zones outside the bed than in the bed, though it acted as 

an outgroup to zones 2 and 3 (Fig 3-10a). Species richness in zones 2 and 3 combined 

was similar in both years: 40 in 2014 and 39 in 2017 (Table A3.2). 

 Considering only the data set from which cover of mussels had been removed, 

clustering indicated that all zone-year combinations within the main mussel area (bed, 
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expansion zone) formed one group, while zone-year combinations outside of it 

formed a separate group (contraction zone, zone 2, zone 3). Ten species and bare rock 

contributed to 90% of the differences between groups. Pollicipes polymerus and bare 

rock substrate contributed the most to community composition differences between 

these two groups (26% and 13%, respectively; Fig. 3.11, SIMPER). After M. 

californianus, P. polyermus and bare rock (uncolonized gaps in the mussel bed) were 

the most prevalent cover in the mussel bed. The most common cover outside the 

mussel bed was bare rock, Phragmatopoma californica, Mastocarpus spp. 

sporophyte, and coralline algae (both articulated and crustose) (Fig. 3.11).   

 

Changes in mussel cover increased with pre-SSWS sea star densities on larger spatial 

scale 

 At PISCO sites, change in mussel cover was positively correlated with pre-

SSWS P. ochraceus densities below 0.3 individuals per m2, after which change in 

mussel cover approached an asymptote (p = 0.0022, r2 = 0.240; Fig. 3.12). An 

asymptotic exponential curve (AICc = 220.95) better described this relationship than 

a linear regression (AICc = 223.92). 

 

Discussion 

Evidence and mechanisms for mussel bed expansion 
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Mussel beds expanded downward on the rock face and increased substantially 

in area during the study period. Recruitment, as opposed to the absence of predation, 

appeared to drive this change (Fig. 3.7a,c). Mussel beds also moved downward in 

tidal elevation, though the relationship with recruitment was not as pronounced (Fig. 

3.6b). Change in the upper limit of the mussel bed was negligible, indicating that the 

bed was truly expanding instead of shifting its elevation range due to potential shifts 

in abiotic conditions during this period.  

Mussels in the expansion zone were not significantly smaller than those in the 

original mussel bed (Fig. 3.8, 3.9), so it was not apparent whether these mussels were 

recent recruits, mussels moving down, or a combination of both. Because the bed 

expanded but did not get deeper, it suggests that growth and movement of existing 

mussels balanced the influx of recruits. If the bed expansion were driven only by 

adults moving down, we would likely have observed a thinning of the existing bed. 

Similarly, if the bed were expanding only due to recruitment, we would have 

observed much smaller mussels and a shallower bed in the expansion zone.  

Oceanographic conditions play a large role in M. californianus recruitment. 

Upwelling regimes shape the magnitude of overall regional recruitment, while 

currents and site-scale processes introduce within-region variation (Booth and 

Brosnan 1995, Broitman et al. 2008, Menge et al. 2009). In 2014, the California 

Current experienced a period of abnormally low upwelling activity and large seasonal 
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swings in productivity, followed by El Niño conditions and warm surface waters in 

2015 and 2016 (Leising et al. 2015). Abundance of mussel recruits is often correlated 

with phytoplankton abundance, though its relationship with El Niño conditions is not 

as clear (Menge et al. 2009). M. californianus recruitment generally increases with 

sea surface temperature, though the strength of this relationship is site-specific on the 

Central California coast even in when El Niño conditions are not present (Broitman et 

al. 2008). 

 

Predation counters mussel bed expansion 

Recruitment alone would not increase mussel bed area if it were counteracted 

by sufficient sea star predation. Relaxation of pre-SSWS predation pressure might no 

longer be balancing the influx of new mussels occupying space, though we did not 

see strong support for this explanation. We did not observe a relationship between 

change in the lower limit or other bed dimensions and pre-SSWS of Pisaster 

ochraceus levels, except for the negative correlation between bed volume and pre-

SSWS biomass (Fig. A3.4a-h). Post-SSWS P. ochraceus density or biomass was 

most likely too uniformly low to have substantial influence on changes in the mussel 

bed. With one exception in 2017, sea star biomass was < 5% of its pre-SSWS levels 

(Fig. A3.3). It is also unlikely that compensatory predation is taking the place of P. 

ochraceus consumption in maintaining the mussel bed boundaries. The predatory 
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whelk Nucella spp. consumes mussels, but its population-level predation pressure has 

nonsignificant impacts on mussel bed lower limits, even in the post-SSWS absence of 

P. ochraceus (Hart 2010, Cerny-Chipman et al. 2017).  

Historical predation pressure is generally thought to control mussel bed lower 

boundaries (Paine 1974, 1976, Hart 2010). The upper extent of P. ochraceus foraging 

is set by desiccation tolerance, creating a vertical space of minimal predation for 

mussels (Robles and Desharnais 2002, Robles 2013). Despite differences in pre-

SSWS density and biomass spanning over one order of magnitude, we observed a 

negative relationship between pre-SSWS P. ochraceus biomass and bed volume, but 

we did not find a correlation with any other dimensions of the bed. As a region, the 

Central California coast had regained approximately 25% of its long-term pre-SSWS 

predation pressure by 2017, though considerable site-level variability existed within 

the region. Southern California remained below 10% recovery at most sites, while 

North Central California and Northern California began to return to near-pre-SSWS 

levels of density and biomass by 2017 (Moritsch and Raimondi 2018). Examining 

mussel beds across multiple regions revealed different patterns than those within 

Central California. Changes in mussel cover were positively correlated with pre-

SSWS P. ochraceus density (Fig. 3.12). Greater variation in both mussel recruitment 

and sea star recovery exists between major biogeographic regions than within Central 

California (Broitman et al. 2008, Menge et al. 2016, Miner et al. 2018). This larger 
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scale variability might have contributed to the ability to detect patterns in how sea star 

predation shapes the mussel bed at different spatial scales. It also highlights the need 

for continued long-term monitoring in multiple biogeographic regions to 

appropriately evaluate disease consequences (Groner et al. 2016, Hughes et al. 2017). 

Outcomes of predator removal vary temporally even within the same sites. 

Within our Central California coast study area, not all sites experienced mussel bed 

expansion (Fig. 3.6a). At Soberanes, the site with the largest change in mussel bed 

position, the mussel bed moved down the rock 34 cm over 4 years, while the mussel 

bed at Terrace moved down only 4 cm. In contrast, sea star removals in the early 

2000’s at Soberanes showed only 11 cm of downward movement after two years 

without P. ochraceus, while Terrace showed 35 cm of movement (Hart 2010). This 

highlights the temporal variability in the relative importance of predation pressure, 

recruitment, and site conditions as mechanisms for controlling mussel bed 

boundaries.  

 

Abiotic contributors to mussel bed regulation 

In addition to predation, abiotic context mediates the strength of keystone 

predation as a control of mussels (Menge 1992, 2000, Menge et al. 1994, Sanford 

2002a, 2002b). Mussel survival and sea star activity are reduced by stressful physical 

conditions such as high air temperatures and shearing action of waves (Robles et al. 
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1995, Robles and Desharnais 2002, Petes et al. 2008). Even where mussels are 

physiologically capable of withstanding these stressors, stochastic disturbances such 

as storms or woody debris rip out or crush established mussel beds to open space on 

the rock surface for colonization (Dayton 1971, Seed and Suchanek 1976). Sand 

smothering can cause heavy mortality in M. californianus. In some locations, sand 

controls the lower limit of the mussel bed and prevents competitive exclusion of 

organisms living in the areas of sand inundation regardless of predation pressure 

(Littler et al. 1983). Santa Cruz County sites get inundated with sand up to the middle 

of mussel bed for one to two weeks at a time in winter and for periods of several 

weeks in summer. The study plots at our Monterey County sites do not experience 

sand inundation. We observed mussels continuing to persist at lower tidal elevations 

after repeated burial events, so it is unlikely that sand limited the mussel bed 

expansion here (pers. obs.).  

 

Lack of change in mussel sizes and bed depths 

An increase in the abundance of large, refuge-size mussels could cause loss of 

predator control of the mussel bed, resulting in more stable, abiotically defined 

boundaries rather than a dynamic equilibrium between settlement, growth, and 

predation (Donahue et al. 2011). Mussel growth to sizes too large for P. ochraceus 

occurred in prior sea star removal experiments in Washington, USA (Paine 1976), but 
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does not appear to have happened in Central California after the SSWS outbreak. The 

original bed and expansion zone had low proportions of refuge-size mussels over the 

entire observation period. This indicates that P. ochraceus will still be able to 

consume the same proportion of the mussels upon full recovery, so the mussel bed 

changes were not necessarily stable against future predation by 2017. The similarity 

of mussel sizes in the original bed and the expansion zone (Fig. 3.8, 3.9) also support 

the notion of short-term change that is not yet self-reinforcing against these changes 

persisting on longer time scales. The lack of change in mussel bed depths over the 

observation period could be due to negative feedbacks on mussel accumulation. 

Beyond location-specific threshold depths, the bed is more prone to forming unstable 

clumps of mussels not anchored to the substrate. These clumps are more prone to 

ripping off in strong waves (Pearse et al. 2010). 

 

Community composition of mussel beds and lower intertidal communities did not shift 

We observed an expansion of the mussel bed community and a reduction in 

space available for the community below the mussel bed. It was not surprising that 

the composition of the expansion zone mostly matched that of the original bed. 

However, because it was less similar than the original 2014 bed zone and 2017 bed 

zone were to one another (Fig. 3.10a), it suggests minor differences in epibiont 

species on mussels in the established bed compared to in the expansion zone (Table 
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A3.2). We observed smaller, unfouled mussels filling in gaps in the bed, overgrowing 

existing mussels, and growing at the lower edges of the mussel bed starting in 2015 

and continuing through 2017. The low cover of epibiont growth on these mussels 

might contribute to the slight differences between the expansion and original bed 

community, where epibionts grow on top of a higher percentage of mussels. Epibiont 

species and other M. californianus recruits can establish on shell substrate quickly, 

though survival depends on characteristics of the shell (e.g., hardness or smoothness) 

and modification of abiotic conditions by surrounding epibionts (Dittman and Robles 

1991, Lohse 1993b, Gutierrez et al. 2003, De Nesnera 2016). 

The intertidal community changed in the expansion zone, driven by the 

conversion of below-bed community into mussel bed community. Given the limited 

area of expansion, this had the most consequences for species that live within 

approximately 19 cm of the lower limit. Composition of zones below the mussel bed 

(zones 2 and 3) were more similar within years than in the same zone across years 

(Fig. 3.10a). This suggests that community composition immediately below and 

farther below the mussel bed were highly similar and could be treated as the same 

community. They were not two distinct communities, which we had originally 

expected. Since the SSWS outbreak, this community became restricted to smaller 

area on the rock wall. We did not observe a displacement of a separate mid-elevation 

community. Within-zone vertical stratification of species still occurs, so it is possible 
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that if mussel bed expansion continues, these species must move down, move onto 

mussels, or be displaced. These results differ from other sea star removal experiments 

where diversity of the remaining community decreased, again highlighting the spatial 

and temporal variability of keystone predation’s effects on the community (Paine 

1974, Robles et al. 2009, Hart 2010). Many of the species that live on the primary 

substrate can also survive as epibionts on M. californianus (Table A3.2), though 

relative survival rates differ (Lohse 1993a). If mussels were to colonize the entire 

rock wall, it is likely that many species would still persist, but species richness would 

decline, and changes in relative abundances could still foster a different community 

from that of the primary substrate (Paine 1974, Menge 1983). 

 

Implications for intertidal communities in the absence of a keystone predator 

The time required for sea star recovery relative to the response time of local 

prey species in colonizing space will influence outcomes for the rocky intertidal 

community. Mussel coverage responds to local sea star predation pressure on a time 

scale of years, producing a lag between changes in predator populations and prey 

populations (Paine 1976, Menge and Blanchette 2004, Blanchette et al. 2005, Hart 

2010). Five years have elapsed since the earliest observations of the SSWS outbreak. 

Mussel beds in Central California are already showing increased cover and 

expansions of their lower boundaries toward the water (Fig. 3.6), though the 
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proportion of mussels at refuge sizes has not increased. Similar species composition 

across years suggests that the lower intertidal community is robust to changes from 

SSWS on sub-decadal time scales, at least for sessile organisms.  

Depending on how quickly sea star populations rebound, it is still possible 

that these changes could be reversed within a few years (Hart 2010). A longer 

absence of sea stars would allow mussels to further colonize space and potentially 

grow to a size of refuge from predation, making it a more difficult and lengthy 

process for sea stars to return the community to its pre-SSWS composition (Paine 

1974, Robles et al. 2010). M. californianus might attain refuge size in ≤ 5 years under 

favorable conditions (Coe and Fox 1942), though at our sites that has not happened in 

large numbers. These results add to our knowledge on the generality of keystone 

predation paradigm.  

This study has significant implications for how disease can indirectly shape 

communities. Echinoderms as a phylum might be prone to boom-bust population 

dynamics in part due to the way diseases impact their populations (Uthicke et al. 

2009), so understanding the consequences of these mass mortalities provides insight 

into a common mechanism for regulation of community composition. Major die-offs 

of important echinoderm species, including previous outbreaks of SSWS, directly 

affect abundances of dominant species and have even induced shifts to alternative 

community states (Boyer 1987, Eckert et al. 2000). These results, combined with 
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long-term monitoring and modeling of conditions promoting disease outbreaks 

(Chapter 2) might help us predict the magnitude of changes to intertidal communities 

in future outbreaks of Sea Star Wasting Syndrome or other diseases affecting 

keystone species. 
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Tables 

Table 3.1. Effects table for mixed effects model of mussel sizes and depths in the 
main mussel bed and expansion zone. 
 
 

Term 
N 

parameters DF 
DF 

Denominator F Ratio p-value 
 

Girth of mussels in bed 
 site 5 5 3713.4324 46.1089 < 0.0001 
 year 3 3 3712.2443 7.4982 < 0.0001 
 elevation 1 1 3713.8130 87.9511 < 0.0001 
 site*year*elevation 15 15 3714.9442 3.9404 < 0.0001 
 elevation*year 3 3 3711.7944 1.2412 0.2931 
 site*year 15 15 3712.1258 6.8809 < 0.0001 
 

Depth of mussels in bed 
 site 5 5 3907.5166 37.3581 < 0.0001 
 year 3 3 3903.6493 13.7570 < 0.0001 
 elevation 1 1 3904.5649 13.1779 0.0003 
 site*year*elevation 15 15 3905.7948 4.9559 < 0.0001 
 elevation*year 3 3 3903.5248 7.8577 < 0.0001 
 site*year 15 15 3903.6457 7.9303 < 0.0001 
 

Girth of mussels in expansion zone 
 site 5 5 922.3020 2.9926 0.0109 
 year 2 2 1251.7242 9.1882 0.0001 
 elevation 1 1 1071.9126 0.0006 0.9807 
 site*year*elevation 10 10 1008.8288 2.0965 0.0223 
 elevation*year 2 2 1238.0327 0.0430 0.9579 
 site*year 10 10 1270.8844 2.5506 0.0047 
 

Depth of mussels in expansion zone 
 site 5 5 1349.2662 2.4400 0.0327 
 year 2 2 1347.0014 1.8082 0.1644 
 elevation 1 1 1348.2142 0.2353 0.6277 
 site*year*elevation 10 10 1348.2548 2.6911 0.0029 
 elevation*year 2 2 1346.2626 0.0511 0.9502 
 site*year 10 10 1346.1558 4.2680 < 0.0001 
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Figures 

 

 

Figure 3.1 Schematic of outcomes in the mussel bed under different mechanisms of 
change. (a) When predation pressure is reduced, larger mussels can exist at lower 
elevations. The size distribution below the original bed would reflect what was 
already in the bed. (b) When recruitment is high, many small mussels settle in and 
around the mussel bed, producing a size distribution with more small individuals 
below the original bed. 
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Figure 3.2 (a) Map of study area showing sites (▲) for detailed mussel bed surveys. 
Waddell, Davenport, and Terrace are in Santa Cruz County. Hopkins, Asilomar, and 
Soberanes are in Monterey County. (b) Map of sites (•) with sea star density and 
mussel percent cover sampling for California, Oregon, and (c) British Columbia. Inset 
shows corresponding extent of each panel. 
  



 

 
100 

 
 

 

 

Figure 3.3 An example mussel bed and series of patches on a vertical intertidal rock 
wall at Hopkins Marine Station. (a) Mussel beds spanned continuously over the rock 
wall, often connecting to the mussel beds on top of the rock platform. (b) Mussel 
patches were not in contact with any mussels in the bed.  
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Figure 3.4. Illustration of vertical transects on a vertical rock wall showing where 
and how frequently mussel girth and bed depth measurements were taken. Mussel bed 
on top of the platform omitted from schematic for clarity. 
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Figure 3.5. Illustration of zones used to categorize mussel sizes and species composition data. (a) Everything above the mussel 
bed lower boundary in 2014 was considered part of the original bed. Points falling 0 to 25 cm below the bed boundary were 
considered Zone 2, and everything >25 cm below the bed boundary was considered Zone 3. (b) If the bed expanded in 
subsequent years, points falling in the area of downward mussel bed expansion were considered the Expansion zone. Zone 2 
began after the Expansion zone. (c) If the bed retracted upward, points falling in the area between the existing lower limit and 
the original lower limit were considered the Contraction zone. Zone 2 began at the end of the original bed.
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Figure 3.6. (a) Movement of the mussel bed lower limit on rock walls after the Sea 
Star Wasting Syndrome outbreak. Negative numbers indicate movement downward, 
toward the water. (b) Change in tidal elevation of the mussel bed lower limit. N = 11 
per site per year. ‘*’ indicates statistically lower than in 2014 (t-test, p < 0.05). ‘.’ 
indicates marginally lower than in 2014 (t-test, p < 0.10). Bars indicate standard error. 
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Figure 3.7. (a) Change in the position of the lower limit was negatively correlated 
with recruitment. Negative numbers indicate movement of the mussel bed boundary 
toward the water. (b) Changes in the elevation showed a nonsignificant negative trend 
with increased recruitment. Negative numbers indicate movement of the mussel bed 
boundary toward the water.  (c) Mussel bed area was positively correlated with 
recruitment. (d) Mussel bed volume was not correlated with recruitment. We used 
recruitment data from 2015 and 2016 only. N = 12. 
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Figure 3.8. Size-frequency distributions for mussel girth (a, c, e, g) and mussel bed 
depth (b, d, f, h) in the location of the original 2014 mussel bed in the years following 
the SSWS outbreak. N ≥ 90 mussels per site per year. 
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Figure 3.9. Size-frequency distributions for mussel girth (a, c, e) and mussel bed 
depth (b, d, f) in the new mussel bed (expansion zone) in the years following the 
SSWS outbreak. By definition, no expansion zone existed in 2014. N ≥ 20 mussels 
per site per year. 
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Figure 3.10. (a) Differences in community composition of intertidal zones (Mytilus 
californianus excluded) based on distance between group centroids in a Bray-Curtis 
similarity index. (b) Non-metric multidimensional scaling (NMDS) of community 
composition. Two samples from zone 3 fall far outside the plot boundaries and are 
not shown. All samples were grouped by zone and year (N = 405). 
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Figure 3.11. Contributions of individual species to differences between mussel bed-
occupied substrate and non-bed-occupied substrate (N = 405). Data from 2014 and 
2017 were pooled. Original mussel bed and expansion zone were pooled. The 
contraction zone, zone 2, and zone 3 were pooled. Bar shadings indicate the 
assemblage with which the species (or substrate type) is most commonly associated. 
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Figure 3.12. Change in mussel percent cover was positively correlated with pre-
SSWS P. ochraceus densities (N = 33). 
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Synthesis 

This work was motivated by an emerging need to understand the causes and 

consequences of the absence of a keystone predator. When the Sea Star Wasting 

Syndrome (SSWS) outbreak first began, the research community proposed many 

hypotheses for potential causes of the disease and quickly set up surveys to monitor 

its progression. Prior sea star exclusion experiments generated several potential 

outcomes ranging from small, reversible expansions in the mussel bed to extreme 

increases in mussel coverage with lasting shifts in intertidal biodiversity. It was 

unknown which scenario would result from this outbreak. To answer these questions, 

I addressed: (1) recovery of sea star populations and their predation pressure, (2) 

environmental conditions associated with the outbreak on different spatial scales, (3) 

responses of the intertidal community to the near-absence of keystone predation.  

 

Key insights 

My results provide insights into the causes of this epidemic, how its impact 

varied geographically, and how epidemics affect rocky intertidal communities. The 

results from Chapter 1 show that Pisaster ochraceus populations are recovering in 

number in several regions, but the average sea star size is considerably smaller than 

before the outbreak, as most of the post-SSWS populations are made of recent 
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recruits. Biomass remains low compared to pre-SSWS levels. Because biomass is a 

proxy for sea star predation pressure, it suggests that sea star populations are not 

fulfilling their ecological role as top predator to the same degree and are not exerting 

the same level of control on mussel populations. The magnitude of sea star 

recruitment could be driving the regional differences in population and biomass 

recovery. Continued monitoring of sea star populations is required to determine when 

they return to their former numbers and predation abilities. 

In Chapter 2, I provide evidence that probability of SSWS outbreaks is 

negatively associated with distance to the nearest infected site and positively 

associated with low tide exposure duration on a coast-wide scale. In some regions, 

chlorophyll a concentration is also positively associated with infection. This goes 

against the popular hypothesis that abnormally warm water temperatures caused the 

infections and instead suggests stressful emersion periods may be more important. 

Abnormally warm water temperature cannot be ruled out entirely, as experimental 

and small-scale field evidence suggests it increases SSWS severity and speed of 

onset, but on a coast-wide scale, the environmental drivers of SSWS appear complex. 

These findings support the idea that SSWS may be caused by multiple pathogens or a 

collection of region-specific stressors instead of a single pathogen. These results 

improve our ability to predict future SSWS outbreaks and understand potential 

relationships between the sea star host, the SSWS pathogen(s), and the environment. 
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As climate change increases stress on marine organisms, identifying conditions 

conducive to disease outbreaks will become critical. 

In Chapter 3, I provide evidence that mussels, the main prey of Pisaster 

ochraceus, have expanded their coverage and moved into to lower intertidal 

elevations due to recruitment and adult mussel movement. At focal sites along 

Monterey Bay, mussel bed changes are not associated with pre-SSWS sea star density 

or biomass. In contrast, on a larger scale, changes in mussel cover are positively 

correlated with pre-SSWS density. Composition of the intertidal community below 

the mussel bed has not changed. My results provide a first look at potential 

community responses to the loss of a keystone predator. These changes so far suggest 

that changes to the mussel bed have not displaced lower intertidal communities and 

have not caused irreversible conversion to a mussel bed community. The long-term 

response of the community depends on length of sea star absence and degree of 

recovery in predation pressure (Chapter 1), as well as the potential for these 

outbreaks to reoccur (Chapter 2). I suggest that continued monitoring of intertidal 

communities is key to determining whether mussel bed changes will remain of if bed 

dimensions will return to their pre-SSWS state.  

As a whole, these results emphasize that the potential SSWS causes, 

population changes, and community consequences of SSWS are not uniform across 

the entire coast. The severity of mortality and timing of SSWS arrival was specific to 



 

 
113 

 
 

 

biogeographic region, and the results from Chapter 1 show that sea star recovery is 

also heterogeneous across these regions. Chapter 2 demonstrates it is important to 

examine environmental conditions in each region, particularly when outbreak timing 

varies so dramatically. However, examining trends in potential stressors on regional 

scales helps discern whether a “one-size-fits-all” cause is likely. A region-by-region 

comparison of infection patterns also helps control for environmental heterogeneity 

across vast distances of coast. Chapter 3 supports comparing changes in prey species 

across regions. Patterns that did not appear within my six focal sites were more 

evident when using tens of sites across thousands of kilometers. These results 

highlight the importance of studying disease on multiple spatial scales. 

This work demonstrates the value of long-term monitoring at broad spatial 

scales to the study of disease ecology and community ecology. To evaluate the 

consequences of disease, it is necessary to establish some baseline against which to 

measure the impacts. In many epidemics, the pre-disease system is understudied, and 

drawing definitive conclusions is difficult. Long-term monitoring is useful for 

evaluating impacts of other types of ecological changes as well, including natural and 

anthropogenic disturbance. Without knowledge of a system’s ecological history, we 

are limited in our abilities to interpret observed changes and to predict future changes. 

In an increasingly warm, acidic, polluted ocean, we need to maintain these long-term 

observation series if we are to adequately respond to these challenges.  
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This work also highlights the utility of citizen science research for capturing 

rapidly-emerging diseases, especially over large geographic expanses. This work 

would have been impossible without the observations of over one thousand citizen 

scientists visiting their local tidepools. For large-scale disease outbreaks, I 

recommend employing citizen science for documenting diseases where symptomatic 

individuals are easily identified. Citizen science has received criticism because most 

volunteers commit for short periods of time, providing low return-on-investment for 

time spent training them. However, in circumstances where rapid mobilization is 

critical and training is easy, citizen science can provide exactly what is needed. These 

simple, high-volume, spatially distributed observations complement long-term 

monitoring efforts, which employ more in-depth protocols concentrated at fewer sites. 

Between these two approaches, SSWS is likely the most well-documented marine 

disease for a noncommercial species.  

In addition, citizen science provides a valuable opportunity for engaging the 

public in the scientific process. This benefits the science community (and society) by 

increasing participants’ understanding how research is conducted and what questions 

it can answer. Participation in disease research also connects people to current 

challenges facing marine ecosystems. During the height of the outbreak, many citizen 

scientists expressed concern about the health of the ocean. They speculated on causes 
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of SSWS and frequently asked how they could help the sea stars. These inquiries 

served as a launching point for educational conversations about ocean health issues.  

 

Future directions 

In summary, this work on the ecology of SSWS contributes to our understanding of 

how disease shapes rocky intertidal ecosystems and improves our ability to predict 

the consequences of future disease outbreaks for marine communities. A better 

understanding of the underlying mechanisms of pathology would sharpen the search 

for which stressors matter and where the largest community consequences are 

expected. These investigations will require continued reliance on long-term 

monitoring and citizen scientist data. 
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Appendices 

A.1: Supplemental Material for Chapter 1 

Calculation of growth rates for Pisaster ochraceus 

We identified clear pulses of recruits by visually examining abundances for 

each P. ochraceus size class over time in PISCO/MARINe’s Long-Term Monitoring 

plots. Data are publicly available at 

http://www.eeb.ucsc.edu/pacificrockyintertidal/interactive-map/index.html. We used 

PISCO’s Interactive Map and Graphing Tool to generate visualizations for the size-

date-abundance data that could discern the presence of recruitment “pulses” by the 

presence of a large number of sea stars in small size classes relative to earlier or later 

years (Fig. A1). We then tracked recruitment pulse over time as the cohort matured 

and moved up in size classes. A recruitment pulse was not used if data gaps exceeded 

two years between measurements or if it was less than two years in duration. We 

stopped tracking cohorts when they reached the size of 90mm, at which point they 

were indistinguishable from existing adults. 

  We estimated the change in size over time to calculate growth rate for each 

pulse. Dates were converted to years since the start of the pulse observation, in which 

the first observation was considered year 0. We treated all year-size combinations as 

http://www.eeb.ucsc.edu/pacificrockyintertidal/interactive-map/index.html
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x-y pairs. We used linear regression to fit a line to the year-size pairs in each pulse. 

The slope of the best fit line represented the average growth rate of the pulse (mm yr-

1). If a site had more than one pulse, we used a mixed regression (R 3.3.2) using 

points from all pulses, including pulse number as a random effect. This integrated 

multiple pulses into a single growth rate for each site. We recognize that growth rates 

fluctuate with food availability (Feder 1970), but juvenile P. ochraceus in both lab 

and field settings show approximately linear trends in growth rates (Sewell and 

Watson 1993, Pilkerton et al. 2016). 

If a site did not have distinguishable recruitment pulses to use in growth rate 

calculation, we assigned the growth rates of the nearest neighboring site with a 

discernable recruitment pulse. We used the (Euclidean) Near function in ArcGIS 10.5 

to determine nearest neighboring site. 
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Table A.S1. Extent of each geographic region and number of sites in each region 
with Pisaster ochraceus count and size data from PISCO/MARINe surveys used for 
count and biomass comparisons. Only sites with count data from the pre-SSWS 
period (2012 and earlier) and data from 2015 to 2017 were used in analysis. An 
asterisk, ‘*’, indicates that more sites were sampled for sea stars that year but data is 
not yet available. 

 
Region 2015 2016 2017 Extent of region 

AK 2 2 2 
Southeast Alaska 
panhandle 

CA Central 14 13 9 
Pidgeon Point to 
Point Conception 

CA Channel Islands 4 2 0 
All Channel 
Islands (offshore) 

CA North 6 6 2 
CA-OR border to 
Point Arena 

CA North Central 7 6 7 
Point Arena to 
Pidgeon Point 

CA South 17 16 15 

Point Conception 
to US-Mexico 
border (mainland) 

OR 5 4 3 
WA-OR border to 
OR-CA border 

WA Olympic Coast 5 2 0 

Washington open 
coastline (not in 
straits or Puget 
Sound) 

WA Salish Sea 5 5 1 
Salish Sea and 
San Juan Islands 

Total 68* 57* 41*  
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Table A.S2. Number of sites used in size distribution comparisons for each region. 
Sample size is lower than sites used for count and biomass comparisons (Table A.S1) 
because size distributions could not be constructed for sites with a count of 0 Pisaster 
ochraceus. 
 

Region 
N 

sites 2015 
N 

sites 2016 
N 

sites 2017 
AK 2 2 2 
CA Central 11 12 6 
CA Channel Islands 1 0 0 
CA North 5 6 2 
CA North Central 6 5 2 
CA South 8 8 7 
OR 5 4 3 
WA Olympic Coast 5 2 0 
WA Salish Sea 5 4 1 
Total 48 43 23 
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Table A.S3. Individual sites sampled in each year. ‘1’ indicates the site was sampled. 
A blank indicates the site was not sampled. An asterisk, ‘*’, indicates that the site was 
sampled for sea stars that year but data is not yet available. We excluded sites without 
sampling in two consecutive years from calculation of 2015-to-2016 or 2016-to-2017 
changes in count and biomass in the years without data. 
 
Site, by region 2015 2016 2017 
AK    

Pirates Cove 1 1 1 
Sage Rock 1 1 1 

 
CA Central    

Andrew Molera 1 1 1 
Boat House 1 1 * 
Cayucos 1 1 * 
Hazards 1 1 * 
Hopkins 1 1 1 
Mill Creek 1 1 1 
Occulto 1   
Piedras Blancas * * 1 
Point Lobos 1 1 1 
Point Piños   1 
Point Sierra Nevada 1 1 * 
Scott Creek 1 1 1 
Shell Beach 1 1 * 
Stairs 1 1 * 
Stillwater 1 1 1 
Terrace Point 1 1 1 

 
CA Channel Islands    

Bird Rock 1 1 * 
East Point 1 * * 
Little Harbor 1 1 * 
NW Talcott 1 * * 

 
CA North    

Cape Mendocino 1 1  
Damnation Creek 1 1 1 
Enderts 1 1 * 
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Table A.S3. continued 
    
Kibesillah Hill 1 1  
Shelter Cove 1 1  
    

 
CA North Central    

Bodega 1 1 1 
Bolinas Point 1 1 * 
Chimney Rock   1 
Del Mar Landing   1 
Gerstle Cove   1 
Point Arena   1 
Point Bonita 1 1 * 
Santa Maria Creek 1 1 * 
Sea Ranch 1 1 1 
Slide Ranch 1 1 * 
Stornetta 1  1 

 
CA South    

Alegria 1 1 1 
Arroyo Hondo 1 1 1 
Cabrillo I 1  * 
Cardiff Reef 1 1 1 
Carpinteria 1 1 1 
Coal Oil Point 1 1 1 
Crystal Cove 1 1 1 
Dana Point 1 1 1 
Government Point 1 1 * 
Mussel Shoals 1 1 1 
Old Stairs 1 1 1 
Paradise Cove 1 1 1 
Point Fermin 1 1 1 
Scripps Reef 1 1 1 
Shaws Cove 1 1 1 
Treasure Island 1 1 1 
White Point 1 1 1 
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Table A.S3. continued 
    
OR    

Bob Creek 1 1 1 
Burnt Hill 1 1  
Cape Arago 1 1 1 
Ecola 1 * * 
Fogarty Creek 1 1 1 

    
 
WA Olympic Coast    

Kydikabbit Point  1 * 
Point Grenville 1 1 * 
Point of the Arches 1 * * 
Sokol Point; Chilean Memorial 1 * * 
Starfish Point 1 * * 
Taylor Point 1 * * 

 
WA Salish Sea    

Hat Island East 1 1 * 
Hat Island West 1 1 * 
Post Point 1 1 1 
Saddlebag North Cove 1 1 * 
Saddlebag South East 1 1 * 
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Table A.S4. Reference site growth rates (mm/yr).  

site latitude longitude region 

mean 
growth 
rate 
(mm/yr) 

standard 
error of 
growth 
rate 

Andrew Molera 36.281 -121.863 CA Central 4.89 1.01 
Arroyo Hondo 34.473 -120.145 CA South 13.57 5.049 
Bob Creek 44.245 -124.114 OR 11.81 3.035 

Bodega 38.318 -123.074 
CA North 
Central 5.53 0.813 

Cape Mendocino 40.341 -124.363 CA North 11.19 2.366 
Carpenteria 34.395 -119.558 CA South 18.28 5.53 
Damnation Creek 41.65249 -124.128 CA North 13.03 2.29 
False Klamath 41.59476 -124.106 CA North 7.46 0.793 
Fogarty Creek 44.837 -124.058 OR 6.23 1.399 
Hopkins 36.621 -121.907 CA Central 20 8.281 
Kibesillah Hill 39.60412 -123.789 CA North 4.05 1.494 
Mill Creek 35.98 -121.49 CA Central 8.45 4.017 
Mussel Shoals 34.35548 -119.441 CA South 31.39 4.401 
Occulto 34.881 -120.64 CA Central 5.02 2.937 
Point Fermin 33.707 -118.286 CA South 18.31 7.786 
Scott Creek 37.046 -122.238 CA Central 12.34 5.482 
Shaw Cove 33.545 -117.8 CA South 19.5 6.353 
Stairs 34.731 -120.615 CA Central 11.48 5.136 
Terrace 36.949 -122.065 CA Central 15.36 3.648 
White Point 33.716 -118.32 CA South 8.66 3.736 
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Fig A.S1. An example data visualization of Pisaster ochraceus abundance in 
different size classes over time using data from Mussel Shoals, California. Sea star 
size represents radius of the individual. The diameter of the circle corresponds to the 
number of sea stars in that size class at the given date. A recruitment pulse is circled 
in red. Plot courtesy of PISCO’s interactive map and graphing tool at 
pacificrockyintertidal.org. 
 
  

http://www.eeb.ucsc.edu/pacificrockyintertidal/interactive-map/index.html
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Fig A.S2. (a) Abundance of juvenile size classes of Pisaster ochraceus at Terrace 
Point in Santa Cruz, CA. This site is indicative of overall recruitment trends in the 
northern Monterey Bay. Sea star size represents radius of the individual. The size of 
the circles corresponds to the number of individuals in each size class. The area inside 
the red box is enlarged on the next page. (b) In 2014, a large number of individuals in 
the smallest size classes appeared, but they did not make it through to the next size 
classes in substantial numbers in 2015. Plots courtesy of PISCO’s interactive map and 
graphing tool at pacificrockyintertidal.org. 

 

 
 

 

  

(a) 

http://www.eeb.ucsc.edu/pacificrockyintertidal/interactive-map/index.html
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Fig A.S2. continued 

 

  

(b) 
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Fig A.S3. Proportion of P. ochraceus displaying Sea Star wasting Syndrome 
Symptoms during 2016 site surveys. 
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A2: Supplemental material for Chapter 2 

Table A2.1. Description of geoprocessing methods, data transformations, and sources of data used in survival analysis 
modeling. All transformations were applied to meet assumptions of normality. 
 

Data Geographic 
Unit 

 

Description Source 

Sea Star 
Wasting 
observations 

Point Dated observations and severities of sea star wasting syndrome on the 
Pacific Coast. Data were collected from PISCO/MARINe surveys, rapid 
response surveys, and citizen science reports. Citizen scientists submitted 
observations through a standardized webform: 
eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-
wasting/observation-log.html  
 
Distances from every point to the nearest site with SSWS present the 
week before the observation were calculated with the ArcGIS 10.4 Cost-
Distance function, which restricted available space to 200 x 200 m cells 
centered over ocean water. All distances were log-transformed. 
 

Partnership 
for the 
Interdisciplin-
ary Studies of 
Coastal 
Oceans 
(PISCO 
2014a) 
eeb.ucsc.edu/
pacificrockyin
tertidal/data-
products/sea-
star-
wasting/index
.html 
 

http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/observation-log.html
http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/observation-log.html
http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/index.html
http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/index.html
http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/index.html
http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/index.html
http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/index.html
http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/index.html
http://www.eeb.ucsc.edu/pacificrockyintertidal/data-products/sea-star-wasting/index.html
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Intertidal in 
situ water 
temperature 
(SST) 

Point Intertidal thermistors are maintained at a suite of PISCO/MARINe sites 
from Point of the Arches, WA to Scripps Pier, CA to record water 
temperature every 15 minutes and averaged to calculate a daily mean. For 
intertidal sites, temperature measurements only include times when the 
temperature logger was submerged (i.e. temperatures recorded when the 
thermistor was exposed at low tide were excluded. For each week, we 
calculated degree heating weeks as number of degrees (oC) above the 80th 
percentile temperature on record for that week of the year. We 
interpolated degree heating weeks between thermistor locations using the 
Inverse Distance Weighted Method in ArcGIS 10.4. Degree heating 
weeks were summed over a 12-week period preceding the week of 
observation and then square root-transformed. Interpolations from the CA 
Channel Islands were excluded due to lack of any temperature loggers in 
this region. 
 

Partnership 
for the 
Interdisciplin-
ary Studies of 
Coastal 
Oceans 
(PISCO) and 
the Multi-
Agency 
Rocky 
Intertidal 
Network 
(MARINe 
2008) 
 

Tidal water 
level 

Point Water Level 6 Minute Verified Data were obtained for all tidal available 
height measurement stations on the US Pacific Coast (California, Oregon, 
Washington, and Alaska) from the NOAA Center for Operational 
Oceanographic Products and Services: opendap.co-
ops.nos.noaa.gov/axis/webservices/waterlevelverifiedsixmin/index.jsp. 
Data interval spanned January 1, 2013 to December 31, 2013. We 
calculated the mean daily hours of low tide exposure (water level below 
0.0 m Mean Low Low Water) between 12:00 and 16:00 Pacific Standard 
Time each day. Exposure hours were average by month to account for 
variation across multiple tidal cycles. We interpolated low tide exposure 
hours between stations using the Inverse Distance Weighted Method in 

(NOAA 
Center for 
Operational 
Oceanograph-
ic Products 
and Services 
2015) 

http://opendap.co-ops.nos.noaa.gov/axis/webservices/waterlevelverifiedsixmin/index.jsp
http://opendap.co-ops.nos.noaa.gov/axis/webservices/waterlevelverifiedsixmin/index.jsp
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ArcGIS 10.4. We assumed low tide exposure hours were the same as 2013 
in every subsequent year. Exposure hours were square root-transformed. 
 

Remote 
sensing 
Chlorophyll a 
concentration 
(chl a) 
 

0.1 degree x 
0.1 degree 

Chl a data for 0.1 degree, 8-day periods were obtained from NASA 
AQUA/MODIS ocean color data in mg/m3. 
neo.sci.gsfc.nasa.gov/view.php?datasetId=MY1DMW_CHLORA&date=
2015-10-01. Values were log-transformed. Missing values were then 
imputed using the Multivariate Normal Imputation in JMP Pro 13. 

(MODIS 
2014, NASA 
Earth 
Observations 
2015) 

Canadian 
population 

Dissemin-
ation Area 

Dissemination Areas are the second smallest geographic unit recorded by 
the Canadian census, recording population in several thousand sub-city 
units of variable size. We calculated population density with the 
population and the area of the Dissemination Area. Distances from 
densely populated areas (>1,500 people per km2) were square root-
transformed. 
 

(Statistics 
Canada 2011) 

US population Census 
Tract 

Census Tracts are the standard unit for population measurement in the US, 
recording population in several thousand sub-city units of variable size. 
We calculated population density with the population and the area of the 
Census Tract. Distances from densely populated areas (>1,500 people per 
km2) were square root-transformed. 
 

(US Census 
Bureau 2010) 

Mexican 
population 

Basic 
Geostatist-
ical Areas 
(AGEB) 
 

AGEBs are the second smallest geographic unit recorded by the Mexican 
census, recording population in several thousand sub-city units of variable 
size. We calculated population density with the population and the area of 
the AGEB. Distances from densely populated areas (>1,500 people per 
km2) were square root-transformed. 

(National 
Institute of 
Statistics and 
Geography 
2010) 

http://neo.sci.gsfc.nasa.gov/view.php?datasetId=MY1DMW_CHLORA&date=2015-10-01
http://neo.sci.gsfc.nasa.gov/view.php?datasetId=MY1DMW_CHLORA&date=2015-10-01
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Canada 
wastewater 
discharges 

Point The Canadian Ministry of the Environment requires all parties releasing 
pollutants or potentially polluted water to register for a Discharge 
Authorization. The coordinates of all Waste Discharge Authorizations 
registered with the Environmental Management Authorization Database 
for the province of British Columbia are available here: 
data.gov.bc.ca/dbc/catalogue/detail.page?config=dbc&P110=recorduid:17
6265&recorduid=176265&title=Waste%20Discharge%20Authorizations
%20-%20All%20Discharges.   
Only discharge authorizations with a status of "Active" were incorporated. 
Entries with discharge type "air" were excluded from the map. We limited 
our analysis to discharges within coastal watersheds of British Columbia. 
Discharge points were grouped based on their effluent type: Wastewater 
Treatment (including storm water and sewage), Refinery, Aquatic (related 
to aquaculture or live aquatic and marine organisms), and Other. 
Distances to discharge points were square root-transformed. 
 

(Ministry of 
the 
Environment 
2014) 

US wastewater 
discharges 

Point The US Environmental Protection Agency requires all parties discharging 
wastewater to register with the Permit Compliance System. The 
coordinates of all discharges in the states of California, Oregon, and 
Washington are available here: epa.gov/enviro/facts/pcs-icis/index.html.  
The coordinates of the discharge pipe location, rather than the source, 
were used for analysis. We limited our analysis to discharges within 
coastal watersheds of California, Oregon, and Washington. Discharge 
points were grouped based on their effluent type: Wastewater Treatment 
(including storm water and sewage), Industrial, Aquaculture, Refinery, 

(United States 
Environment-
al Protection 
Agency 2014) 

http://www.data.gov.bc.ca/dbc/catalogue/detail.page?config=dbc&P110=recorduid:176265&recorduid=176265&title=Waste%20Discharge%20Authorizations%20-%20All%20Discharges
http://www.data.gov.bc.ca/dbc/catalogue/detail.page?config=dbc&P110=recorduid:176265&recorduid=176265&title=Waste%20Discharge%20Authorizations%20-%20All%20Discharges
http://www.data.gov.bc.ca/dbc/catalogue/detail.page?config=dbc&P110=recorduid:176265&recorduid=176265&title=Waste%20Discharge%20Authorizations%20-%20All%20Discharges
http://www.epa.gov/enviro/facts/pcs-icis/index.html
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Power Plant, and Other. Distances to discharge points were square root-
transformed. 
 

North 
American 
coastal 
watersheds 
 

Area of 
watershed 

Shapefiles of watershed boundaries, their local drainage locations, and 
their ultimate drainage locations were provided by the North American 
Atlas at a 1:10,000,000 scale. 

(Natural 
Resources 
Canada et al. 
2010) 

Ports Point Port locations were represented as points. Distance-to-port calculations 
only considered ports within 5 km of coastal water bodies. Distances to 
ports were square root-transformed. 
 

(Bureau of 
Transporta-
tion Statistics 
1998) 

Marine SOx 
emissions 

4 km x 4 
km 

Model of ship emissions in the northern Pacific Ocean based on 
atmospheric models and shipping traffic. Distances from sites to ship 
emission polygons were square root-transformed. 
 

(Corbet and 
Wang 2006) 

Terrestrial 
disturbance 

30 m x 30 
m 

The Nature Conservancy provided information on US land use through its 
Wind and Wildlife Landscape Assessment Tool: 
wind.tnc.org/#app=1db9&5362-selectedIndex=1&509c-selectedIndex=0. 
We measured the percent area of coastal watersheds covered by the 
following types of disturbance: crops, pasture, development, and total 
disturbance (any of the first three land use categories). For each pixel of 
land, TNC also provided a disturbance index of severity scaled from 0 to 
1, which accounted for the type of disturbance and the impact of land use 
on surrounding lands. We calculated the mean disturbance index for each 
coastal watershed with land use data and assigned those values to all sea 
star observation sites within the corresponding watershed. Mean 

(The Nature 
Conservancy 
and American 
Wind Wildlife 
Institute 
1986) 

http://www.wind.tnc.org/#app=1db9&5362-selectedIndex=1&509c-selectedIndex=0
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disturbance index and percent cover of disturbance types were square 
root-transformed. 
 
Note: In the San Juan Islands group, Washington, disturbance data was 
only given for San Juan Island. All other islands in the group were 
assumed to have similar levels of disturbance and were assigned data 
values for San Juan Island.  
 

Marine 
disturbance 

1 km x 1 
km 

Marine disturbance indices developed for the Global Map of Human 
Impact on Marine Ecosystems were incorporated in the largest spatial 
extent available first from KNB 
knb.ecoinformatics.org/#view/doi:10.5063/F1S180FS and second from 
NCEAS nceas.ucsb.edu/globalmarine/ca_current_data when categories of 
data were not available from the first provider. Disturbance units were 
either a unitless magnitude or a scaled impact from 0 to 1 related to 
impact on a given pixel. We incorporated data from the Baja to Canada 
region for impacts of nutrient levels, sediment increase and decrease, 
ocean pollution, pesticide plumes, and fertilizer plumes by summing pixel 
values for each input into one composite variable (“ocean disturbance”). 
Values of this variable were then log transformed.  
 

(Halpern et al. 
2008, 2009) 

https://knb.ecoinformatics.org/#view/doi:10.5063/F1S180FS
https://www.nceas.ucsb.edu/globalmarine/ca_current_data
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Table A2. Comparison of model results with and without inclusion of a regional 
coefficient. A small reduction in AIC values of models containing the same variables 
was achieved when adding a coefficient for region. Baja California did not have 
sufficient observations to model risk of infection at a regional level. 
 

region 

AIC from regional 
constant + 

Disturbance PC1 

AIC from 
constant + time 

+ variable 

ΔAIC 
without 
regional 

effect 
regional 

effect value 
Salish 
Sea -238.01 -234.86 3.15 -1.032 
WA 
Outer 
Coast -28.28 -22.97 5.31 -0.966 
OR -48.36 -45.67 2.69 -0.962 
CA North -22.31 -22.17 0.14 -0.575 
CA 
Central -45.33 -37.71 7.62 -0.848 
CA South -51.26 -43.59 7.68 -1.326 
CA 
Channel 
Islands -83.33 -75.56 7.77 211.283 
Baja 
California NA NA NA NA 
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Fig. A2.1. Raw distance (km) from the nearest infected site at time of observation and 
predicted probability of SSWS infection. 
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A.3: Supplemental material for Chapter 3 

Table A3.1. PISCO sites used for larger spatial scale comparisons of sea stars and 
mussels. 
 
Site Region 
Duck Island British Columbia 
Ecola Oregon 
Damnation Creek Northern California 
Cape Mendocino Northern California 
Shelter Cove Northern California 
Kibesillah Hill Northern California 
Point Arena North Central California 
Saunders Reef North Central California 
Del Mar Landing North Central California 
Gerstle Cove North Central California 
Bodega North Central California 
Chimney Rock North Central California 
Fitzgerald Marine 
Reserve North Central California 
Año Nuevo Central California 
Scott Creek Central California 
Terrace Point Central California 
Point Pinos Central California 
Hopkins Central California 
Stillwater Central California 
Point Lobos Central California 
Andrew Molera Central California 
Point Sierra Nevada Central California 
Piedras Blancas Central California 
Cayucos Central California 
Hazards Central California 
Diablo Central California 
Stairs Central California 
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Table A3.1. continued 
 
Arroyo Hondo Southern California 
Alegria Southern California 
Government Point Southern California 
Coal Oil Point Southern California 
Mussel Shoals Southern California 
Shaw’s Cove Southern California 
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Table A3.2. Count of species found in each zone by year. Epibiont species are species found living on Mytilus californianus at 
least once, though they are not necessarily restricted to an epibiont lifestyle. Blank cells indicate none of that species were 
found. 
 

species 
Epibiont 
species 

2014 
bed 

2014 
zone 2 

2014 
zone 3 

2017 
bed 

2017 
contraction 

2017 
expansion 

2017 
zone 2 

2017 
zone 3 

Anthopleura elegantissima *  19 55  14 9 73 43 
Anthopleura sola    3   5 7 12 
Anthopleura xanthogrammica    2    29 7 
Acrosiphonia spp.        1 1 
Analipus spp.   27 5 14 2 6 16 2 
articulated coralline algae * 5 91 100 45 16 42 144 106 
Balanus spp. * 2 11 8 24 4 2 5 21 
Callithamnion spp. *  1 6 8   2  

Ceramium spp.    4      

Chondracanthus  canaliculata  1  2    4 3 
Chthamalus spp. * 13 79 13 34 6 7 42 13 
Cladophora spp. * 1 4 1      

Codium fragile  1        

crustose coralline algae * 4 40 68 4 31 11 86 50 
Cryptopleura spp.   1      5 
dead Balanus spp.       1 1   

dead Mytilus californianus  5   20 2 2  1 
dead Semibalanus spp.     1  1   

dead Tetraclita rubescens     3 2   1 
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Table A3.2. continued 
          

Egregia menziesii *  2 14   9 17 24 
Endocladia muricata * 101 34 62 50  9  17 
Fucus gardneri  2        

Gastroclonium spp. *   14     8 
Gelidium spp.   1 5     2 
Mastocarpus jardinii * 11 26 57 12   2 36 
Mastocarpus papillatus *   1    6 7 
Mastocarpus spp. sporophyte  6 125 91 62 7 12 125 107 
Mazzaella affinis *  4 26 2   3 23 
Mazzaella flaccida * 37 48 123   4 35 40 
Mazzaella leptorhynchos *        9 
Mazzaella splendens *  26 45    33 24 
Microcladia borealis * 3 1 12    29 9 
Microcladia coultouri    1      

Mytilus californianus  1641 129 84 2003 124 1424 243 142 
Neorhodomella larix   1 18    9 10 
Pelvitiopsis limitata * 4   2     

Phragmatopoma californica * 19 171 162 11 10 3 196 134 
Phyllospadix spp. * 34   2  3 1 1 
Pikea robusta         4 
Pollicipes polymerus * 422 181 47 444 54 132 31 32 
Polysiphonia spp. * 2 7 1 2  1 16 2 
Prionitis lanceolata    19      
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Table A3.2. continued 
          

Pyropia perforata * 41 23 28 6  2 1 3 
rock  124 269 125 205 51 143 252 128 
sand    1      

Sarcodiotheca gaudichaudii    2      

Semibalanus spp. * 19 26 2 29 5 18 25 8 
Silvitia compressa * 2   1     

Sponge (any spp.)        3  

Tetraclita rubescens * 14 133 33 63 12 11 126 52 
Ulva spp. * 2  4 1 1  13 18 
Total count  2517 1480 1252 3048 342 1857 1575 1105 
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Fig A3.1. Schematic of mussel presence/absence sampling on point intercept 
transects. Mussel presence/absence was recorded every 1cm along the transect from 
the top of the rock wall to the bottom. Transects were spaced 25 cm apart horizontally 
across a 10 m span. Not drawn to scale.  

25 cm 

Lower 
limit 

Upper 
limit 

1 cm 
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Fig A3.2. (a) Area of the mussel bed in years after SSWS outbreak, as a proportion of 
area of the bed in 2014. (b) Volume of the mussel bed in the years after SSWS 
outbreak, as a proportion of volume of the bed in 2014. Reference line (black) at y = 
1.0 indicates parity with 2014 area or volume. 
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Fig A3.3. (a) Density and (b) biomass per square meter of P. ochraceus over time as 
a proportion of pre-SSWS estimates. 
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Fig A3.4. Pre-SSWS P. ochraceus densities were not correlated with (a) change in the position of the lower limit of the mussel 
bed, (b) change in the elevation of the lower limit, or (c) mussel bed area. (d) Pre-SSWS P. ochraceus density was negatively 
correlated with mussel bed volume. N=12. 
 

  

 

(a) 

  

  

(b) 

(c) (d) 
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Fig. A3.4. continued Pre-SSWS biomass was not correlated with (e) change in position of the mussel bed, (f) change in the 
elevation of the lower limit, (g) mussel bed area, or (h) mussel bed volume. We used recruitment data from 2015 and 2016 
only. N = 10.  

(e) (f) 

(g) (h) 
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Fig A3.5. Relationship of mussel size with tidal elevation. (a) In the extent of the original 2014 mussel bed, mussel sizes 
increase at lower tidal elevations. N ≥ 90 mussels per site per year. (b) In the expansion zone, the relationship between 
mussel size and tidal elevation is site-specific. N ≥ 20 per site per year. Individual data points not shown for clarity. Note 
reversed x-axes. 
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Fig A3.5. continued  
  

 

(b) 
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Fig A3.6. Differences in community composition (Mytilus californianus included) 
based on distance between group centroids in a Bray-Curtis similarity index. 
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