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Climate Change and Ground Water

Hugo A. Lodiciga

Department of Geography, University of California, Santa Barbara

This article summarizes the theory of climate change and the relationship of climate-change forcing to hydrologic
and aquifer processes. It focuses on regional aquifer systems and on the methods to link large-scale climate-change
processes to ground-water recharge and to simulate ground-water flow and solute transport in a warmer, 2xCO,
climate. The article reviews methods currently available to generate climate-change forcing and to simulate
regional aquifer systems under ensuing hydrologic conditions. In addition, it outlines the development of a
methodology to quantify the effects of climate change and of changes in ground-water use by population growth on
hydrologic response. An example illustrates a specific procedure and our current capabilities and limitations to assess
the potential impacts of a warming climate and population growth on regional-scale aquifer systems. The results
indicate that aquifer exploitation strategies must take into account climatic variability and climate-change patterns.
During protracted drought, the competition between human and ecological water uses is sharply accentuated.
Changes in ground-water use may affect aquifer response more profoundly than climate change associated with

modern global warming. Key words: climate change, ground water, population.

The Climate-Change Puzzle

hat is climate change! The answer to this

question, and a discussion of the effects that

climate change might have on regional
ground-water resources, constitutes the subject of this
article.

For the purpose of current and future impacts, the term
“climate change” has become synonymous with modern
global warming (Demeritt 2001)." The latter, in turn,
refers to post—Industrial Revolution changes in global
mean surface-air temperature that are hypothesized to
have been caused by increased atmospheric concentra-
tions of carbon dioxide (CO;)—an active greenhouse
gas—during the eighteenth, nineteenth, and twentieth
centuries. In 1765, the CO, atmospheric concentration
was about 280 parts per million by volume (ppmv); in
2000, it is near 364 ppmv. The atmospheric concentra-
tions of other greenhouses gases (methane, nitrous oxide,
chlorofluorocarbons) have also risen as a result of
accelerated economic activity and energy use in the last
two centuries. The mean concentration of water vapor
—another key greenhouse gas—in the atmosphere has
remained at a level of about 3,000 ppmv throughout the
Holocene period (the last 10,000 years).

The rapid rise in fossil-fuel combustion as an energy
source since the late eighteenth century has caused the
observed increase in the atmospheric concentration of
CO;. While the post—Industrial Revolution rise in CO,
atmospheric concentration is beyond doubt, the question
of whether or not the earth’s mean surface-air temperature
has increased relative to the pre—Industrial Revolution
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level is the focus of intense research. Recent estimates
indicate that it has increased between 0.3°C and 0.6°C
during the last 150 years (Intergovernmental Panel for
Climate Change 2001; see Hansen et al. 2002 for other
estimates). A cause-effect linkage between the rise in key
greenhouse gases and the estimated increase in the global
mean sutface-air temperature remains shrouded in un-
certainty. This is due to the complex variability of the
earth’s climate and its interdependence with multiple
terrestrial and extraterrestrial phenomena (Lodiciga,

Valdes et al. 1996).

Climate-Change and Hydrologic Scales

To the hydrologist, the question of whether or not
global mean surface-air temperature has increased or will
continue to increase, say, at a rate of 0.5°C every one
hundred years is of secondary importance. The scope of
the hydrologist’s work is delimited by their capacity to
measure hydrologic fluxes (water, substances, energy), to
analyze them, and to make meaningful and useful
inferences and predictions about them at relevant spatial
scales. In the practical realm, where most hydrologic work
lies, the intersection of hydrologically relevant spatial
scales and administrative/political boundaries defines a
clear context for the study of hydrologic processes, with or
without climate change. Hydrologic studies are commonly
restricted to the watershed and the regional aquifer
system. Typically, this entails working with regions of less
than 10° km? and in the great majority of cases the
watershed or ground-water basin encloses areas well under
10° km? (Logiciga 1997). These relevant spatial scales are
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referred to in this work as “regional scales.” Therefore, to
the hydrologist, climate change must be resolved in terms
of precipitation, surface-air temperature, evapotranspira-
tion, sediment transport, ground-water levels, water
quality, and runoff changes at the relevant spatial scales.

Hydrologic time-scales encompass a wide spectrum. In
flood studies, the relevant temporal scales of precipitation
range from minutes to days. In drought-impact studies, the
precipitation and temperature temporal scales of interest
vary from days to years, depending on the inter- and
intraseasonal disposition of water in the natural and
human-occupied environment (Lodiciga, Haston, and
Michaelsen, 1993).

The remainder of this article provides a critical analysis
of the state of the art in the analysis of climate change and
its hydrologic consequences. The discussion focuses on
the ground-water component of the hydrologic cycle, and
one example is presented to illustrate the principles laid
out in this work.

Climate-Change Predictions and Associated
Hydrologic Consequences

Climate-Change Scenarios and Simulation Models

Early studies of the regional-scale hydrologic conse-
quences of climate change, many produced between 1970
and the mid-1980s, were mostly based on simple scenarios
for precipitation and temperature under a warmer climate
(see Gleick 1989 for a review of representative articles).
Precipitation was increased or decreased a certain
percentage relative to historical values (the + 10-percent
range was commonly used). Historical temperature was
increased a few degrees (typically between 1 and 5°C).
With these two forcing variables, hydrologic models were
then implemented to carry out simulations in the region of
interest. The results thus obtained for important fluxes
such as sediment output, ground-water recharge, and
stream flow or other variables and water-resources systems
of interest (e.g., ground-water levels, water-quality char-
acteristics, reservoir storage and releases, irrigation sched-
uling, etc.) were compared with those that corresponded
to the historical-climate simulations. The differences
between the two sets of results were then attributed to
climate change, all other things being equal (e.g., popula-
tion, water use, cropping patterns, water technology).

A second wave of studies emerged in the refereed
literature in the mid-1980s, based on the linkage between
climate predictions from general circulation models
(GCMs) and regional climate models (RCMs) (see
Henderson-Sellers and Pitman 1992; Giorgi, Marinucci,

and Bates 1993a, 1993b; Giorgi, Shields-Brodeur, and
Bates 1994; Vorosmarty et al. 2000). GCMs, which
appeared in the global-scale climatic modeling commu-
nity in the late 1960s, have been steadily improved in their
physically based structure and numerical-solution algo-
rithms. They have also evolved by incorporating refined
spatial resolution of their numerical grids. RCMs have the
same physical basis as GCMs but a much finer spatial
resolution, and are confined to synoptic-scale and
mesoscale simulation regions, rather than planet-wide
simulations. At present, a GCM may have a spatial grid
with cells on the order of 200 km x 200 km, while the
RCMs have achieved resolutions on the order of 20
km x 20 km.? The RCMs rely on the coarser output from
GCMs, which they use as initial and boundary conditions
to drive their spatially refined simulations of climate
change.

The great majority of GCM and RCM climate-change
simulations are based on the so-called 2xCQO; scenario,
whereby the 1990 CO, atmospheric concentration (about
355 ppmv, a base level adopted by the climate-change
community; see, e.g., Houghton et al. 1996) is doubled
and that value is used in the GCMs and RCMs to simulate
the 2xCO,-warmer climate. The climate models simulate
various climate-forcing variables of hydrologic interest at
the land-atmosphere interface: precipitation, air tempera-
ture, radiant-energy fluxes, wind speed, atmospheric
pressure, atmospheric humidity, latent-heat flux, and
runoff averaged over the models’ surface-grid cells. The
RCMs’ key output variables—such as precipitation,
surface-air temperature, ground-level radiant-energy
fluxes, water-vapor pressure, and wind speed—become
the forcing input variables to hydrologic models, which
then calculate, in a classical fashion, the dependent
hydrologic variables of greatest interest, of which stream-
flow and ground-water levels are examples. In some
instances, GCMs and RCMs have undergone “subgrid”
parameterizations that introduce approximate numerical
representations of hydrologic processes at the land-surface
interface, which allows them to make calculations of
hydrologic fluxes at fine spatial resolution or at selected
locations (e.g., at stream gauges or zones of influence of a
water well). However, watershed-scale hydrologic models
are better suited to carry out fine-resolution hydrologic
simulations (e.g., of stream flows at selected gauges, spring
flows, ground-water levels) due to their more realistic,
physically based structure and internal parameterization
(Panagoulia 1992; Vaccaro 1992). This is particularly true
when attempting to simulate ground-water response to
climate change, since ground-water flow, transport, and
geochemical processes are poorly represented (ifat all, asis
the case with water-quality characteristics) by the subgrid
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stream 4———————— The watershed
gage
water well

Figure 1. The nesting approach to simulate watershed-scale hydro-
logic fluxes in a warmer climate.

parameterizations thus far proposed. Thus, the GCM-
RCM-hydrologic model linkage approach is the one
pursued in this work. Figure 1 shows a graphical display
of the “nesting” of hydrologic models within RCMs and of
the latter within GCMs.

Climate-Scaling Factors and Hydrologic Simulation

The actual implementation of the nesting approach
exemplified in Figure 1 may take several routes. One that
has received considerable attention in the United States
by the country’s leading global-climate simulation agency,
the National Center for Atmospheric Research (NCAR),
relies on climate-scaling factors used in conjunction with
historical climatic time series. Climate change is quanti-
fied in terms of scaling factors that involve 1xCO; and
2xCO; nested GCM/RCM-simulated forcing variables
(e.g., temperature, precipitation, and runoff). The 1xCO,
nested GCM/RCM simulations correspond to the 1990
CO; atmospheric concentration.

Scaling factors are used in two ways to generate
climate-change scenarios from historical time series. The
first consists of multiplying a historical time series by the
corresponding scaling factor (or, strictly speaking, scaling
ratio in this case). Using precipitation (P) as an example,
the equation used to generate the 2xCO; precipitation

scenario is as follows:

Paco

2

PZXCOzsccnario -5 Phistorical (1)
Pixco,

If the nested GCM/RCM simulations of P1yco, and P2yco,
are unbiased and independent estimators of precipitation
under 1xCO; and 2xCO, conditions, respectively, then
the expected value of the estimated precipitation
P2xCO,scenario 18 €qual to the 2xCO,; precipitation mean
(Mayco,)—that is, Paicoscenario s also an unbiased
estimator. It is implied in the latter statement that
Phistorical and Pixco, have identical expected values that
are both equal to the historical mean.

Temperature scaling is based on the difference between
the 1xCO; and 2xCO,; temperatures, Tixco, — Tixco,,
which is applied to the historical temperature (Thiscorical) -
Specifically, the global-warming scenario (T,,c0, scenario) 18
constructed according to the following equation:

TZXCOzscenario - {TZXCOZ - TGCOz} + Thistorical (2)

If T1xco, and Tayco, are unbiased estimators of tempera-
ture under 1xCO, and 2xCO,; conditions, then the
expected value of the estimated scenario T2xco,scenario
equals the 2xCO, mean temperature—that is,
T2xCO,scenario 18 also an unbiased estimator. This assumes
that the expected values of T1yco, and Thistorical are both
equal to the historical mean temperature (that is, they are
unbiased estimators).

The rationale behind the use of scaling factors is that,
although nested GCM/RCM simulations may not accu-
rately estimate the local statistics of regional climate
variables, the models’ internal consistency and physical
basis may provide plausible estimates of the scaling ratios
and differences. The climate scenarios generated with the
scaling ratios and differences in combination with histor-
ical time series are then used to drive hydrologic and
aquifer models, completing the nested simulation of
hydrologic fluxes in a 2xCQO;, warmer scenario.

The scaling factors have been developed for the
conterminous United States as part of NCAR’s Vegetation
Ecosystem Modeling and Analysis Project (VEMAP)
database, accessible online (see Kittel et al. 1995). The
VEMAP database also contains historical times series
(e.g., precipitation and temperature). Precipitation was
measured at 8,500 stations and temperature at 5,500
stations in the United States. A kriging technique was
applied to the historical data to yield estimates gridded at a
0.5° latitude x 0.5° longitude resolution. The derived
0.5° x 0.5° gridded data set is a temporally complete (i.e.,
there are no data gaps in time) and geographically realistic
representation of the historical climate record. The
VEMAP database contains scaling factors for precipita-



Climate Change and Ground Water 33

tion and temperature (as well as for other climate
variables) generated by seven leading GCMs nested
within NCAR’s RCM.

The 2xCQO; climate scenarios created by means of the
scaling approach are a function of historical events, and
this constraint raises questions about the approach’s
suitability for predicting plausible climate-change forcing
that might depart significantly from historical patterns.
On the other hand, unconstrained simulation by GCMs
and RCMs of a changing climate far into the future
(commonly to 2050 or 2100) is bedeviled by the chaotic
nature of climate predictions, which tend to diverge
outside their probable range after a few years into a
simulation (see Lorenz 1963, 1967; Kerr 1994, 1997;
Lodiciga, Valdes et al. 1996).

On Climate-Hydrologic Feedbacks and
2xCO; Uncertainty

The chaotic nature of medium- and long-term climate
predictions has already been mentioned. Small differences
(say, a 1-percent difference) in the initial conditions of
variables simulated by GCMs and RCMs lead to large
divergence from and inaccuracy in their predicted values
as time goes by—say, after ten or more years of simulation.
The inability to predict the climate far into the future
poses serious questions about model-simulated scenarios
of 2xCQO,, given that the likelihood of reaching such an
equilibrium level of atmospheric concentration does not
seem feasible within the next one hundred years or evenin
the next few centuries.

Climate feedbacks constitute a second complication in
the accurate simulation of 2xCO; or transient climate
scenarios. Several authors have identified important
feedbacks in the climate system that are not well-captured
in GCMs and RCMs (see, e.g., Ramanathan and Collins
1992; Lodiciga, Valdes et al. 1996). Here, “feedback”
means the interaction established between climate forc-
ings (e.g., increased atmospheric opacity to Earth-emitted
long-wave radiation) and the response of the terrestrial
(and marine) environment, which acts to either accent-
uate or dampen those forcings. A positive feedback on
surface temperature would act to increase it, while a
negative would reduce it. The next section of this article
reviews key climate feedbacks.

The Water-Vapor Feedback

The water-vapor feedback on climate is positive.
Increased CO, concentrations produce larger infrared
radiation to the Earth’s surface, raising its temperature.

That rise in temperature evaporates more water, which
raises atmospheric humidity. The evaporated water
transfers latent heat to the atmosphere, which increases
tropospheric temperature after the water vapor con-
denses. The greater tropospheric temperature enhances
the water-holding capacity of the atmosphere, and hence
its humidity. Water vapor, an effective greenhouse gas,
traps Earth-emitted infrared radiation and, along with the
warmer troposphere as a whole, increases infrared emis-
sions back to the Earth’s surface, heating it up further.
Black-body cooling of the warmer surface-atmosphere
system (i.e., by long-wave radiative emission to outer
space according to the Stefan-Boltzmann law) impedes
runaway warming of the earth’s surface. In addition, the
water-vapor (positive) feedback forcing has its own
natural “brakes,” such as the (negative) lapse-rate feed-

back (see Lindzen 1990).

The Cloud Feedback

In the present climate, in which the global mean
cloudiness is 50 percent, clouds have both a positive
forcing and a negative one. Positive climate forcing arises
from the trapping of Earth-emitted infrared radiation,
while the negative forcing is caused by the reflection of
incoming solar radiation back to space, thereby reducing
the flux of radiant energy reaching the surface compared
to clear-sky areas. Earth-radiation studies seem to indicate
that clouds have a net negative forcing that is responsible
for a surface temperature between 10 and 15°C cooler
than it would otherwise be (Ramanathan and Collins
1992). Most GCMs predict a decrease in global mean
cloudiness in a warmer climate, in spite of the increased
atmospheric humidity expected in that case. As a result,
because of the strong albedo effect of clouds (i.e., they
reflect incoming solar radiation), the overall predicted
drop in cloudiness has a net positive (warming) feedback
on the climate under the 2xCO, scenario, according to
according to most GCMs.

Surface Albedo, Soil Moisture, and Vegetation
Feedbacks

The surface albedo feedback refers mainly to ice-mass
modifications in a warmer climate. A warmer climate, with
surface temperatures magnified at high latitudes accord-
ing to GCMs, melts ice and snow. These two surfaces are
generally more reflective than water or land surfaces.
Therefore, a warmer climate may reduce the surface
planetary albedo (the ratio of reflected to incoming
shortwave radiation), increasing the absorption of incom-
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ing solar radiation. The latter effect warms the surface
further, giving rise to the ice-albedo feedback.

The soil-moisture feedback is bound to occur in regions
in which precipitation is predicted to decline, at least
seasonally, such as during the summer in central North
America. With lower precipitation and a warmer surface,
the soil surface becomes drier. Evapotranspiration is
reduced as the soil moisture drops. This reduces cloud
formation. As evapotranspiration declines, so does the
evaporative cooling associated with latent heat removal
from the surface. Reduced cloud formation enhances
surface warming as the atmosphere becomes less reflective
to solar radiation. The reduced evaporative cooling and
the enhanced atmospheric transparency start the soil-
moisture feedback on surface warming, which is positive,
according to this reasoning.

Vegetation feedbacks on climate are poorly understood.
The vegetation feedback that results from surface warm-
ing may be triggered by changes in vegetated areas and in
the type of vegetative cover. These changes can alter the
surface-atmosphere temperature through modifications
in the surface albedo and in the CO; exchange between
the atmosphere and the earth’s surface. Plant growth and
respiration depend on atmospheric CO,, surface tem-
perature, and soil moisture. The interactions among these
variables introduce several degrees of freedom and
uncertainties in the biosphere-climate system. Under
these circumstances, even the prediction of the sign of the
vegetation feedback is highly uncertain.

The Aerosol Feedback

Aerosols (fine solid particles found in gaseous suspen-
sion in the atmosphere) introduce other complexities in
the analysis of climate feedbacks. On the one hand,
aerosols reflect incoming solar radiation, which would
cause a negative climate feedback. On the other hand,
they serve as cloud-formation nuclei, and clouds—
depending on their particular characteristics—may in-
duce either positive or negative climate feedbacks. A still-
controversial clue about net aerosol feedback may be
found in climate simulations. GCM predictions based on
increased concentrations of greenhouse gases overesti-
mate the global mean temperature in the post—Industrial
Revolution era. Improved resemblance between the
GCM-predicted and observed temperatures was achieved
with the introduction of a negative radiative forcing
attributed to sulfate aerosols in climate simulations
(Mitchell et al. 1995). The technique used by those
authors relied on adjusting the parameterization of surface
albedo to account for the backscattering of solar radiation
by sulfate aerosols. The ex post facto nature of the aerosol

fix for a GCM shortcoming has raised questions concern-
ing circular logic in the restructuring and recalibration of
climate models (Demeritt 2001). The role of aerosols in
modern climate change continues to be actively assessed
in the climate-research community (Forest et al. 2002).

Climate Change and Regional
Ground-Water Systems

Ground-Water Recharge in the Hydrologic Cycle

Consider the hydrologic balance equation in a regional
aquifer, in which R denotes natural ground-water re-
charge, G is the net ground-water flow in the aquifer, W is
net withdrawal of ground-water by humans (+ represents
an extraction, — an artificial recharge), and ASg is the
change of ground-water storage in the aquifer during a
period of time ( = the time step in hydrologic simulation):

ASs=R-G-W (3)
Climate change impacts ground-water systems through
changes in aquifer recharge, while human-induced effects
are reflected in the withdrawal term W. Ground-water
recharge is determined by ground-water conditions, but
also by the surface-water and the vadose-zone hydrologic
balances. Let ET =evapotranspiration, P = effective pre-
cipitation, O = overland flow, ASg = change in surface-
water storage, I = infiltration, X = interflow (vadose-zone
water flow to streams), and ASy = change in the vadose-
zone storage. The surface and vadose-zone water-balance
equations are given by the following:

ASs =P —-ET -0 -1 (4)

ASy=1-R—X (5)
Equations (3), (4), and (5) show how the water-storage
status and fluxes in the land-surface, vadose-zone, and
ground-water reservoirs are coupled. In order to discern
the effect of climate change on ground-water recharge,
one must also consider the changes in precipitation,
evapotranspiration, infiltration, and the various compo-
nents of total runoff (e.g., overland flow, interflow,
baseflow), as well as the changes in water storages.
This is possible only through the implementation of
a continuous-time hydrologic simulation model that
integrates land-atmosphere interactions and subsurface
process.

Ground-Water Recharge Mechanisms

Natural ground-water recharge occurs by two main
mechanisms. The first is spatially distributed recharge to
the aquifer from the vadose zone (diffuse recharge; see
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Stone, Moomaw, and Davis 2001 for a recent example).
The second is seepage from streambeds and lake bottoms
into the underlying aquifers. Local conditions determine
the relative contributions of these two types of recharge
mechanisms to the total ground-water recharge. Lodiciga
(2000) and Lodiciga, Maidment, and Valdes (2000), for
example, quantified the stream recharge in a regional-
scale karst aquifer in which recharge occurred only in
sections of stream channels that were hydraulically
connected to the underlying water table. Everywhere
else, the aquifer was isolated from the surface hydrologic
cycle by impermeable strata. Thus, no diffuse recharge
existed in that particular instance.

When stream recharge is the dominant mechanism of
aquifer recharge, the linkage between climate-change
forcing and aquifer response can be simplified. Linked
GCM-RCM simulations can be used to generate stream-
flow scaling factors Qj.co,/Qiyco, and then used to
generate 2xCQO, ground-water recharge directly.’ The
historical recharge along a stream reach is given by the
following stream-flow balance equation:

Rhistorical = QU + QI - QD (6)

where Qu and Qp are stream flows measured in the
uppermost and lowermost channel cross sections in the
recharge zone, respectively, and Qy is the stream-flow
contribution generated within the recharge zone itself.
The right-hand side of Equation (6) involves stream-flow
variables that can be scaled up by the runoff-scaling factors
applicable to the area of interest. Specifically, the 2xCO,
aquifer recharge (Rjo,) is given by the following
expression:

R ~ Qaxco,
ZXCOZ - Ql co
xCO,

Rhistorical (7 )

Rhistorical Mmay be either monthly or annual recharge. The
recharge from equation (7) is input to a ground-water
simulation model to simulate 2xCO, ground-water
processes.

Approach and Example of Climate-Change
Forcing in a Regional Aquifer

Steps to Assess Climate-Change Forcing
of Aquifer Systems

This section illustrates the steps to analyze climate-
change impacts in aquifer systems. The first step is to
create the climate-change scenario. This could be as
simple as specifying changes in precipitation (P) and
temperature (T) —for example, 10 percent P increase and
+2°C T rise. When this simple method is used, the

hydrologist commonly implements empirical evapotran-
spiration equations based on temperature (e.g.,
Thornthwaite’s 1948 method or Hargreaves’ method
[see Hargreaves and Zamani 1982; Lodiciga, Maidment,
and Valdes 2000). At the other extreme of complexity,
GCMs or linked GCM-RCMs may be implemented to
calculate the climate-change forcing. This can take the
form of study-specific simulations or be based on the
climate-scaling factors discussed above.

The second step is to estimate ground-water recharge
under the climate-change scenario. The simplest method
of doing this is to specify ground-water recharge as a
fraction of precipitation, as was done by Lodiciga and
Leipnik (2000). This simple method is best suited for
ground-water simulations with annual time steps. For
shorter time steps, the approach embodied by Equation
(7) is particularly well suited for streambed recharge,
provided that the runoff scaling factors are available.
Otherwise, ground-water recharge must be calculated
from hydrologic simulation driven by the climate-change
forcing scenarios. If the hydrologic model features coupled
surface-water/ground-water modules, then it can simulate
the ground-water variables of interest, such as hydraulic
heads, changes in ground-water storage, or chemical
concentrations (if a water-quality module is available) and
the analysis is, at that point, complete as far as climate-
change/ground-water processes are concerned. Other-
wise, the estimated ground-water recharge is used to
drive a ground-water simulation model such as Mod-
flow or a coupled ground-water/transport model such
as Visual Modflow (Waterloo Hydrogeologic). Once the
ground-water response to climate is calculated, it can be
used in more complex water-resources assessments of
climate change.

Recharge Dynamics in the
Edwards Aquifer, Texas

The Edwards Balcones Fault Zone Aquifer system
(henceforth the Edwards Aquifer) has been studied by
Lodiciga, Maidment, and Valdes (2000) and Lodiciga
(2000) from the viewpoint of climate change. The
Edwards Aquifer is one of the most productive regional
aquifers in the United States. It is the primary source of
water (agricultural and municipal) in south-central Texas.
The city of San Antonio, with a population in excess of one
million people, relies on the Edwards Aquifer as its source
of potable water. Figure 2 shows a map of the United States
with an outline of the Edwards Aquifer system. The map
depicts three river basins (Colorado River, Sacramento

River, and the Apalachicola [ACF] River) that have been
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Vulnerable River Basins

Figure 2. Edwards Aquifer and three river basins vulnerable to
climate change in the United States.

classified, together with the Edwards Aquifer, as being very
vulnerable to climate-change impacts (Lodiciga, Maid-
ment et al. 1996). The Edwards Aquifer is unique among
these threatened water systems in being the only under-
ground water resource. It has also been considered to be
the water basin in the United States most vulnerable to
climate change according to a diverse set of vulnerability
indicators (Lodiciga, Maidment et al. 1996).

The hydrogeologic features of the Edwards Aquifer
have been described by Maclay and Small (1984), among
others. It lies in south-central Texas, USA, within
approximately 29.1°N to 31.0°N and 97.4°W to
100.4°W. The total aquifer’s surface is 15,650 km?,
divided into 2,820 km? and 12,830 km? of recharge and
confined (discharge) areas, respectively. Ground-water
recharge takes place almost exclusively as stream seepage
within the recharge area, in stream reaches underlain by
the karstified Edwards limestone formation (Puente
1978).

Figure 3 shows the time series of annual ground-water
recharge, pumping, and spring flow in the Edwards Aquifer
from 1934 to 1995. Spring flow occurs in the discharge
zone in a series of large springs (average daily spring flow is
on the order of 420 x 10° m’) that support an important
and threatened ground-water ecosystem (Longley 1981;
U.S. Fish and Wildlife Service 1996). Figure 3 shows that
ground-water recharge fluctuates considerably from year
to year, ranging from close to zero during drought (see circa
1957) to over 3 x 10° m? yr~ ! in wet years. The recharge
time series in Figure 3 suggests an increasing variability of
annual recharge over time, although its annual mean of
0.83 x 10° m’ yr~ ! remained stable during the monitoring
period. The years between 1947 and 1959 were the driest
in record. Ground-water pumping has increase since the
1930s; it currently averages between 0.50 and 0.55 x 10°

2.8 4 —=—Recharge —>—=Pumping —— Spring flow

1930 1940 1950 1960 1970 1980 1990 2000
Year

Figure 3. Annual ground-water recharge, pumping, and spring flow
in 10° m? in the Edwards Aquifer, 1934-1995.

m’ yr '. Spring flow follows the general pattern of
recharge, but lags it by several months.

Ground-Water Storage Dynamics and
Long-Term Aquifer Yield

Figure 4 shows the change in ground-water storage, S,
in the Edwards Aquifer from 1934 to 1995. The change in
ground-water storage (AS) was calculated with the
following equation:

t
AS = S(t) — S(1934) = Z [R(t) — G(t) — W(t)] (8)
1934

in which S(1934) is the 1934 storage and G(t), R(t),
and W(t) are the annual spring flow, recharge, and
pumping at time t, respectively. S(t) is the storage
in year t. Figure 4 shows that between 1936 (point A)
and 1956 (point B), aquifer storage declined 3.5 x 10° m’
due to pumping and drought. Between 1956 and 1992
(point C) storage recovered 5.1 x 10 m® in spite of a

d o
]
AS=35

2 AS=51

Change in storage, 10 ° m* yr™

-3 : —B : : :

1930 1940 1950 1960 1970 1980 1990 2000
Year

Figure 4. Change in Edwards Aquifer storage, 1934-1995.
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steady increase in pumping (see Figure 3). The observed
recovery was caused by large-scale recharge following
intense rainfall events (most of them associated with the
El Nifio climatic anomaly). The Edwards Aquifer storage
was near its lowest usable limit in 1956. This was
corroborated by the drying up of most springs that
depended on the aquifer’s ground-water storage. The
1992 groundwater levels, on the other hand, were the
highest in the historical record. It can be concluded that
the Edwards Aquifer’s usable storage is approximately
5.1 x 10° m’.

Aquifer storage and long-term aquifer yield (the
average annual pumping rate) are interdependent.
Graphing the cumulative annual recharge—defined as
the sum of annual recharge from 1934 to any subsequent
year t—versus time (as is shown in Figure 5) and drawing
the minimum-slope tangent that subtends an usable
aquifer storage equal to 5.1 x 10 m® (drawn through
point A in Figure 5) produces a theoretical long-term
aquifer yield equal to 0.7 x 10° m® yr~ !. The aquifer yield
estimated from the cumulative recharge and usable
aquifer storage, however, may cause adverse ecological
impacts, especially during dry years. When aquifer
recharge is below average, spring flow may fall below an
ecologically threatening threshold (stress threshold). To
avoid those adverse impacts, one must adjust the pumping
rate to the fluctuations in recharge caused by climate
variation and, hypothetically, by climate change, as shown
in the next section of this article.

Spring-Flow Vulnerability to Ground-Water
Pumping in a 2xCQO, Climate

The lateral dimensions of the Edwards Aquifer are
several orders of magnitude larger than the vertical
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Figure 5. Cumulative recharge and estimation of long-term aquifer

yield.

dimension. Therefore, ground-water flow and chemical
transport were modeled by the following two-dimensional

equations:
5<T(X, y) %) 0 (T(x, y) %>
Ox Oy

Ox + Oy

=S5, ¥) 3+ NG, 1) )

where h is hydraulic head (dimensions of L), N is the net
ground-water flux per unit area (L t~!; N includes
recharge, pumping, and spring flow, in general), S is the
storage coefficient (dimensionless), T is the transmissivity
(L? ¢ 1), and t denotes time; and

oC
@7 a(I)ij 6_x1) _a(vic) —Z( )
ot | ox ox; oy

where C is solute concentration (M L™7), Dy is the
coefficient of hydrodynamic dispersion (L* t ~'), Z is the
solute flux via ground-water recharge or ground-water
pumping (ML™? t 1), and v; is the average velocity of
ground water (L t™1).

Equations (9) and (10) were solved by means of a finite-
difference ground-water/transport model called GWSIM
IV (Thorkildsen and McElhaney 1992), specifically
developed for and calibrated to the Edwards Aquifer.
The 2xCQO; climate forcing was created from the VEMAP
database scaling factors cited earlier. Specifically, the
2xCQO; ground-water recharge was calculated according
to Equation (7), which was, in conjunction with historical
and projected ground-water pumping data, used to
simulate ground-water levels and spring flow with the
numerical ground-water model, GWSIM IV. Water-
quality impacts were found to be minor and will not be
discussed further here. The climate-change simulations
considered the scaling of historical dry and average
climate to a warmer (2xCQO;) climate by means of the
scaling technique described above.

Figure 6 shows typical results of spring-flow response to
climate and ground-water use changes in the study area. A
wide range of pumping rates was considered in the
simulation of the Edwards Aquifer under an “average-
climate” 2xCQO; forcing. Annual pumping varied between
0 and 0.784 x 10” m?, where the latter value corresponds
to the predicted ground-water use by 2050 in the Edwards
Aquifer (Texas Water Development Board 1997). The
average-climate 2xCQO,; forcing scenario was created by
scaling historical aquifer recharge in a period of average
recharge (i.e., 1978-1989 in the Edwards aquifer, during
which average annual recharge was 0.949 x 10° m?)
according to Equation (7). Figure 6 graphs the effect of

i,j=1,2 (10)
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ground-water pumping on the two largest springs in the
Edwards Aquifer, the San Marcos and Comal springs. It
shows that monthly spring flow at the San Marcos Springs
is maintained at or above the allowable minimum (called
the stress threshold in Figure 6 and equal t0 0.73 x 10° m?
month™ ') as long as the pumping rate is less than
approximately 0.2 x 10 m® yr~!, while the minimum
spring flow at the Comal Springs is guaranteed for
pumping rates less than 0.68 x 10° m® yr~'. Given that
the spring flow at San Marcos has low sensitivity to
the pumping rate, a compromise pumping rate can
be set anywhere between 0.2 x 10° m’ yr ! and
0.4 x 10° m? yr— ! without inflicting undue stress on the
aquifer ecosystem, provided that recharge is average.
Notice that this recommended range of annual pumping
under average climatic conditions does not include the
long-term aquifer yield estimated in Figure 5 from the
long-term cumulative recharge and the usable aquifer
storage. The theoretical long-term aquifer yield was
estimated at 0.7 x 10° m® yr~ !, which is on the high side
and certain to cause adverse ecological effects.

The results shown in Figure 6 correspond to an average
2xCO; climatic forcing. Under drought conditions, the
pumping strategy must be adjusted. Drought conditions
prevailed in the period between 1947 and 1959. A “dry-
climate” 2xCQO, forcing was created by scaling the 1947—
1959 historical recharge (the annual mean of which was
0.553 x 10° m’) with the runoff scaling factors (recall
equation [7]). The Edwards Aquifer was simulated with
the dry-climate 2xCQO, recharge and annual pumping
rates that ranged between zero and 0.784 x 10° m’, the
same range used in the average-climate 2xCQO, scenario
previously discussed. 7 presents the results. It shows that
the San Marcos spring flow falls below the stress threshold
regardless of the pumping rate. The Comal spring flow
declines steadily with increasing pumping rate. It falls
below the stress threshold when the pumping rate exceeds
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Figure 6. Sensitivity of monthly spring flows to pumping rate under
an “average-climate” 2xCO; scenario in the Edwards aquifer.
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Figure 7. Sensitivity of monthly spring flows to pumping rate under
“dry-climate” 2xCO; scenario in the Edwards aquifer.

0.17 x 10° m? yr~ . During protracted droughts, such as
that between 1947 and 1959 in the Edwards Aquifer, the
competition between human water use and environmen-
tal needs is sharply accentuated. In such an instance, one
could argue for a range of the annual pumping rate
between zero and, say, 0.2 x 10 m® yr~'. This type of
decision, however, belongs in the realm of politics, where
all constituencies are weighed in a comprehensive
decision-making framework.

Climate and Ground-Water Use Effects
on Hydrologic Response

Let Z denote the level of hydrologic response caused by
human use of ground water (W, the ground-water pumped
from an aquifer) and by climate (C). Hydrologic response
is defined in terms of a specific variable of interest, such as
spring flow from an aquifer system (see example below). Z
is then a function (f) of Wand C, given aquifer properties
(denoted by T). Hence, Z=1{(W, C)|r—that is, the
function f is conditioned on aquifer properties T. For
simplicity, this is written henceforth as Z =f(W, C). A
change in hydrologic response, AZ, is then related to
change in ground-water use (AW, caused by population
growth and/or economic development) and to climate
change (AC, due to increased greenhouse gases and
aerosols) by the following equation:

of of

The first term on the right-hand side of Equation (11)
denotes the change in hydrologic response caused by a
change in human use of ground-water while the climate is
kept constant. The second term on the right-hand side of
Equation (11) represents the change in hydrologic
response exerted by climate change while ground-water
use remains constant. The following subsection presents



Climate Change and Ground Water 39

Table 1. Climate- and Ground-Water-Use-Change Scenarios Considered in the Analysis of Hydrologic Response

Scenario
Effect of Change in
Base: I Climate-Change Effect: II Ground-Water Use: III Total Effects: IV
Climate (recharge) 111978,1989a R1978—1989 . %b 1978-1989 use® ng’]g 89" %
Ground-water use 1978-1989 use 1978-1989 use 2050 use? 2050 use

Historical recharge during 1978 —1989, the mean of which = 0.949 x 10° m® yr— 1.
> This is the historical recharge scaled to 2xCO, conditions according to equation (7).

“The average ground-water use between 1978 and 1989 = 0.567 x 10° m® yr

4The ground-water use forecast for 2050 = 0.784 x 10° m’ yr ..

an example of the quantification of total hydrologic
response (i.e., that caused by change in both ground-water
use and climate change) and partial hydrologic response
(i.e., that caused by either change in ground-water use or
climate change).

The evaluation of climate-change and ground-water
use effects on hydrologic response suggested by Equation
(11) is hindered by the fact that the response function
f(W,C) is unknown. Therefore, an approximate method is
called for to estimate those effects separately. Table 1
illustrates the scenarios considered in the estimation of
ground-water use and climate-change effects. The second
column of Table 1 contains the base scenario (scenario ),
that in which average climatic conditions—and thus,
recharge—prevailed, a situation that took place between
1978 and 1989 (average annual recharge in that period
was 0.949 x 10” m’ and average annual ground-water use
was 0.567 x 10° m® yr = ). The third column in Table 1
shows the climate-change scenario (scenario II), whereby
the historical recharge (1978-1989) was scaled to 2xCO,
recharge conditions according to Equation (7) and the
ground-water use was kept at the 1978-1989 historical
level. The fourth column of Table 1 outlines the change in
ground-water use scenario (scenario III), wherein the
recharge was kept at the 1978-1989 historical level and
ground-water use was set equal to 0.784 x 10° m’ yr™ !,
the forecast for 2050 associated with future use in a
warmer (2xCQO,) climate. The fifth column displays the
total-effects (climate-change and ground-water-use) sce-
nario (scenario IV), in which recharge and ground-water
use correspond to the hypothesized 2xCO; conditions.

Table 2 summarizes the partial and total-effects results
concerning spring flow in the Edwards Aquifer. In the
Comal Springs (column 2), the rise in minimum spring
flow calculated with scenario II (2xCO, recharge and base
ground-water use) relative to the base scenario I estab-
lishes that climate change increases spring flow when other
things are kept constant. The calculated spring-flow
augmentation was from 4.84 x 10° m’ to 12.7 x 10°
m’—a 162-percent increase in spring flow caused by

climate change. Scenario III (base climate and year-2050
ground-water use) shows that the effect of year-2050
ground-water use is to dry up Comal Springs (i.e., a 100
percent reduction in spring flow), provided that the
climate does not change. When the climate and ground-
water use changes are considered together (scenario IV),
the role of ground-water use over climate change prevails:
Comal Springs flow is reduced to 1.31 x 10° m? from the
4.84 x 10° m’ level in scenario I (a 73-percent reduction
in spring flow).

Table 2 reveals a similar—albeit attenuated—pattern
in minimum spring flow for the San Marcos Springs. It
shows that climate change (scenario II) increases spring
flow relative to the base condition (scenario I) by 17
percent (from 4.84 x 10° m’® to 5.67 x 10° m?), while the
year-2050 ground-water use (scenario III) reduces spring
flow relative to the base condition by approximately 22
percent (from 4.84 x 10° m’ to 3.79 x 10° m’). The
combined effect of climate change and year-2050 ground-
water use is a 1 percent drop in spring flow compared with
the base condition (from 4.84 x 10°m’® t0 4.79 x 10°m’):
here, too, ground-water use dominates over climate
change in this instance.

The results indicate, therefore, that the primary threat
to ground-water use in the Edwards Aquifer comes from

Table 2. Minimum Spring Flow in the Edwards
Aquifer Caused by Climate-Change and
Ground-Water-Use Scenarios

Climate-Change and

Ground-Water-Use Edwards Aquifer Springs
Scenario®

Comal San Marcos
I 4.84 4.84
I 12.7(+162%)® 5.67(+17%)
111 0 (— 100%) 3.79(— 22%)
I\Y 1.31(—73%) 4.79(— 1%)

Note: Spring flow is in 10° m* month ~'.

2The scenarios are the same ones defined in Table 1.

>The numbers within parentheses represent the percentage increase (+) or
decrease (—) caused by a scenario relative to the base condition (I).
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the rise in ground-water use associated with predicted
growth, not from climate change. The latter, in fact, would
increase spring flow in the study area.

Summary

This article summarized the theory of climate change
and the relationship of climate-change forcing to hydro-
logic processes. The article focused on regional aquifer
systems and on the methods used to link large-scale
climate-change processes to ground-water recharge,
ground-water flow, and solute transport in a warmer
climate. There are substantial uncertainties associated
with climate-change scenarios, be they transient or
equilibrium 2xCO, cases. Those uncertainties stem
primarily from the complexity of the earth’s climate
system and from complex, nonlinear climate feedbacks
that arise in connection with a warming planet. The article
reviewed methods currently available to generate climate-
change scenarios and to simulate regional aquifer systems
under those scenarios. It introduced a methodology to
calculate the effects of climate change and population
growth on hydrologic response. The Edwards Aquifer of
Texas, one of the largest fresh-water aquifers in the U.S,,
was used to illustrate a specific procedure and our current
capabilities to assess the potential impacts of a warming
climate and changes in ground-water use on regional-scale
aquifer systems. Results indicate that aquifer exploitation
strategies must be adapted to climate variability and
climate change. In particular, protracted drought sharply
accentuates the competition between human and ecolo-
gical water uses. It was also determined that changes in
ground-water use by population growth may cause more
profound aquifer impacts than those associated with
global warming.
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Notes

1. A summary of climate-change science may be found in the
2001 report by the Intergovernmental Panel for Climate
Change (IPCC) on its Web site.

2. See Lodiciga, Maidment, and Valdes (2000) for a list of
GCMs used in hydrologic studies. See http://www.

mmm.ucar.edu/mm5/mm5-home.html for a description of
the RCM MM5 (Mesoscale Model 5) of the National
Center for Atmospheric Research, US.

3. GCM-RCMs yield runoff-scaling ratios rather than stream-
flow ratios, but when averaged over relatively large areas,
these two ratios converge to the same value. Runoff in
GCM-RCMs is equal to the land-based water flux from
model cells, while stream-flow is defined in hydrology as the
sum of overland flow, interflow, and baseflow concentrated
in the stream channel.
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