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ABSTRACT OF THE DISSERTATION

Understanding Galactic Interiors Using Galaxy Formation Simulations & Scaling Relations

By

Francisco Javier Mercado

Doctor of Philosophy in Physics

University of California, Irvine, 2023

Professor James S. Bullock, Chair

While astronomers believe that we understand how the universe works on large scales, the processes

that shape the interiors of galaxies are still very much an area of ongoing research. Today, we are

in a unique position to utilize incredibly powerful supercomputers to make predictions about

our universe that can, in turn, be confirmed by groundbreaking observations made by modern

telescopes such as the James Webb Space Telescope (JWST) or the upcoming Vera C. Rubin

Observatory. Using high-resolution, cosmological “zoom” simulations of galaxies run by the

Feedback In Realistic Environments (FIRE) collaboration, I advance our understanding of the

internal galactic processes responsible for two galaxy scaling relations: (1) A new predicted

scaling relation between a dwarf galaxy’s age and strength of its metallicity gradient (the Gradient-

Strength Galaxy Age relation, or GSGA). (2) The Radial Acceleration Relation (RAR), which I

show is a natural consequence of CDM, contrary to some predictions. I also present a test of two

self interacting dark matter implementations in two different simulation codes. Finally, I describe

how understanding the effects of these internal processes allows us to use scaling relations as tools

to test galaxy formation and dark matter theory.

xi



Chapter 1

Introduction

“Si viéramos realmente el Universo, tal vez lo entenderı́amos.”

- Jorge Luis Borges

1.1 Foreword

I would like to start by noting that while this dissertation contains some of the scholarly highlights

of my career thus far it does not, by any means, contain the entirety of the learning and growing

that I did throughout the better part of the decade leading to this culmination. Aside from my role

as a scholar, I have had the profound pleasure of serving as a mentor, teacher and advocate for the

community around me. It is the sum of these experiences that have molded me into the person I

am today. I am proud of how far I have come. With that in mind, the following represents my main

scholarly contributions as a graduate student.

1



1.2 ΛCDM, its Small Scale Issues and Potential Solutions

The dark energy plus cold dark matter (ΛCDM) cosmological model is the currrent leading model

of our Universe and proposes the existence of non-luminous, collisionless (dark) matter that governs

the observed dynamics in galaxies and that is important to the structure formation of the Universe

(see review; Salucci, 2019). Whilst ΛCDM has been largely successful at describing the large scale

behavior of our Universe (Komatsu et al., 2011; Planck Collaboration et al., 2014), it has faced

challenges at scales below approximately 1 Mpc. Specifically, two issues arise from the predicted

dense central regions of CDM halos: (1) the cusp-core problem, which states, contrary to the

prediction that CDM halos have cuspy centers, that the centers of low mass galaxies appear to be

less dense and cored (Moore, 1994; Simon et al., 2005; Oh et al., 2011; Chan et al., 2015; Zhu et al.,

2016; Kuzio de Naray & Kaufmann, 2011; Kuzio de Naray & Spekkens, 2011); and (2) the too big

to fail (TBTF) problem, which states that a population of massive, centrally-dominated subhalos

predicted by dark-matter-only (DMO) simulations is not present around the Milky Way (Boylan-

Kolchin et al., 2011; Garrison-Kimmel et al., 2014). Recent work has, however, demonstrated that

baryonic physics, such as feedback from supernovae (SN) and bursty star formation, can re-shape

the gravitational potential at the center of galaxies enough to, over time, lower central densities

and create cored DM halos (Oñorbe et al., 2015; Chan et al., 2015; Read et al., 2016; Tollet et al.,

2016). Additionally, these baryonic effects have been shown to alleviate the too big to fail problem

(Chan et al., 2015; Wetzel et al., 2016; Zolotov et al., 2012).

Alternatively, modifying DM properties within our models can also ease tensions that arise as a

result of the sall scale issues of ΛCDM. Some examples of these models are Warm Dark Metter

(WDM), elastic Self Interacting Dark Matter (SIDM) and dissipative SIDM (dSIDM). WDM models

incorporate a non-negligible velocity distribution that results in suppression of perturbations at (and

below) galactic scales (Hogan & Dalcanton, 2000; Sommer-Larsen & Dolgov, 2001; Bode et al.,

2001; Barkana et al., 2001). Like CDM models, the WDM models assume that DM is collisionless

and yield accurate large scale predictions but do not suffer from the TBTF problem (Lovell et al.,

2



2012; Horiuchi et al., 2016; Lovell et al., 2017). Self Interacting Dark Matter (SIDM) models,

on the other hand, allow DM particles to collide with each other in such a way that the dynamics

is dependent on the self-interaction cross section per unit mass (Spergel & Steinhardt, 2000;

Kaplinghat et al., 2016). Both WDM and SIDM have been shown to successfully create cored

DM halos and present us with alternative solutions to the problems that ΛCDM faces (Tremaine &

Gunn, 1979; Dalcanton & Hogan, 2001; Elbert et al., 2015; Fry et al., 2015; Robles et al., 2017).

1.3 Galaxy Formation Simulations

Testing the different models that can be used to describe our Universe requires accurate theoretical

predictions that can be compared to observations. Over the past decades, cosmological computer

simulations have become the method of choice for many in theoretical astrophysicist owing to their

success in tracking the properties, growth and evolution of galaxies. These simulations serve as

important tools that help us understand the complexities of galaxy formation and, in turn, allow us

to make predictions about the Universe that we live in.

1.3.1 The Feedback In Realistic Environments Simulations – FIRE

In recent years, the FIRE collaboration1 has made significant progress in describing galaxy for-

mation and evolution at several mass scales (Hopkins, 2015; Hopkins et al., 2018, 2022), yielding

a better understanding of the interplay between the intergalactic medium (IGM), star formation,

feedback, and the circumgalactic medium (CGM) (Faucher-Giguère, 2018). In particular, the cos-

mological, hydrodynamical zoom simulations run with the FIRE2 feedback implementation do not

suffer from limitations that are common in other galaxy formation simulations: (1) low resolution or

lack of dynamic range, (2) unresolved multi-phase gas structure, and (3) reliance on star-formation

1Learn more about the FIRE project here: https://fire.northwestern.edu/

3
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prescriptions that are calibrated to observations (Kennicutt, 1998). Thus, these simulations are

ideal tools to study the physical phenomena that shape galactic interiors. The majority of the work

presented in this simulation consists of analysis using several FIRE2 zoom simulations of galaxies

spanning several orders of magnitude.

1.4 Galaxy Scaling Relations

Despite the complex nature of galaxy formation and the large number of physical processes that

affect galactic interiors, galaxies follow remarkably tight scaling relations. Massive rotating galaxies

follow important empirical scaling relations that relate the rotational speed to the light and, by

extension, the mass of a galaxy (Tully & Fisher, 1977; McGaugh et al., 2000; McGaugh, 2015;

McGaugh et al., 2016). Similarly, low mass galaxies follow scaling relations between mean

metallicity of a galaxy with other global properties, such as its luminosity, stellar mass, or total

mass (Lequeux et al., 1979; Garnett & Shields, 1987; Garnett, 2002; Prada & Burkert, 2002; Dekel

& Silk, 1986; Tremonti et al., 2004; Lee et al., 2006). These scaling relations play a key role in

helping us connect the observable properties of galaxies to the physical processes that shape them.

More importantly, they can be used as the basis of discriminatory tests between the different models

introduced above.

1.5 Dissertation Organization

This dissertation is organized into three main chapters. The content of these chapters have all

either been submitted to or published in the Monthly Notices of the Royal Astronomical Society

(MNRAS) and appears in this dissertation unaltered. In chapter 2 I highlight work that points

to a new dwarf galaxy scaling relation, the Gradietn-Strength-Galaxy-Age Relation (GSGA), and

proposes a mechanism responsible for the relation (MNRAS Volume 501, Issue 4; Mercado et al.,

4



Figure 1.1: — A mock HST image of a FIRE simulation. This and images of other FIRE
simulations can be found on Phil Hopkins’ website here

5
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2021). Next, in Chapter 3, I include a thorough investigation of a scaling relation, the Radial

Acceleration Relation (RAR), that is often used to advocate in favor of a model of the universe that

excludes the existence of dark matter. In this work I use observational data along with simulations

to demonstrate that this relation can exist within the context of ΛCDM. I also provide an analytical

argument that predicts features in the RAR that are challenging to explain with models that exclude

dark matter (Mercado et al., 2023; in preparation). Finally, in 4, I include work that I served as

a co-advisor on in which we perform a comparison of two implementations self-interacting dark

matter models in two different simulation codes (MNRAS, Volume 513, Issue 2; Meskhidze &

Mercado, 2022).

6



Chapter 2

A Relationship Between Stellar Metallicity

Gradients and Galaxy Age in Dwarf

Galaxies – Mercado et al. 2021

2.1 Introduction

Dwarf galaxies are critical laboratories for understanding galaxy assembly over cosmic time.

Within the Local Group, dwarf galaxies can be split into two categories. Dwarf Irregulars (dIrrs)

are gas-rich, generally star forming systems that are commonly found in isolation (Mateo, 1998;

McConnachie, 2012; Simon, 2019). Dwarf Spheroidals (dSphs) are gas-poor systems that exhibit

little to no recent star formation and are, in general, satellites orbiting larger galaxies (Mateo, 1998;

Grebel, 1999; Wilkinson et al., 2004; Muñoz et al., 2005, 2006; Walker et al., 2006, 2007; Koch

et al., 2007; Mateo et al., 2008). Whilst dIrr and dSph galaxies are found in different environments

and have some distinct characteristics, they fall on the same relationship between stellar mass and

average stellar metallicity (Kirby et al., 2013) and follow similar scaling relations (Tolstoy et al.,
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2009). Thus, the extent to which a dwarf galaxy’s current appearance and morphology are affected

by external environment, as opposed to internal processes (such as supernova feedback and gas

cooling), remains an active area of research.

The heavy element content of dwarf galaxies provides a means to explore feedback processes and

metal retention in systems with relatively shallow potential wells (Dekel & Silk, 1986; Mateo, 1998).

In particular, dwarf galaxies often exhibit radial variations in stellar metallicity, with more metal-

poor populations at large galactocentric radii. Such gradients provide an opportunity to explore

relationships between feedback and dynamical evolution in shaping small galaxies (Koleva et al.,

2011). The strength of the gradient can vary significantly amongst galaxies with approximately the

same stellar mass (Saviane et al., 2001; Harbeck et al., 2001; Tolstoy et al., 2004; Battaglia et al.,

2006, 2011; Kirby et al., 2010; Koleva et al., 2011; Vargas et al., 2014; Ho et al., 2015; Kacharov

et al., 2017). If we can identify systematic trends underlying these differences, this may provide

insight into their origin.

Recent studies of stellar metallicity gradients in Local Group dwarf galaxies point to a slight

dichotomy in the strengths of the galaxy gradients, such that (older, more dispersion-supported)

dSphs commonly exhibit stronger gradients than dIrrs (Leaman et al., 2013; Kacharov et al., 2017).

A potential reason for this difference is proposed by Schroyen et al. (2011), who use idealised

dwarf galaxy simulations to show that systems initialised with higher angular momentum tend

to have weaker gradients. Specifically, the younger stellar populations formed from enriched gas

with high angular momentum tend to be spatially smoother (i.e. less radially clustered), flattening

those galaxies’ stellar metallicity gradients. Other internal mechanisms that can play a role in the

existence of gradients include feedback-induced redistribution of material in the ISM (De Young &

Heckman, 1994) or the perturbation of stellar orbits (Read & Gilmore, 2005; Pontzen & Governato,

2012; El-Badry et al., 2016) due to potential fluctuations. A third process potentially responsible

for affecting a galaxy’s gradient is ram-pressure stripping of an infalling satellite (important for LG

dSphs). In this scenario, the radial extent of star formation in satellite galaxies is reduced, enriching
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the central regions as a result (Mayer et al., 2001, 2007).

In this work we analyse 26 cosmological zoom simulations of isolated dwarf galaxies with stellar

masses from 105.5 − 108.6 𝑀⊙ from Graus et al. (2019) and Fitts et al. (2017), run using GIZMO

(Hopkins, 2015) with the FIRE-2 feedback implementation (Hopkins et al., 2018). We show that a

range of stellar metallicity gradients arises naturally in these isolated systems and that the strength

of the gradient correlates with overall galaxy age, such that galaxies that form a larger fraction of

their stars at late cosmic times have flatter gradients. Gradients arise from the steady redistribution

of old, metal-poor stars from central, feedback-driven potential fluctuations and can be weakened

when late-time star formation is sourced by recycled (enriched) gas, which is deposited at larger

radii. These trends appear consistent with what has been observed in Local Group galaxies, without

appealing to environmental processes.

This paper is organised as follows: In §4.2 we discuss our simulations. In §4.3 we present

stellar metallicity gradient measurements in our simulated sample and show how gradient strengths

increase with galactic ages. Note that all instances of galaxy age in this paper refer to the lookback

age of the galaxy (i.e. not cosmic age). Finally, in §2.4 & 2.5 we discuss the mechanisms that form

and set a galaxy’s gradient strength and present a qualitative comparison between the gradient-

strength-galaxy-age relations for our simulated sample and 10 Local Group dwarf galaxies.

2.2 Simulations

Our simulations employ the gravity+hydrodynamic code GIZMO (Hopkins, 2015) with the Mesh-

less Finite Mass (MFM) hydrodynamic solver and FIRE-2 (Feedback In Realistic Environments1)

feedback implementation (Hopkins et al., 2018). MFM offers many advantages over classic SPH,

including the ability to capture mixing instabilities and resolve sharp shocks, to accurately evolve

1The FIRE project website: https://fire.northwestern.edu/
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sub-sonic flow with minimal numerical viscosity, all while conserving energy and angular momen-

tum to a high degree of accuracy (Hopkins 2015).

The simulations include gas cooling due to molecular transitions and metal-line fine structure

transitions at low temperatures whilst cooling at temperatures of ≥ 104𝐾 is due to primordial

and metal line cooling. We adopt a redshift-dependent, ionising UV background model from

Faucher-Giguère et al. (2009). Star formation occurs for self-shielding, molecular gas that is above

a threshold density of 𝑛crit ≥ 1000 cm−3, self-gravitating, and Jeans unstable (see Hopkins et al.,

2018) for details). Once a star particle is formed, it is treated as a single stellar population with a

Kroupa initial mass function (Kroupa, 2002) and a mass and metallicity inherited from its progenitor

gas particle. The total metallicity along with eleven chemical species (H, He, C, N, O, Ne, Mg,

Si, S, Ca, Fe) are tracked for each gas and star particle – of which Fe and H are the most relevant

to this work. Feedback mechanisms include supernovae (Ia & II), stellar mass-loss due to fast and

slow winds (from OB-stars and AGB-stars, respectively), photo-ionisation/electric heating, and

radiation pressure. The ensuing feedback quantities are calculated from stellar population models

(Leitherer et al., 1999, STARBURST99). Sub-grid metal diffusion is implemented to account for

the turbulent eddies between gas particles in a turbulent ISM. Without such an implementation the

metals assigned to a given gas particle would remain locked in with that particle throughout time,

not allowing for proper enrichment. Whilst this does not affect the mean metallicity of a galaxy,

this implementation has been shown to produce more realistic metallicity distribution functions

in simulated low mass galaxies (Escala et al., 2018). We note that whilst previous FIRE work

suggests that galaxies simulated with FIRE-2 physics tend to exhibit average stellar metallicities

lower than that seen in real galaxies, the slope of the Mass-Metallicity Relation of FIRE-2 simulated

galaxies seems to match that of the observed galaxies (Escala et al., 2018; Wheeler et al., 2019).

Furthermore, this work focuses on the slope of stellar metallicity profiles in galaxies rather than

their normalization and we therefore believe that the underprediction of low-mass metallicities by

FIRE-2 is not an issue for this specific study.
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Figure 2.1: — Mock Hubble Space Telescope Images. Mock u/g/i composite images of three
galaxies within our sample (m10f, m10xc, and m10xe from left to right). We choose these galaxies
to represent the full range in galaxy sizes and stellar masses (top right) within our sample. The
average projected half-light radii of these galaxies are 𝑅1/2 = 0.52 kpc, 2.25 kpc, and 2.93 kpc,
from left to right, respectively.

Graus et al. (2019) and in Fitts et al. (2017) were the first to present the galaxies analysed in this

work. The Graus et al. (2019) galaxies (m10xa-i) consist of galaxies with 𝑀vir ≃ 1010 𝑀⊙ – 1011

𝑀⊙ and stellar masses between 107 𝑀⊙ and 109 𝑀⊙. These simulations were run with a dark

matter particle mass of 𝑚dm = 20000 𝑀⊙ and an initial gas particle mass of 𝑚g = 4000 𝑀⊙. The

Fitts et al. (2017) galaxies (m10b-m) consist of lower mass galaxies with 𝑀vir ≃ 1010 𝑀⊙ and

stellar masses between 105 𝑀⊙ and 107 𝑀⊙. These simulations were run with dark matter particle

masses of 𝑚dm = 2500 𝑀⊙ and gas particles with an initial particle mass of 𝑚g = 500 𝑀⊙. Finally,

Graus et al. (2019) adopts the cosmological parameters: 𝐻0 = 70.2 km s−1 Mpc−1, Ωm = 0.272, Ωb

= 0.0455, ΩΛ = 0.728, whilst the Fitts et al. (2017) simulations were run with a slightly different

set of cosmological parameters: 𝐻0 = 71.0 km s−1 Mpc−1, Ωm = 0.266, Ωb = 0.044, ΩΛ = 0.734.

We provide mock Hubble Space Telescope images of three of our simulated galaxies in Figure 2.1

(m10f, m10c, m10xe). These examples span the range of sizes and masses of the galaxies in our

sample. In what follows we explore two measures of metallicty gradients: one in 2D, 𝛾𝑧, and one

in 3D, 𝛾̃𝑧. The projected gradients are used to connect with observations while the 3D gradients

are used to infer physical meaning. Given the range of galaxy sizes, we measure gradients in units

of each galaxy’s half-mass radius in order to compare galaxies across our full sample. It is clear
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Figure 2.2: — Two example gradients. Median stellar iron abundance as a function of projected
2D radius 𝑅 for two example galaxies, one with a weak stellar metallicity gradient (m10xh; left)
and one with a strong gradient (m10xg; right). Each panel shows information measured over 100
random viewing angles. The solid line represents the median metallicity at a given radius over all
projections, whilst the shaded region spans the full range of median metallicities measured at a
given radius over all projections. The dashed line represents the least squares fit to the solid line
and its slope is taken to be the galaxy’s stellar median metallicity gradient (𝛾𝑧; value shown in
the lower left). These galaxies were chosen to represent the range of gradient strengths within our
sample.

from Figure 2.1 that these galaxies are aspherical. However, for the sake of simplicity, below we

use spherically-averaged 3D gradients and circularly-averaged 2D gradients measured over many

viewing angles. We also restrict our quantitative measures to within two times the half-light radii

of galaxies, regions where the systems are somewhat more spherical, as can be inferred from Figure

2.1.

2.3 Age and Stellar Metallicity Gradients

Figure 2.2 presents two representative stellar metallicity gradients from the simulated sample:

m10xh (left; weak gradient) and m10xg (right; strong gradient). Whilst the galaxies have compa-

rable stellar masses and similar mean metallicities, they have markedly different radial variations
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in stellar [Fe/H]. Each panel shows the iron abundance profile measured in annular bins of 2D pro-

jected radius 𝑅. The solid lines show the median metallicity measured at a given radius over 100

random viewing angles. The shaded region represents the full range of median stellar metallicity

at a given radius over all viewing angles. The dashed line shows a least-squares fit to the solid line

and its slope is taken to be the galaxy’s metallicity gradient, 𝛾𝑧. The gradients are normalised by

the mean 2D half-mass radius over all projections and thus have units of dex per 𝑅1/2. We examine

many projections of our simulated galaxies to account for the fact that the galaxies are not spherical,

as evidenced by Figure 2.1. The plot shows a clear radial variation in the metallicity of the galaxy

such that the inner (outer) regions of the galaxy are primarily populated by stars of higher (lower)

metallicity.

We list the projected stellar metallicity gradients, along with other properties, for all galaxies in

our sample in Table 2.1. The majority of these galaxies have clear negative gradients with more

metal-rich stars residing in the centers of the galaxies and more metal-poor stars occupying the

outer regions. Graus et al. (2019) finds similar (also negative) gradients in the ages of the stellar

populations of the galaxies in this sample. The significant variation in 𝛾𝑧 from galaxy to galaxy

motivates us to seek correlations in this variable with other galaxy properties. As we show in

the Appendix, we find that 𝛾𝑧 is largely independent of halo mass, galaxy mass, and galaxy size.

However, we find a strong correlation with galaxy age (as well as age gradient). Finally, we find no

clear correlation between a galaxy’s gradient strength and the its 𝑣/𝜎 value. This is in contradiction

with results from Schroyen et al. (2011) that suggest that rotaion-supported galaxies tend to exhibit

stronger stellar metallicity gradients – though it is important to note that the simulated galaxies

in our sample have, overall, lower values of 𝑣/𝜎 than the galaxies considered in Schroyen et al.

(2011).

Figure 2.3 depicts a relationship between metallicity gradient-strength and galactic age in two ways.

On the left the gradients, 𝛾𝑧, are depicted as a function of 𝑡50 – the fiftieth percentile age of the stars
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Figure 2.3: — The simulated gradient-strength-galaxy-age relationship. A correlation between
galactic age and stellar metallicity gradient strength in simulated galaxies. Left: Stellar metallicity
gradient strength for each galaxy versus median age of stars in that galaxy (𝑡50). The error bars
correspond to the range of metallicity gradient strengths measured over 100 random viewing angles.
The black dashed line represents the least squares fit to the relationship (presented at the top right).
The slope and y-intercept of the fit are −0.036 ± 0.005 and 0.049 ± 0.035, respectively. At the
bottom right, we provide the spearman coefficient (𝑟𝑠 = −0.87) calculated for this relationship.
Right: Median iron abundance (measured over all projections) for each galaxy plotted as a function
of projected radius in units of the 2D half-mass radius. The profiles are normalised by the
metallicity at the centre of each galaxy and are coloured corresponding to their 𝑡50 values, with
yellow representing earlier star formation times (older galaxies) and purple representing more
recent star formation times (younger galaxies). We use the profile data within 2𝑅1/2 to calculate
the gradient strengths and thus exclude the part of the profiles that extend into the shaded region.
In both panels older galaxies tend to have steeper gradients.
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Halo 𝑀★ 𝑉max R1/2 𝑡50 𝛾𝑧
Name [𝑀⊙] [𝑀⊙] [km s−1] [kpc] [Gyr] [dex/ 𝑅1/2]

Graus et al. (2019) (1) (2) (3) (4) (5) (6)
m10xa 7.64 × 107 1.87 × 1010 45.26 2.23 6.08 −0.08+0.07

−0.15

m10xb 3.29 × 107 2.22 × 1010 42.78 1.73 4.23 −0.09+0.04
−0.05

m10xc 1.19 × 108 3.22 × 1010 48.31 2.25 6.55 −0.20+0.03
−0.06

m10xc A 8.46 × 106 8.52 × 109 35.03 1.24 10.89 −0.34+0.05
−0.06

m10xd 6.81 × 107 3.86 × 1010 53.51 2.60 4.04 −0.07+0.02
−0.01

m10xd A 1.44 × 107 2.40 × 1010 38.52 1.38 1.63 0.01+0.04
−0.03

m10xe 3.26 × 108 4.57 × 1010 56.17 2.93 6.13 −0.17+0.02
−0.08

m10xe A 3.64 × 106 1.36 × 1010 35.74 0.90 8.50 −0.32+0.09
−0.10

m10xe B 1.28 × 107 1.12 × 1010 38.15 1.31 8.75 −0.28+0.03
−0.04

m10xe C 1.84 × 107 1.04 × 1010 34.43 2.11 7.08 −0.13+0.05
−0.05

m10xe D 3.61 × 106 8.88 × 109 34.13 2.43 9.62 −0.50+0.07
−0.13

m10xf 1.28 × 108 5.21 × 1010 58.47 2.30 7.38 −0.28+0.01
−0.08

m10xg 4.61 × 108 6.20 × 1010 65.75 2.78 7.59 −0.33+0.04
−0.13

m10xg A 1.88 × 107 1.53 × 1010 40.31 1.51 5.11 −0.13+0.05
−0.10

m10xh 5.40 × 108 7.44 × 1010 68.10 4.15 3.65 −0.03+0.04
−0.06

m10xh A 4.97 × 107 1.47 × 1010 38.80 2.19 5.68 −0.17+0.04
−0.05

m10xi 4.48 × 108 7.58 × 1010 64.35 3.56 6.03 −0.31+0.02
−0.04

Fitts et al. (2017)
m10b 4.65 × 105 9.29 × 109 31.51 0.24 2.54 −0.13+0.10

−0.12

m10c 5.75 × 105 8.92 × 109 31.40 0.25 4.07 −0.23+0.10
−0.12

m10e 1.98 × 106 1.02 × 1010 31.44 0.43 5.63 −0.14+0.05
−0.07

m10f 4.11 × 106 8.56 × 109 35.66 0.52 11.96 −0.59+0.05
−0.06

m10h 7.80 × 106 1.28 × 1010 37.98 0.58 11.64 −0.54+0.04
−0.07

m10j 9.74 × 106 1.10 × 1010 37.98 0.50 11.51 −0.30+0.04
−0.11

m10k 1.04 × 107 1.15 × 1010 38.22 0.85 10.74 −0.33+0.06
−0.10

m10l 1.30 × 107 1.06 × 1010 37.62 0.54 10.76 −0.27+0.04
−0.07

m10m 1.44 × 107 1.15 × 1010 38.51 0.69 9.86 −0.29+0.04
−0.08

Table 2.1: Properties of our simulated galaxies.
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in a given galaxy, i.e. the median age. Our sample follows the following relationship:

𝛾(𝑡50) = −0.036𝑡50 + 0.049, (2.1)

with the slope and y-intercept having errors of ±0.005 and ±0.035, respectively. We provide the

calculated spearman coefficient, 𝑟𝑠, as a measure of how well the two variables are correlated. On

the right we show the mean stellar iron abundance as a function of projected radius (as in Figure

2.2) for every simulated galaxy in our sample, colour-coded by the galaxy’s median stellar age (i.e.

lookback age). The profiles are normalised by the metallicity at the centre of each galaxy. Yellow

and purple represent older and younger stellar populations, respectively. We use the profile data

within 2𝑅1/2 to calculate the stellar metallicity gradients. Thus, the parts of the profiles that extend

into the grey shaded region are excluded. In general, the galaxies that form their stars earlier tend

to have stronger stellar metillicity gradients. We explore correlations with other measures of galaxy

age (90th percentile age, 25th percentile age, etc.) and find the correlation is strongest when using

the stellar component’s median age.

Graus et al. (2019) find a similar relationship for age gradients as a function of galaxy age. We

find that metallicity gradients appear to correlate even more tightly with galaxy age than do age

gradients. This suggests that stellar metallicities can serve as a better ”internal dynamical clock”

for galaxy gradients than do absolute age gradients.

2.4 Origin of Stellar Metallicity Gradients

Dynamical heating associated with stellar feedback appears to play an important role in creating

the gradients we see in our simulated galaxies. Note that star formation in FIRE dwarf galaxies

is particularly time-variable throughout cosmic time (Sparre et al., 2017; Faucher-Giguère, 2018;

Velázquez et al., 2020). El-Badry et al. (2016) use a separate suite of FIRE simulations to explore
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the role of stellar feedback on radial migration of stars. They find that older stars generally

experience more outward migration than their younger counterparts. Repeated bursts of star

formation throughout a galaxy’s lifetime create gravitational interactions that systematically drive

stars towards more extended orbits (see Figures 4 & 5 of El-Badry et al., 2016). This results in a

scenario in which stars that live through more “puffing cycles” will have migrated more, on average,

than younger stars that live through fewer cycles. We note that the effects of bursty stellar feedback

on stellar distributions is analogous to the effects of stellar feedback on the dark matter distribution

in halo centres (Read & Gilmore, 2005; Pontzen & Governato, 2012; Oñorbe et al., 2015; Chan

et al., 2015).

The top panels of Figure 2.4 illustrate the process of stellar migration. We show the change in

each star particle’s radial position since its birth (Δ𝑟 = 𝑟now − 𝑟birth), normalised by the galaxy 3D

half-mass radius today, 𝑟1/2, as a function of that star’s age. Positive values of Δ𝑟 indicate that

the star has moved outward. The left and right panels show the same information for the same

weak-gradient example (m10xh) and strong-gradient example (m10xg) respectively (as in Figure

2.2). Points are colour-coded by the iron-to-hydrogen abundance ratio assigned to that particle,

normalised by the average [Fe/H] of the galaxy. In both the weak-gradient and strong-gradient

galaxies, the oldest, most metal-poor stars tend to migrate outward, more than their younger, more

metal-rich counterparts. The difference between the two galaxies is in the younger, more metal-

rich population. The galaxy with the weaker gradient (left) has a significant amount of late-time,

metal-rich star formation occurring at large radii, whilst the strong-gradient case (right) has all the

new star formation confined to a small radii. Note that there are features at ∼ 6 Gyr (left panel)

and ∼ 10 Gyr (right panel) indicative of mergers (large negative values of Δ𝑟). Whilst there is a

possibility for a galaxy’s gradient to be altered by merger processes – through the deposition of old,

metal-poor stars onto a galaxy’s outskirts – this does not seem to be the case for the galaxies in our

sample. For the galaxies in our sample, the fraction of mass in stars that is acquired through mergers

is negligible and distributed throughout the whole galaxy and thus will play, at best, a minor role in

changing the galaxy’s stellar metallicity gradient (Fitts et al., 2018; Graus et al., 2019). This is in
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Figure 2.4: — Stellar radial migration and birth radius versus stellar age. Radial migration of
stellar populations with age for the same weak-gradient (left) and strong-gradient (right) examples
as in Figure 2.2. We colour star particles by their iron-to-hydrogen abundance ratio normalised
with respect to the galaxy average. Top panels: net change in stellar particle radial position since its
birth (Δ𝑟 = 𝑟now − 𝑟birth) in units of 𝑟1/2 at 𝑧 = 0, versus age. The horizontal black line corresponds
to no net radial migration. Points above the line have migrated outward. In general, the older (more
metal-poor) star particles experience more outward migration than their younger (more metal-rich)
counterparts. This is true for both the weak-gradient and strong-gradient examples. Bottom panels:
the birth radius of each star particle in units of the galaxy’s 𝑟1/2 versus age. Whilst both examples
show a trend between radial migration and stellar age, the weak gradient case experiences more
radially extended late-time star formation, which acts to flatten the gradient. Note that the features
at ∼6 Gyr (left) and ∼10 Gyr (right) that trail downward in the top panels and upward in the bottom
panels are mergers. We find that mergers play at best a secondary role in shaping metallicity
gradients.
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line with results from recent investigations that suggest that morphological disturbances in dwarf

galaxies are seldom driven by mergers (Martin et al., 2020).

The bottom panels of Figure 2.4 provide a complementary picture. The vertical axis displays the

ratio of a star’s birth radius to the current half-mass radius versus stellar age and colour-coded by

metallicity. One important takeaway from these panels is that the particles in the same age bin

indicate no clear radial metallicity gradient. This implies that there was no radial variation in the

metallicity of the cold, dense, and self-gravitating gas making stars at any given time. This rules out

the possibility of a pre-existent gas-phase gradient ultimately driving the global stellar metallicity

gradient we witness at late times. This is consistent with results from Escala et al. (2018) which

show that FIRE-2 dwarf galaxies have ISMs that are well mixed at any given time. Second, in the

weaker gradient case (left), late-time star formation is occurring at much larger radii than early star

formation. This allows the formation of metal-rich stars at large radii, which mitigates the effect

of migration of metal-poor stars from feedback puffing. The strong-gradient galaxy (right) lacks

late-time extended star formation, which preserves the gradient established by migration of old

stars.

Figure 2.5 shows the change in each star particle’s radial position since its birth (Δ𝑟 = 𝑟now −

𝑟birth) for all galaxies in the Graus et al. (2019) sample, normalised by the 3D half-mass radius

today, 𝑟1/2, as a function of that star’s age2. We divide the galaxies in two groups: strong

gradients (𝛾𝑧 < −0.165 dex/R1/2, cyan) and weak gradients (𝛾𝑧 > −0.165 dex/R1/2, magenta)

where −0.165 dex/R1/2 is the median value of 𝛾𝑧 for the sample. The solid lines show the median

value of Δ 𝑟/𝑟1/2 in a given stellar age bin for the galaxies in a given group. The shaded regions

represent the 68th percentile spread about the median. It is clear that regardless of a galaxy’s

gradient strength at 𝑧 = 0, older, more metal-poor star particles migrate farther out than their

younger, more metal-rich counterparts. This suggests that the difference between weak and strong

2Only the Graus et al. (2019) galaxies were used in this figure (as well as Figure 2.7) because only the 𝑧 = 0
snapshots of the Fitts et al. (2017) sample were saved. We do not expect there to be much difference in the Fitts et al.
(2017) sample as they span the same range of metallicity gradients and lie on the same gradient-strength-galaxy-age
relationship.
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Figure 2.5: — Stellar population migration versus stellar age. The migration of stars, Δ 𝑟,
in units of the 𝑧 = 0 3D half-mass radius as a function of stellar age for the simulated galax-
ies in the Graus et al. (2019) sample. We divided the sample into galaxies with strong gradi-
ents (𝛾𝑧 < −0.165 𝑑𝑒𝑥/𝑅1/2) and galaxies with weak gradients (𝛾𝑧 > −0.165 𝑑𝑒𝑥/𝑅1/2), where
−0.165 𝑑𝑒𝑥/𝑅1/2 is the median value of 𝛾𝑧. The shaded regions represent the 68th percentile spread
of the data. It is clear that older stars have, in general, migrated farther out than their younger
counterparts in the entire simulation sample, regardless of the galaxy’s gradient strength.
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gradient galaxies must be connected to how the young, metal-rich stars are distributed, rather than

differences in the migration of old, metal-poor stars.

In Figure 2.6 we illustrate the systematic role of late-time star formation in flattening gradients.

We show the 3D stellar metallicity gradients for our full sample (𝛾̃𝑧) versus the ratio of 𝑟young
1/2 to

𝑟1/2, where 𝑟young
1/2 is defined by the median 3D radial position of stars born within the last 4 Gyrs.

Here we normalize the gradients by the galaxy stellar 3D half mass radius (as opposed to the 2D

radius-normalized gradients in Figure 2.2) in order to better-examine the internal dynamics of the

system. We include every star within 4𝑟1/2 to capture the region in which most star formation

is happening. There is a clear relationship (𝑟𝑠 = 0.86) between a galaxy’s gradient strength and

the radius of recent star formation. Galaxies with weaker gradients have more extended young

stellar populations, whilst galaxies with stronger gradients have recent star formation confined to

the centre. This suggests that metallicity gradients are flattened in galaxies that undergo radially

extended, late-time star formation.

Figure 2.7 demonstrates that galaxies with strong gradients (cyan) tend to have their sizes set earlier

(left) and undergo more gas accretion early (right) than do galaxies with weak gradients (magenta).

In the left panel we are plotting the stellar half-mass radius of the main progenitor of each galaxy,

normalised by the half mass radius today, as a function of lookback time. As in Figure 2.5, we

divide galaxies into strong and weak gradient samples based on their 𝑧 = 0 gradients. The solid

lines show the median relation for galaxies in each sample. The shaded regions represent the 68th

percentile spread over the sample.

The solid lines in the right-hand panel of Figure 2.7 show the median gas mass accretion rate for

all galaxies normalised by the galaxy’s time-averaged gas mass accretion rate. The shaded regions

represent the 68th percentile spread over the sample. We compute the gas mass accretion rate

within 0.1𝑅vir using the following formula (Faucher-Giguère et al., 2011; Muratov et al., 2015):

¤Macc =
𝜕M
𝜕𝑡

=

∑
𝑣rad 𝑚p

0.1𝑅vir
, (2.2)
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Figure 2.6: — Gradient strength versus young stellar population size. The 3D stellar metallicity
gradient strength as a function of median radial position (in units of 𝑟1/2) of the star particles
younger than 4 Gyrs old within 4𝑟1/2 of their respective galaxy. There is a correlation (𝑟𝑠 = 0.86)
in which galaxies with stronger gradients have a young stellar population that is more centrally
concentrated than the young stellar populations of galaxies with weaker gradients.
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Figure 2.7: — The size evolution and gas accretion history of our simulated galaxies. Two factors
that likely contribute to setting the strength of a galaxy’s gradient. Left: The half-mass radius value
at a given time normalised by the half-mass radius today as a function of lookback time. Right:
The gas mass accretion rate at a given time, normalised by the time averaged gas mass accretion
rate in a given galaxy, versus lookback time. The data are split into two categories – galaxies with
strong gradients (cyan) and galaxies with weak gradients (magenta). The shaded regions represent
the 68th percentile spread of the simulated data. Galaxies with strong gradients tend to set their
size and experience more gas accretion earlier on than do galaxies with weak gradients.
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where 𝑣rad and 𝑚p are the radial velocities and masses of individual gas particles (within 10 percent

of the virial radius), respectively, and 𝑅vir is the virial radius. Note that we assume that gas particles

with 𝑣rad < 0 are being accreted onto the galaxy.

We see that galaxies that end up with weaker gradients grow steadily over cosmic time and

experience significant cold gas accretion in the past 4-6 Gyrs. On the other hand, galaxies with

stronger gradients set their sizes and accrete gas earlier than their weak-gradient counterparts.

2.4.1 Gas-Phase Metallicity Gradients

Recall that in the bottom panel of Figure 2.4 we showed that young stars at fixed lookback times

tend to be distributed with fairly uniform metallicities, suggesting the lack of pre-existing gas-phase

metallicity gradients. In this subsection, we explore gas-phase gradients in our simulated galaxies

directly, and use these to develop a more complete picture of how stellar gradients arise. We also

demonstrate that our simulations exhibit no correlation between stellar gradients and gas gradients

at 𝑧 = 0.

Figure 2.8 shows the evolution of the gas-phase metallicity gradient for one example galaxy, m10xc,

at various lookback times. The lines extend out to the radius that contains 90 percent of the gas

mass existing within 0.1𝑅vir. We constrain our gas budget to temperatures cooler than 104 K. Each

profile is colour-coded by the lookback time. There are three results here. First, the extent of the gas

component grows with time. Second, the average metallicity of the gas increases as a function of

time. Finally, at fixed time, the metalliticy falls off weakly with radius. This result is consistent with

our previous findings. Stars forming from gas at 6 Gyr lookback time would be both concentrated

and metal poor. Such stars would be prone to feedback puffing. Stars forming at very late times

would trace extended, metal rich gas. We see this behaviour in gas-phase metallicity evolution in

other galaxies within our sample in ways that are consistent with the broader picture painted above.
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Figure 2.8: — Evolution of gas-phase metallicity profiles. The average gas-phase metallicity as
a function of radius out to the 90 percent gas mass radius, within 0.1𝑅vir, (for m10xc) at different
points in time. The lines are colour-coded by lookback time. The gaseous component grows
and becomes more enriched over time whilst simultaneously maintaining a relatively flat radial
metallicity profile.
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The relatively flat gas-phase metallicty gradient we see at 𝑧 = 0 in Figure 2.8 is typical of our

entire sample. This is illustrated in Figure 2.9, which shows the relationship between our galaxies’

gas-phase and stellar metallicity gradient strengths at 𝑧 = 0. We determine the gas-phase metallicity

gradients by employing the same approach as for their stellar counterparts. Whilst the galaxies

exhibit a wide range of stellar metallicity gradients, their corresponding gas-phase gradients are

all relatively flat and show no clear correlation with stellar metallicity gradients. There is only

one galaxy, m10xh, where the gas-phase metallicty gradient is comparable to the stellar metallicity

gradients. Whilst this galaxy is unique in that it has the most massive gaseous component of all

the galaxies in our sample, more work must be done to determine the origins of its steep gas-phase

metallicity gradient. However, whilst the inner gas-phase gradient is steep, the gradient is relatively

flat when measured out to larger radii.

The results from Figures 2.8 & 2.9 are in agreement with previous results based on the FIRE

simulations, which show that gas in simulated galaxies at these mass scales is well mixed at all

times (Ma et al., 2017; Escala et al., 2018). The growth in the gas component, coupled with the

metal-enrichment over time, further suggests that gas accretion and self enrichment (via the baryon

cycle) play a key role in shaping their present-day stellar metallicity gradients.

2.4.2 Summary explanation: why do stellar metallicty gradients correlate

with galaxy age?

Figures 2.4-2.8, together with previous work by El-Badry et al. (2016), motivate the following

explanation for the trend we see between metallicity gradient strength and galaxy age (illustrated

in Figure 2.10): negative metallicity gradients in the FIRE-2 simulations are driven in dwarf

galaxies by periodic feedback events that steadily puff older stars outward over time. Younger stars

experience fewer feedback cycles and therefore experience less radial migration. Some galaxies

experience significant gas accretion at late times, and this acts to flatten gradients. The late-time
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Figure 2.9: — Gas-phase versus stellar metallicity gradients. The strength of 3D gas-phase
metallicity gradients versus 3D stellar metallicity gradients for the galaxies in our sample. Most
of the galaxies have relatively flat gas-phase metallicity gradients but span a wide range of stellar
metallicity gradients. We observe no clear relationship between the two sets (𝑟s = 0.38). Note
that the steepest stellar metallicty gradients have quite flat gas-phase metallicity profiles.
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accretion is metal-enriched, tends to be deposited at larger radii because it has higher angular

momentum (Stewart et al., 2013; El-Badry et al., 2018; Grand et al., 2019), and provides fuel

for younger, radially-extended, metal-rich star formation. Previous analyses employing the FIRE

simulations find that the re-accretion of gas previously ejected in galactic winds dominates late-

time accretion, especially at the dwarf mass scale (Anglés-Alcázar et al., 2017). Other galaxies

experience earlier accretion of lower angular momentum gas, so they preserve steeper gradients

driven by feedback puffing. The tendency for late-time gas accretion to flatten gradients is also seen

in Milky-Way scale simulations by Grand et al. (2019). Our findings are also in line with results

from earlier literature, which suggest that secular processes – such as gas accretion and feedback

– play a key role in shaping stellar metallicity gradients (Benı́tez-Llambay et al., 2016; Revaz &

Jablonka, 2018).

2.5 Observational Comparison

For our comparison with observations we use the results of Leaman et al. (2013) and Kacharov et al.

(2017) to compile stellar metallicity gradient information for a total of 10 Local Group dwarfs. We

then use 𝑡50 values determined from the star formation histories created in Weisz et al. (2014a,b),

and Bettinelli et al. (2018). Table 2.2 summarises the 𝑡50 values, gradient strengths, 𝛾𝑧, and the

𝑅1/2 values taken from McConnachie (2012), Muñoz et al. (2018), and Simon (2019) – for the ten

galaxies we analyse. Note that the observed galaxies’ gradient strengths and associated errors are

determined by bootstrapped sampling the observed profile data. The quoted error in the gradient

strengths represent the 1𝜎 spread about the average. We define 𝛾𝑧 the same way we have defined it

in our simulated measurements, using the slope of a least-squares fit from 𝑅 = 0 to 𝑅 = 2𝑅1/2.

The left panel of Figure 2.11 compares the simulated and observed gradient-strength-galaxy-age

relationship. Purple circles show simulated galaxies, whilst pastel-coloured triangles represent

observed Local Group galaxies (galaxy names indicated). On the right, we present the mean
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Figure 2.10: — The formation and evolution of stellar metallicity gradients. Negative stellar
metallicity gradients in most FIRE-2 dwarf galaxies are formed as a result of periodic feedback
events that preferentially puff older, more metal-poor stellar populations (red-shaded circles) out-
ward. Younger, more metal-rich stellar populations (blue-shaded circles) live through fewer of
these cycles and are puffed less. Subsequently, a galaxy’s gradient strength can be set during
one of two scenarios: (a) some galaxies tend to set their sizes and experience more gas accretion
earlier on than do their weak-gradient counterparts. This serves to preserve strong, negative, stellar
metallicity gradients. On the other hand, (b) some galaxies tend to grow steadily over time and
experience significant gas accretion at late times. This gas is pre-enriched and tends to settle at
large radius. This drives extended, late time star formation that is relatively metal rich and this that
works to weaken/flatten existing stellar metallicity gradients.

29



Galaxy 𝑡50 𝛾𝑧 𝑅1/2
Name [Gyr] [𝑑𝑒𝑥/𝑅1/2] [kpc]

MW Dwarfs (1) (2) (3)
WLM 2.28 -0.11 ± 0.12 2.111
SMC 3.21 -0.13 ± 0.07 1.106
LMC 4.68 -0.15 ± 0.04 2.697

Carina 4.99 -0.16 ± 0.05 0.311
Leo I 5.22 -0.15 ± 0.02 0.270

Fornax 7.40 -0.21 ± 0.03 0.792
Leo II 8.54 -0.18 ± 0.06 0.171

Phoenix 10.48 -0.30 ± 0.02 0.454
Sculptor 11.95 -0.33 ± 0.06 0.279
Sextans 12.64 -0.16 ± 0.07 0.456

Table 2.2: Properties of 10 observed Local Group galaxies: (1) lookback time to the formation of
50% of stars determined from published SFHs (Weisz et al., 2014a,b; Bettinelli et al., 2018), (2)
calculated stellar metallicity gradients including error bars, (3) galaxy half-light radius

metallicity profiles of the observed galaxies as a function of projected radius in units of 𝑅1/2. As in

Figure 2.3, which shows the same for our simulated galaxies, we normalise the metallicity profiles

to the values at the centre of each galaxy. The solid lines depict the average metallicity at a given

radius. The colour corresponds to each galaxy’s median age, as indicated by the colour bar. The

grey bands represent the 1𝜎 uncertainty of the running average stellar metallicity (calculated by

Leaman et al., 2013).

Similarly to the simulated galaxy sample, the observed galaxy sample follows a gradient-strength-

galaxy-age relationship such that galaxies with older (younger) stellar populations tend to have

stronger (weaker) stellar metallicity gradients. This is intriguing because most of the observed

galaxies on this figure are satellites of the Milky Way, whilst our simulations are of isolated

systems. This suggests that internal star formation processes play a dominant role in creating stellar

metallicity gradients with a diversity of strengths – thus implying that dynamical/environmental

effects, such as ram pressure stripping, play a more limited, secondary role in shaping metallicity

gradients by limiting late-time gas accretion, thereby preventing the flattening effect we see in our

youngest galaxies (see previous section). The observed sample of galaxies follow this relationship:
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Figure 2.11: — An observed gradient-strength-galaxy-age relationship. A comparison between
the simulated and observed gradient-strength-galaxy-age relationships. Left: Gradient strength
versus median stellar age (𝑡50) of both the simulated (purple circles) and observed (pastel trian-
gles) galaxy samples. The black, dashed and dash-dotted lines represent the least squares fit to
the simulated and observed relationships, respectively. The corresponding fits are shown at the
top left. While the simulated and observed galaxies follow similar gradient-strength-galaxy-age
relationships, the observed sample seems to follow a slightly shallower relationship. Right: The
average iron abundance for each observed galaxy as a function of projected radius in units of the
𝑅1/2. The right panel can be compared to the theoretical models in Figure 2.3, where we also
normalise the profiles to the metallicity at the centre of each galaxy and colour-coded by 𝑡50 values.
The shaded bands represent the 1𝜎 uncertainty in the running averages. Similarly to the simulated
sample we use the stellar metallicty data within 2𝑅1/2 to determine the metallicity gradient strength
and thus exclude the data that extends into the shaded region.
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𝛾(𝑡50)obs = −0.015𝑡50 + 0.081, (2.3)

The slope for this observed relationship is −0.015 ± 0.005 whilst the slope of the relationship

followed by the simulated sample is −0.036 ± 0.005. The apparent disagreement in the slopes

suggests that whilst the observed galaxies follow a similar gradient-strength-galaxy-age relationship

to the simulated sample, the slope is slightly flatter (relationship represented by the dash-dotted

line). It is possible that the strong feedback in the FIRE-2 implementation can lead to stellar

metallicity gradients that are stronger than what we would expect to see in the real universe -

resulting in a steeper gradient-strength-galaxy-age relationship. Determining the ages and stellar

metallicity gradients for more dwarf galaxies will help us determine the extent of this discrepancy

between the simulated and observed galaxies.

One clear outlier in the left panel of Figure 2.11 is Sextans (pink triangle). This galaxy has a fairly

flat gradient compared to simulated galaxies of similar (old) age. The metallicity profile of Sextans

is somewhat unusual, as can be seen by the yellow line in the right panel with a fairly flat slope

out to 1.5𝑅1/2 accompanied by a steep gradient beyond that. In keeping with the 𝛾𝑧 definition used

elsewhere, we have defined it using the slope out to 2𝑅1/2, but had we defined it out to larger radii

we would have measured a steeper slope, more in line with the global trend.

2.6 Conclusions

In this paper we examine 26 simulated dwarf galaxies using FIRE-2 physics (Hopkins et al., 2018) to

explore the origin and nature of radial, stellar metallicity gradients. The galaxies have stellar masses

between 105.5 and 108.6 𝑀⊙ and 𝑀vir ≃ 1010 𝑀⊙ – 1011𝑀⊙. Most of the galaxies in this sample

exhibit negative stellar metallicity gradients, with interiors more metal-rich than the outskirts.
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We predict a correlation between the stellar metallicity gradient strength and overall galaxy age,

as measured by the median stellar age of the galaxy at 𝑧 = 0: 𝛾(𝑡50) = −0.036𝑡50 + 0.049.

Older galaxies tend to have stronger gradients. Graus et al. (2019) finds a correlation between

galaxy age and age gradient using the same galaxy sample. whilst these galaxies exhibit negative

stellar metallicity gradients, it is important to note that these galaxies have well mixed gas-phase

metallicities (and thus, do not exhibit a gas-phase gradient) at any given point in time (Ma et al.,

2017; Escala et al., 2018).

By studying the evolution of stars and gas with time in these systems, we conclude that strong

negative stellar metallicity gradients arise from the steady “puffing” effects of feedback, which tend

to drive the oldest, most metal-poor stars outward over time (Figure 2.5). This mechanism, detailed

by El-Badry et al. (2016), is a result of stars gravitationally reacting to gas outflows occurring in

conjunction with repeated starburst events. Although feedback puffing appears to be a universal

feature amongst our galaxies, there is a fair amount of variance in the level of late-time gas accretion.

Recent accretion tends to flatten out gradients. This is because gas that is deposited at late times

tends to be recycled, enriched, and deposited at large radii (see Anglés-Alcázar et al., 2017, and

also our Figure 2.8). Stars that form out of this late-accreted gas create an extended, metal-rich

stellar population, which washes out any previous gradient set by the radial migration outward of

old, metal-poor stars. This overall picture is sketched in Figure 2.10.

Using published data from 10 Local Group dwarfs (Leaman et al., 2013; Kacharov et al., 2017),

we show that they do appear to follow the gradient-strength-galaxy-age relationship predicted by

our simulations (Figure 2.11). This suggests that stellar metallicity gradients in real galaxies may

be largely governed by a competition between feedback-puffing of old/metal-poor stars and late-

time star formation from recently accreted recycled/metal-enriched gas. We conclude that our

prediction that dwarf galaxy stellar metallicity gradient strength should correlate with galaxy age is

consistent with current observations, though the slope of the correlation appears to be flatter in the

observed population. This suggests that internal feedback mechanisms and associated baryon-cycle
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enrichment may play the dominant role in driving stellar metallicity gradients in dwarf galaxies

rather than environmental factors.

Future work exploring the existence and strength of any age/gradient relationships in other simu-

lation codes may provide an avenue for testing feedback models. Similarly, larger, more complete

observational samples from future telescopes like WFIRST and JWST may enable more detailed

and quantitative comparisons.

34



2.7 Appendix: Ancillary Results

Figure 2.12 shows the relationship between the 2D projected stellar metallicity gradients (𝛾𝑧) and

the 3D stellar metallicity gradients (𝛾̃𝑧) for all of the galaxies in our sample. The black, dashed

line is a 1-to-1 line. Whilst there is a strong relationship between 𝛾𝑧 and 𝛾̃𝑧, they do not follow the

1-to-1 line because the values of 𝑅1/2 (2D) and 𝑟1/2 (3D) are slightly different.

Figure 2.13 depicts the relationship (or lack thereof) between the stellar metallicity gradients of

the galaxies in our sample and other galaxy properties. The top left panel shows the relationship

between the metallicity gradients calculated in this work and the age gradients calculated in Graus

et al. (2019). As expected, due to the stellar age-metallicity relation, there is a positive correlation

between metallicity gradients and age gradients such that galaxies with strong/weak metallicity

gradients also tend to have strong/weak age gradients.

Recent studies have indicated that, within the Local Group, rotation-supported dIrrs exhibit weaker

gradients whilst dispersion-supported dSphs exhibit stronger gradients. This suggests that a galaxy’s

gradient strength is somehow tied to it’s 𝑣/𝜎 value (Schroyen et al., 2011; Leaman et al., 2013;

Kacharov et al., 2017). The top right panel shows that within our simulated sample there is no

correlation between the two. However, it is important to note that most observed dIrrs are more

rotation-supported than the simulated galaxies in our sample. The next four panels illustrate that the

metallicity gradients in our sample are independent of stellar mass, halo mass, 𝑉max, and half-mass

radius.
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Figure 2.12: — 2D versus 3D gradients. The relationship between the median projected 2D and
3D stellar metallicity gradients in our sample. A 1-to-1 line is depicted by the black, dashed line.
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Figure 2.13: — Stellar metallicity gradient strength versus several galaxy properties.
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Chapter 3

Hooks & Bends in the Radial Acceleration

Relation: Tests for Dark Matter and a

Challenges for MOND – Mercado et al. 2023

3.1 Introduction

The cosmological constant + cold dark matter (ΛCDM) model proposes the existence of non-

luminous, collisionless (dark) matter that governs galactic dynamics and is essential for structure

formation in the Universe (see review; Salucci, 2019). An alternative to ΛCDM for explaining

the dynamics of galaxies is MOdified Newtonian Dynamics (MOND; Milgrom, 1983a,b,c), which

changes Newtonian dynamics below a characteristic acceleration scale 𝑎0 ∼ 10−10 m s−2 in order

to explain galaxy rotation curves without the need for dark matter. Several empirical “mass-to-

light” scaling relations have been introduced and discussed in the literature within the context of

both ΛCDM and MOND (Faber & Jackson, 1976; Tully & Fisher, 1977; McGaugh et al., 2000;

McGaugh, 2015; McGaugh et al., 2016). Of particular note is the Radial Acceleration Relation
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(RAR; McGaugh et al., 2016).

In the original RAR paper, McGaugh et al. (2016) showed that galaxies in the Spitzer Photometry

and Accurate Rotation Curve (SPARC) database (Lelli et al., 2016) scatter tightly around a one-to-

one relationship between the centripetal acceleration profile, 𝑎tot (inferred by rotation curves), and

the Newtonian acceleration due to the baryonic matter alone, 𝑎bar. These quantities can be expressed

in terms of the circular velocity at a given radius, 𝑣rot(𝑟) and 𝑣bar(𝑟). Under the assumption of

spherical symmetry, these quantities map to the cumulative mass, 𝑀tot(𝑟) and 𝑀bar(𝑟), as follows:

𝑎tot(𝑟) =
𝑣2

rot(𝑟)
𝑟

=
𝐺𝑀tot(𝑟)

𝑟2 , (3.1)

and

𝑎bar(𝑟) =
𝑣2

bar(𝑟)
𝑟

=
𝐺𝑀bar(𝑟)

𝑟2 . (3.2)

McGaugh et al. (2016) provide a fit to the empirical RAR with asymptotic behaviour that tracks

the MONDian expectation:

𝑎tot(𝑟) =
𝑎bar(𝑟)

1 − 𝑒−
√
𝑎bar (𝑟)/𝑎0

, (3.3)

where 𝑎0 = 1.20 ± 0.26 × 10−10 m s−2. For large accelerations, 𝑎bar ≫ 𝑎0, we have 𝑎tot ∝ 𝑎bar.

At small accelerations, 𝑎bar ≪ 𝑎0, the relation approaches the low-acceleration MOND prediction

𝑎tot ∝ 𝑎1/2
bar .

In the original MOND paper, Milgrom (1983a) used a Modified Inertia formulation, 𝑎 → 𝜇(𝑎)𝑎.

In such a theory, the relationship between 𝑎tot and 𝑎bar is one-to-one. Subsequently, Bekenstein

& Milgrom (1984) introduced Modified Gravity theories, where 𝐹 = m𝑎 remains the same but

the gravitational field itself is not Newtonian. In principle, Modified Inertia and Modified Gravity
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could produce different observable predictions in the RAR, especially at small radii in galaxies

(e.g. Eriksen et al., 2021; Chae et al., 2022). For a review of a broader set of modified theories of

gravity, see Shankaranarayanan & Johnson (2022).

Within a dark-matter framework likeΛCDM there is no single parameter that defines a characteristic

acceleration scale, but such a scale emerges as a consequence of dissipative galaxy formation

(Kaplinghat & Turner, 2002). The observed RAR provides an even stricter test: how does a

tight RAR with the observed normalisation and shape arise within the context of ΛCDM? Several

studies employ galaxy formation simulations to show that an RAR does arise without fine tuning

in ΛCDM (Keller & Wadsley, 2017; Ludlow et al., 2017; Tenneti et al., 2018; Garaldi et al., 2018;

Dutton et al., 2019). Though different simulation groups rely on different implementations of star

formation and feedback, they all produce fairly tight RARs, albeit with slightly different median

trends and scatter than that of the observed relation. Wheeler et al. (2019) argue that the RAR is an

algebraic consequence of the Baryonic Tully Fisher Relation (BTFR). Grudić et al. (2020) provide a

picture in which a characteristic acceleration scale emerges from stellar feedback physics such that

𝑎0 can be expressed using fundamental constants. More recently, Paranjape & Sheth (2021) present

a framework in which the RAR is a result of the interplay between baryonic feedback physics and

the distribution of dark matter in galaxies for accelerations 10−12 m s−2 ≲ 𝑎bar ≲ 10−10 m s−2.

Several studies have used dark matter halo abundance matching to build semi-empirical models that

result in relations with similar normalisation and scatter to the observed RAR (Di Cintio & Lelli,

2016; Desmond, 2017; Navarro et al., 2017; Li et al., 2022). Notably, Navarro et al. (2017) posit that

feedback-induced dark-matter cores may help explain some outlier points in the RAR in galaxies

whose rotation curves suggest the presence of such cores. Ren et al. (2019) argue that scatter about

the average RAR is better explained with self-interacting dark matter (SIDM), pointing out that the

central regions of observed galaxies, where SIDM often predicts cores, demonstrate more scatter

about the RAR than outer regions (see their Supplemental Material, Figure S1). Conversely, Li

et al. (2022) emphasize that low-mass galaxies with cuspy profiles should have upward-bending
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“hook” features that deviate from the observed RAR. They show that these upward deviations are

amplified when considering adiabatic contraction of an NFW halo due to baryonic compression

and conclude that other effects, such as stellar feedback, would need to be considered to make

more accurate predictions. Chae (2022) builds halo models for SPARC galaxies using published

fitting functions that encapsulate broad trends between stellar mass, halo mass, and halo density

profile shapes from many state-of-the art ΛCDM hydrodynamic simulations that include feedback.

With these fitting functions as input, Chae (2022) concludes that the ΛCDM models produce

more scatter along the RAR than seen in the SPARC data. While important, this conclusion builds

predictions from published correlations between a single galaxy property (stellar mass) and a subset

of parameterized halo properties that cannot capture the full complexity of simulation predictions.

This motivates further work based on direct simulation.

In this work, we compare the RAR for 20 FIRE-2 ΛCDM zoom simulations against the empirical

RAR for real galaxies. §3.2 describes the RAR as an analytic scaling relation and suggests that non-

monotonic “hooks” should arise naturally in a dark-matter framework. In §3.3 we present examples

of such hooked RAR profiles in observed galaxies from the SPARC sample. §4.2 introduces our

simulations and §3.5 demonstrates that these reproduce the observed RAR in aggregate, and also

include instances with hook features – which appear in connection to cored dark matter density

profiles in the inner regions of low mass galaxies. In §3.6, we use our simulations to make

predictions for “bends” in the RAR profiles of galaxies that appear at very low accelerations well

beyond the regions probed by galaxy rotation curves. These bends are a consequence of total

baryonic mass profiles reaching baryonic closure at large radii. In §3.7, we provide a discussion of

how our results can serve as a basis to test models using the RAR. Finally, §3.8 summarises our

results.
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3.2 Analytic Expectations

First we provide a simplified analytic framework to guide expectations. Let us assume spherical

symmetry and characterise the total and baryonic mass profiles as local power-laws with slopes

𝑝(𝑟) that vary slowly with radius: 𝑀tot ∝ 𝑟 𝑝tot and 𝑀bar ∝ 𝑟 𝑝bar . Equations 3.1 and 3.2 then imply

that

𝑎tot ∝ 𝑟 𝑝tot−2 and 𝑎bar ∝ 𝑟 𝑝bar−2. (3.4)

Note that for radii large enough to contain the total mass, 𝑝(𝑟) → 0, yielding the expected Keplerian

scaling 𝑎 ∝ 1/𝑟2 as 𝑟 → ∞. Equation 3.4 allows us to write the scaling behaviour of the RAR as

𝑎tot(𝑟) ∝ 𝑎bar(𝑟)𝑚 ; 𝑚 ≡ 𝑝tot − 2
𝑝bar − 2

. (3.5)

For many familiar mass profiles, the acceleration is monotonic with radius and always largest

at small radii (𝑝bar < 2 and 𝑝tot < 2) with 𝑝(𝑟) decreasing as 𝑟 increases; in such cases, the

relationship between 𝑎bar(𝑟) and 𝑎tot(𝑟) will also be monotonic. Note, however, that if the value of

𝑚(𝑟) ever changes sign as a function of radius, the relationship between 𝑎bar(𝑟) and 𝑎tot(𝑟) will not

be monotonic. The MOND-inspired RAR parameterization provided by McGaugh et al. (2016) is

explicitly monotonic (see our Equation 3.3) and has 𝑚 = 1 at large accelerations, 𝑎bar ≫ 𝑎0, and

𝑚 = 1/2 at small accelerations, 𝑎bar ≪ 𝑎0.

We can understand the asymptotic scaling of the RAR for massive galaxies as follows. At small

radii and large accelerations, such galaxies are typically baryon dominated (Tollerud et al., 2011;

Cappellari et al., 2013; Lovell et al., 2018). In this case𝑚 = 1 occurs naturally because 𝑀tot ≃ 𝑀bar,

𝑝tot ≃ 𝑝bar, and 𝑚 ≃ 1. At large radii and low accelerations, the baryonic acceleration must track

the Keplerian expectation with 𝑝bar ≃ 0. If, as is usually observed, the total rotation curve is flat
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out to the galaxy’s edge, 𝑀tot ∝ 𝑟 and 𝑝tot = 1. With 𝑝bar = 0 and 𝑝tot = 1 we have 𝑚 = 1/2 at

large 𝑟 and small 𝑎. 1

Now consider galaxies that are dark-matter dominated in their centres, as is often the case for low-

mass galaxies (Carignan & Freeman, 1988; Martimbeau et al., 1994; de Blok & McGaugh, 1997).

In this limit 𝑀bar(𝑟) ≪ 𝑀tot(𝑟) ≃ 𝑀dm(𝑟), where 𝑀dm(𝑟) is the dark matter mass distribution.

If the dark matter obeys a density profile of the form 𝜌dm ∝ 𝑟−𝑛 at small radii, then in this limit

𝑝tot ≃ 𝑝dm ≃ 3 − 𝑛. For an NFW-like “cuspy” profile (?) we have 𝑛 → 1 at radii smaller than

the halo scale radius, which gives 𝑝tot → 2 at small radii. Interestingly, baryons arrayed in an

exponential disc have 𝑝bar → 2 for radii much smaller than the galaxy scale radius. However, since

galaxy scale radii are typically smaller than dark matter scale radii, we expect 𝑝bar ≲ 𝑝tot ≃ 2

such that 𝑚 is close to, but less than, unity at the centres of dark-matter-dominated galaxies:

1/2 < 𝑚 ≲ 1. We refer the reader to Navarro et al. (2017) for a more thorough discussion of how

the RAR scaling arises within cuspy dark matter haloes.

Whilst the above discussion may help us to explain on average why 𝑚 ∼ 1/2 at large 𝑟 (low 𝑎)

and 𝑚 ∼ 1 at small 𝑟 (high 𝑎) may arise in a ΛCDM context, the argument is much less robust for

dark-matter dominated galaxies than for baryon-dominated galaxies where 𝑚 = 1 is achieved by

definition. Specifically, if at any point along the acceleration profiles of a galaxy, the value of the

quantity 𝑚 = (𝑝tot − 2)/(𝑝bar − 2) in Equation 3.5 changes sign from positive to negative as we

approach the inner galaxy, then a “hook” in the RAR would emerge. Given that we expect both

𝑝bar ≈ 2 and 𝑝tot ≈ 2 to be reasonable values at small radii in dark-matter-dominated galaxies, it

would be surprising if cases never occurred where one of the slopes had 𝑝 ≳ 2 and the other had

𝑝 ≲ 2 such that hooks appeared. For example, if we have a dark-matter dominated galaxy where

the inner dark matter profile was core-like, with 𝜌dm ∝ 𝑟−𝑛 and 𝑛 < 1, then this will give 𝑝tot > 2

1Whilst this asymptotic behaviour makes sense, it is important to recognise that the observed existence of flat
rotation curves below 𝑎0 is a key motivation for MOND in the first place. In the context of ΛCDM, the question
is whether the flattening occurs as observed. As discussed in the introduction and shown in §3.5, many ΛCDM
simulations produce galaxies with acceleration profiles that track the observed RAR from high to low accelerations
across the 𝑎bar ≃ 𝑎0 transition remarkably well.
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and provide conditions where a non-monotonic, downward hook is likely.

Figure 3.1 provides two schematic examples of how the density distributions (left panels) of

baryons (cyan) and total matter (magenta) translate into acceleration profiles (middle panels) and

RAR relations (right panels). The upper panels correspond to a “standard RAR” whilst the lower

panels display a “downward hook”. In both cases we assume the same large-𝑟 behaviour for the

baryons: the density falls off quickly with 𝑟, such that the baryonic acceleration is Keplerian with

𝑎bar ∝ 𝑟−2. 2 We also assume that the total density profile produces a flat rotation curve at large

radii, with 𝜌tot ∝ 𝑟−2 and 𝑎tot ∝ 𝑟−1. These assumptions produce the familiar low-acceleration

behaviour in the RAR: 𝑎tot ∝ 𝑎bar
1/2.

In the upper panels, labeled “baryon-dominated inner profile,” we assume a total density profile

dominated by baryons at small radii, with a cuspy inner slope 𝜌tot ≃ 𝜌bar ∝ 𝑟−1.3. The specific value

of the cusp slope is not important, only that it is steeper than 𝑟−1, which produces a monotonic

acceleration profile. With this specific choice we have 𝑎tot ≃ 𝑎bar ∝ 𝑟−0.3 and 𝑎tot ∝ 𝑎bar at large

𝑎bar. In the upper right panel we see that the two asymptotic slopes match the fiducial RAR values.

In the lower panels, labeled “DM-dominated cored profile,” we assume that the total density profile

is dominated by a cored dark matter halo with 𝜌tot ≃ 𝜌dm ∝ 𝑟0. This implies that the total

acceleration profile obeys 𝑎tot ∝ 𝑟1 at small 𝑟, and immediately demands that the 𝑎tot(𝑟) profile

is non-monotonic with radius. If we assume that the baryonic profile is monotonic, following the

same scaling assumed in the upper panel, then this produces a non-monotonic RAR with 𝑎tot ∝

𝑎bar
−3.3 at large 𝑎bar (corresponding to small radii). The shape this makes in the lower right panel

is what we refer to as a downward “hook.”
2The precise slope of the baryonic density profile at large r does not matter as long as it large enough (steeper than

𝑟−3) to contain the majority of the baryonic mass within a finite radius, which will drive baryonic acceleration towards
the Keplerian behaviour beyond that point.
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Figure 3.1: — Schematic examples: a standard RAR and a downward hook. The upper and lower
panels show simple examples of how spherically-symmetric 3D density profiles (left) of total mass
distributions (magenta) and baryonic mass distributions (cyan) map to radial acceleration profiles
(middle) and ultimately to the RAR (right). Each panel assumes a log-log axis scaling. The dashed
grey arrow in the middle and right panels is pointed in the direction of decreasing radius. In the
upper panels, we assume a baryon-dominated, inner cuspy profile, and this naturally produces a
standard-type RAR relation (upper right). In the lower set of figures, we assume a dark-matter-
dominated inner mass profile, with a cored density distribution. This assumption gives rise to an
RAR profile with a downward hook, of the type shown for real galaxies in Figure 3.2 and simulated
galaxies in Figure 3.3. See the end of §3.2 for a more detailed description. Takeaway: Reasonable
assumptions for the density makeup of baryon-dominated galaxies allows us to understand the
observed average scaling of the RAR in a natural way (top); these expectations break down for
dark-matter dominated galaxies with cored inner dark matter density profiles, which should often
deviate from the average scaling (bottom).
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3.3 RAR hooks in real galaxies

Visual inspection of the RAR tracks of the 175 SPARC galaxies (Lelli et al., 2017)3 reveals

downward hooks in ∼ 15% (𝑁 = 26) of the observed sample, all of which are outside of the baryon-

dominated regime (𝑀★ ≤ 1010 𝑀⊙). Table 3.1 lists these galaxies, along with their baryonic

masses. Figure 3.2 shows RAR tracks for three examples (DDO154, NGC0055 and UGC06667),

chosen to represent the diversity of hook behaviour in the SPARC database, and the aggregate RAR

for all SPARC galaxies (grey 2D histogram). The black dashed line is the best fitting curve to the

data introduced by McGaugh et al. (2016) (our Equation 3.3), and the grey dotted line represents a

1-to-1 relationship. Though we do not discuss them at length in this paper, we also note that a small

fraction of SPARC galaxies (∼ 5%, N = 8) exhibit upward hooks off of the median RAR scaling

towards smaller radii and higher accelerations. Table 3.1 includes these instances. One example

(UGC02259) is plotted as the set of green points in Figure 3.2.

Different behaviours for 𝑎tot(𝑟) and 𝑎bar(𝑟) lead to different kinds of hooks. For example, DDO154

and NGC0055 both have non-monotonic 𝑎tot(𝑟) profiles accompanied by monotonic 𝑎bar(𝑟) profiles.

As can be seen from inspecting Equation 3.5, such a situation can naturally produce downward

hooks, where the value of 𝑚 = (𝑝tot − 2)/(𝑝bar − 2) changes from positive to negative. As the

radius decreases, 𝑎tot(𝑟) peaks (𝑝tot = 2 and 𝑚 = 0) and then begins to decline (𝑝tot > 2, 𝑚 < 0)

whilst 𝑎bar(𝑟) continues to rise (𝑝bar < 2).

A slightly more complicated example of a downward hook is UGC06667 (yellow squares). This

galaxy has double-valued acceleration profiles for both 𝑎tot(𝑟) and 𝑎bar(𝑟), but the turnover points

occur at different radii. Specifically, 𝑎tot(𝑟) peaks and begins to decline at a larger radius than

𝑎bar(𝑟). This means that as we track the RAR profile from the outer part of UGC06667 inward

(from low 𝑎bar to high 𝑎bar), the slope will transition from positive, 𝑚 > 0, to negative, 𝑚 < 0, as

we cross the radius where 𝑎tot(𝑟) peaks (where 𝑝tot first becomes > 2). As can be seen in Equation

3We visually classify hooks using the individual frames of the RAR video provided in their Figure 2:
http://astroweb.cwru.edu/SPARC/.
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Galaxy Baryonic Mass Galaxy Baryonic Mass
Name [log(Mbar/M⊙)] Name [log(Mb/M⊙)]

Downward Hooks
D564-8 7.74 UGC00731 9.41
D631-7 8.68 UGC04278 9.33
DDO154 8.59 UGC05414 9.12
DDO168 8.81 UGC05764 8.41

ESO116-G012 9.55 UGC05986 9.77
F574-1 9.90 UGC06667 9.25
IC2574 9.28 UGC06917 9.79
KK98-251 8.29 UGC07089 9.53
NGC0055 9.64 UGC07151 9.29
NGC0100 9.63 UGC07399 9.20
NGC2403 9.97 UGC07603 8.73
NGC3109 8.86 UGC08837 8.83
NGC4010 10.09 UGCA442 8.62

Upward Hooks
DDO170 9.10 NGC4100 10.53
NGC0024 9.45 NGC5585 9.57
NGC0247 9.78 UGC02259 9.18
NGC3877 10.58 UGC04325 9.28

Table 3.1: SPARC Galaxies that we visually identify as having non-monotonic downward hooks
in RAR space (top group) and upward hooks in RAR space (bottom group). Examples of these
categories are shown as the coloured points in Figure 3.2 . Columns 1 & 3: galaxy names. Columns
2 & 4: SPARC-quoted baryonic mass.
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Figure 3.2: — The observed radial acceleration relation. 𝑎tot versus 𝑎bar for all 175 SPARC
galaxies is illustrated by the grey 2D histogram. The black dashed line is the fit to the data
introduced by McGaugh et al. (2016). The grey dotted line represents a 1-to-1 relationship. The
red, orange, and yellow sets of points are examples of downward “hooks” in the RAR tracks of
specific SPARC galaxies; the green points show an example of an upward hook. Takeaway: Not all
galaxies demonstrate monotonic relationships between 𝑎tot and 𝑎bar. Most of the non-monotonic
tracks we find are downward hooks (see Table 3.1).

48



3.5, the slope of the RAR will remain negative (𝑚 < 0) whilst 𝑝bar < 2 and 𝑝tot > 2, until we pass

the radius where 𝑎bar(𝑟) also peaks (such that now 𝑝bar < 2). At this point the hook bends back on

itself with 𝑚 > 0 again.

Finally, UGC02259 (green triangles) exhibits upward hooks. This galaxy has a monotonic 𝑎tot(𝑟)

that always increases as 𝑟 decreases (𝑝tot < 2), but an 𝑎bar(𝑟) profile that is non-monotonic, peaking

at a finite radius where 𝑝bar = 2. As we follow 𝑎bar(𝑟) from the outside in, it approaches its peak,

such that 𝑝bar → 2 (from below) whilst 𝑝tot < 2, which drives 𝑚 = (𝑝tot − 2)/(𝑝bar − 2) ≫ 1.

Such a steep positive slope means that its RAR peels steeply upward away from the average relation

before hooking back towards 𝑚 < 0 as the 𝑎bar(𝑟) profile begins to decline (𝑝bar > 2).

The four galaxies discussed here provide examples of more general cases where we expect hooks –

non-monotonic 𝑎bar(𝑟) and/or 𝑎tot(𝑟) profiles – in RAR space4. First, if 𝑎tot(𝑟) peaks and 𝑎bar(𝑟)

does not, then the RAR hook will be downward: 𝑚 ∼ 1/2 → 𝑚 < 0 as 𝑎bar increases. If 𝑎bar(𝑟)

peaks and 𝑎tot(𝑟) does not, then the hook will be upward: 𝑚 ∼ 1/2 → 𝑚 ≫ 1 as 𝑎bar increases.

If they both peak, we will have downward hooks if 𝑎tot(𝑟) peaks at a larger radius than 𝑎bar(𝑟).

Conversely, we will have upward hooks if 𝑎bar(𝑟) peaks at a larger radius than 𝑎tot(𝑟).

Note that the list of “hook” RAR galaxies listed in Table 3.1 include systems that are unambiguously

non-monotonic and leaves out galaxies that have tracks with more ambiguous shapes. In this sense

our quoted fractions of SPARC galaxies that appear as downward (∼ 15%) and upward (∼ 5%)

hooks are conservative estimates. Of course, there are uncertainties on these measurements, which

rely heavily on stellar mass estimates and non-trivial rotation velocity determinations. More work

will be needed to determine whether these identified hooks are robust to all relevant uncertainties.

Nevertheless, it is important to point these instances out for follow up work that probes the innermost

regions of these galaxies.

If robust to observational uncertainties, the existence of hook features in the RAR tracks of observed

4It is possible for both 𝑎bar (𝑟) and 𝑎tot (𝑟) to be non-monotonic and still produce a monotonic RAR, but in the
context of a dark-matter description it would require extreme fine tuning.

49



galaxies present a significant challenge to Modified Inertia versions of MOND, since it would mean

that 𝑎tot and 𝑎bar do not always follow a monotonic relation. We note recent studies have identified

a number of SPARC galaxy RAR tracks (many of the same galaxies we have listed in Table 3.1)

that deviate significantly from both Modified Inertia and Modified Gravity predictions (Frandsen

& Petersen, 2018; Petersen & Frandsen, 2020; Eriksen et al., 2021).

3.4 Simulations

We employ cosmological zoom simulations run with the multi-method gravity plus hydrodynamics

code GIZMO (Hopkins, 2015) from the Feedback In Realistic Environments project 5. Our

simulations are initialised following the method described in Oñorbe et al. (2014) and run using

the FIRE-2 feedback implementation (Hopkins et al., 2018), utilising the mesh-free Lagrangian

Godunov (MFM) method. The MFM approach provides adaptive spatial resolution and maintains

conservation of mass, energy, and momentum. The FIRE-2model includes gas heating and cooling

with a temperature range of T = 10−1010 K. Gas cooling is due to molecular transitions and metal-

line fine structure transitions at low temperatures whilst cooling at temperatures of ≥ 104 K is due to

primordial and metal line cooling and free-free emission. The simulations include a uniform cosmic

ionising background (Faucher-Giguère et al., 2009) and multiple channels of stellar feedback. The

stellar feedback model includes Type II and Type Ia supernovae, winds from OB stars and AGB

mass loss, and radiative feedback (photoionisation, photoelectric heating, and radiation pressure).

Relevant inputs are taken from stellar evolution models (Leitherer et al., 1999, STARBURST99).

The simulations generate and track eleven separate chemical species (H, He, C, N, O, Ne, Mg, Si,

S, Ca, and Fe) for both gas and stars. Star formation occurs for self-shielding, molecular gas that

is above a threshold density of ncrit ≥ 1000 cm−3, self-gravitating, and Jeans unstable. After a star

particle is formed, it is treated as a single stellar population with a Kroupa IMF (Kroupa, 2002)

5https://fire.northwestern.edu/
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with mass and metallicity inherited from its progenitor gas particle.

In this work, we define dark matter haloes to be spherical systems with viral radii, 𝑟vir, inside which

the average density is equal to Δvir(𝑧)𝜌crit(𝑧). Here, the critical density, 𝜌crit, is defined to be equal

to 3𝐻2(𝑧)/8𝜋𝐺 and Δvir(𝑧) is the redshift-evolving virial overdensity defined by Bryan & Norman

(1998). The dark matter halo virial mass, 𝑀vir, is then defined as the dark matter mass within 𝑟vir.

Finally, we take the stellar mass (𝑀★) and the baryonic mass (𝑀bar) to be the sum of the stellar

mass and baryonic mass within 10 percent of 𝑟vir respectively.

Our analysis includes 20 simulated galaxies spanning a stellar mass range of 𝑀★ ∼ 107−11 𝑀⊙ and

a halo virial mass range of 𝑀vir ∼ 1010−12 𝑀⊙ at 𝑧 = 0. Six galaxies (m12*) are isolated MW-mass

analogs and are part of the Latte suite (Wetzel et al., 2016; Garrison-Kimmel et al., 2017; ?, 2019a;

Samuel et al., 2020). Another six (Romeo & Juliet, Thelma & Louise, Romulus & Remus) are pairs

from 3 simulations run as part of the ELVIS on FIRE project (Garrison-Kimmel et al., 2019a,b).

These galaxies are set in environments with configurations similar to the Local Group (LG) (just as

in Garrison-Kimmel et al., 2014). Namely, each simulation contains MW and M31 analogues with

similar relative separations and velocities to the real MW-M31 pair. The other eight galaxies in our

sample (m11* & m10x*) are isolated and less massive with stellar masses 𝑀★ ≃ 107.5−9.6 𝑀⊙ and

virial masses of 𝑀vir ≃ 1010.3−11.4 𝑀⊙ (see; ?Graus et al., 2019). Table 3.2 indicates properties of

our simulated galaxies and relevant references. For the public data release and more information on

the core suite of FIRE-2 simulations (m11’s & m12’s), please see Wetzel et al. (2023). Finally, we

emphasize in the next section, that all of the m11’s and m10’s exhibit hook features in RAR space

similar to those we discussed in §3.2. As discussed in Lazar et al. (2020), each of these “hook”

galaxies also has a dark matter profile that is core-like at small radii, with 𝜌dm ∝ 𝑟𝑛, 𝑛 < 1.
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Simulation Baryonic Mass Virial Mass Virial Radius
Name [log(Mbar/M⊙)] [log(Mvir/M⊙)] [kpc]

Isolated m12’s
m12b(A) 11.07 12.04 335
m12c(A) 10.93 12.03 328
m12f(B) 11.10 12.10 355
m12i(C) 10.97 11.96 314
m12m(D) 11.19 12.06 342
m12w(E) 10.85 11.92 301

Elvis Pairs
Romeo(A) 11.02 12.01 317
Juliet(A) 10.81 11.93 302
Thelma(A) 11.07 12.03 332
Louise(A) 10.69 11.93 310
Romulus(F) 11.19 12.18 375
Remus(F) 10.87 11.99 320

m11’s
m11d(G) 9.81 11.42 204
m11e(G) 9.47 11.15 166
m11h(G) 9.89 11.24 177
m11i(G) 9.37 10.83 128
m10’s
m10xb(H) 8.46 10.35 66
m10xc(H) 8.75 10.50 74
m10xd(H) 8.19 10.59 79
m10xe(H) 8.97 10.66 83

Table 3.2: Columns from left to right: (1) Simulations names. The superscript letter corresponds
to the reference papers for each simulation. (2) Total baryonic mass within ten percent of the
virial radius. (3) Halo virial mass. (4): Halo virial radius. Reference papers for simulations – A:
Garrison-Kimmel et al. (2019a); B: Garrison-Kimmel et al. (2017); C: Wetzel et al. (2016); D:
Hopkins et al. (2018); E: Samuel et al. (2020); F: Garrison-Kimmel et al. (2019b); G: ?; H: Graus
et al. (2019). Note that all of our simulations with baryonic masses less than 1010 𝑀⊙ (the m11’s
and m10’s) have core-like inner dark matter profiles and appear as downward hooks in RAR space.
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3.5 The Simulated RAR and Hooks at Small Radii

Figure 3.3, presents a comparison between the simulated and the observed RAR. The top panel

shows the total centripetal acceleration, 𝑎tot(𝑟), as a function of the baryonic centripetal acceleration,

𝑎bar(𝑟), for our simulated sample (circles), colour-coded by the radius of measurement, 𝑟, in units

of 𝑟vir. For each galaxy we calculated pairs of acceleration values at radii spanning 0.01 𝑟vir ≤ 𝑟 ≤

0.1 𝑟vir. We make this choice in order provide a reasonable comparison to the radial rotation curve

ranges in the SPARC data reported by McGaugh et al. (2016). Note that we compute 𝑎tot(𝑟) and

𝑎bar(𝑟) directly from the simulations using 𝑀tot(𝑟) and 𝑀bar(𝑟), respectively. On the other hand, the

same quantities for the SPARC sample (illustrated by the grey 2D histogram in the background of

this panel) are inferred by modeling observed galaxy rotation curves and surface brightness profiles.

The grey dotted line shows a 1-to-1 relationship whilst the solid black curve is the MONDian fit

(Equation 3.3). The black dashed portion of the curve represents the same fit extrapolated down to

accelerations not probed by the SPARC data. The inset shows a histogram of the residuals about the

black curve for the observed and simulated data in grey and red, respectively. Finally, in the bottom

panel, we plot the residuals relative to the McGaugh et al. (2016) fit (black line) as a function of

𝑎bar for the simulated and observed data. It is clear that the RAR arises from the simulations that is

similar in normalisation and scatter to the observed relation. This is in agreement with past work

that shows that an RAR can arise as a natural consequence of the ΛCDM cosmological model

(Desmond, 2017; Ludlow et al., 2017; Navarro et al., 2017; Dutton et al., 2019; Wheeler et al.,

2019; Grudić et al., 2020; Paranjape & Sheth, 2021).

We now draw attention to the hook features in the simulated data near 𝑎bar ∼ 10−11 m s−2.

These features appear well below the characteristic acceleration scale, 𝑎0, where 𝑎tot should be

proportional to 𝑎𝑚bar with 𝑚 ≃ 1/2 according to MOND. These downward hooks, as predicted in

§3.2, are manifestly different than the MONDian prediction, and therefore represent an important

way to test simulation results like ours against that framework. Note that we see no upward hooks

amongst the 20 simulated galaxies in our sample. If we take the ∼ 5% of SPARC galaxies with
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Figure 3.3: — The simulated & observed radial acceleration relation. Top Panel: 𝑎tot versus 𝑎bar
for our simulated galaxy sample (circles) colour-coded by the radius, in units of 𝑟vir, at which the
measurement was performed. The SPARC data used in McGaugh et al. (2016) are illustrated by
the grey 2D histogram in the background of this panel. The grey dotted line represents a 1-to-1
relationship whilst the black line is the fit to the SPARC data introduced by McGaugh et al. (2016).
The dashed portion of the black line represents the same fit extrapolated down to accelerations
not probed by the SPARC data. Inset: A histogram of the residuals about the black line for the
observed and simulated data in grey and red, respectively. Bottom Panel: The residuals relative
to the McGaugh et al. (2016) fit (black line) as a function of 𝑎bar for the simulated and observed
data. Takeaway: As ensembles, the simulations and observations show strikingly similar RARs,
both in normalisation and in scatter. In addition, several simulated tracks show downward “hooks,”
reminiscent of the downward hooks highlighted in Figure 3.2.
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such hooks as an expectation (see §3.3), then we might have expected one in our sample, which is

not grossly inconsistent with the zero we see.

Figure 3.4 explores the origin of the hook features. We plot the RAR (top left), the total radial

centripetal acceleration profiles (top right), the total density profiles (bottom left), and the baryonic

radial acceleration profiles (bottom right) of a subset of our simulated galaxies (selected to represent

the range of simulated galaxy profiles), as well as three individual galaxies from the SPARC data.

Namely, we focus on DDO154 (crimson circles), NGC0055 (orange upside-down triangles), and

UGC03546 (magenta plus signs). The lines represent the simulated profiles and are colour-coded

according to the log slope of the dark matter profile between 0.5 and 1 kpc. Yellow lines correspond

to cuspy profiles and purple lines are more core-like. Note that both DDO154 and UGC03546

exhibit clear hook features in RAR space and have masses and acceleration profiles (total and

baryonic) similar to simulated galaxies with cored inner central dark matter density profiles. On

the other hand, UGC03546 is a more massive galaxy with a monotonic track in RAR space. Its

properties are similar to those of simulated massive galaxies with cuspy central dark matter density

profiles. We conclude that simulated galaxies with cored central dark matter density profiles exhibit

double-valued total, and sometimes baryonic, radial acceleration profiles and appear as hooks in the

RAR. This is consistent with the analytic expectations discussed in §3.2. Ultimately, the predicted

hooks in the RAR are a consequence of stellar feedback that redistributes dark matter within the

centre-most regions of low-mass galaxies (see Ogiya & Mori, 2011; Pontzen & Governato, 2012;

Di Cintio et al., 2014a; Oñorbe et al., 2015; Chan et al., 2015; Lazar et al., 2020, and references

therein).

3.6 Bends at Low Acceleration and Large Radii

We now extend our analysis out to very large galactocentric radii in order to probe the lowest

acceleration scales (𝑎bar ≲ 10−12 m s−2). Figure 3.5 shows the RAR for our simulated sample
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Figure 3.4: — Understanding the hooks. The RAR (top left), the total radial centripetal acceleration
profiles (top right), the total radial density profiles (bottom left), and the baryonic radial centripetal
acceleration (bottom right) of a subset of our simulated galaxies as well as three individual galaxies
from the SPARC data: DDO154 (crimson circles), NGC0055 (orange upside-down triangles), and
UGC03546 (magenta plus signs). The lines representing the simulated profiles are colour-coded
by the log slope of the dark matter profile, 𝛼dm = dln 𝜌dm/dln 𝑟, measured between 0.5 and 1 kpc,
as shown by the colour bar on the right. Takeaway: Simulated galaxies with cored central dark
matter density profiles also exhibit double-valued total, and sometimes baryonic, radial acceleration
profiles and appear as downward hooks in the RAR. Note that DDO154 and NGC0055 are just 2
of 26 galaxies that we visually determine to exhibit downward RAR hooks out of the 175 galaxies
in the SPARC database (see §3.3).
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(circles) colour-coded by the radius, in units of 𝑟vir, at which the measurement was performed. This

time, we provide the accelerations for each galaxy out to five times the virial radius (5 𝑟vir); the

points making up each galaxy track are colour coded by 𝑟/𝑟vir as indicated by the colour bar. Note

that the baryonic mass here includes stars and all gas. This is important because the baryonic mass

(and therefore acceleration) at large radii is dominated by diffuse circumgalactic gas (e.g. Li et al.,

2018; Hafen et al., 2019). Halo gas is not as relevant at the smaller radii traced by galaxy rotation

curves such as those in the SPARC sample.

The two dotted grey lines represent a 1-to-1 relationship (labeled as “1:1”) and the line that tracks

a 1-to-1 relation with a normalisation set by the cosmic baryon fraction, 𝑎tot ∝ 𝑎bar/ 𝑓b. The dashed

black line represents the relation fitted to the SPARC data by McGaugh et al. (2016), extrapolated

down to low accelerations. This figure, similar to Figure 3.3, shows that the simulated galaxies

in our sample follow the fit to the observed RAR fairly well at acceleration scales probed by the

SPARC data (𝑎bar ≳ 10−12 m s−2). However, at lower accelerations, the simulated galaxies bend

off of the extrapolated analytic relation and eventually approach the dotted line set by the cosmic

baryon fraction. These “bends” are driven by the fact that, at large radii, the fraction of mass in

baryons begins to increase towards the cosmic baryon fraction 𝑓b set by cosmology. By inspecting

equations 3.1 and 3.2, we eventually reach the limit where 𝑀bar = 𝑓b 𝑀tot, which implies 𝑎tot=

𝑎bar/ 𝑓b. Searching for bends in the RAR traced to very large radii around galaxies will provide an

interesting discriminatory test of dark matter and MOND.

In Figure ??, we attempt to better understand the bending behaviour by plotting the ratio of the

total radial acceleration to the baryonic radial acceleration as a function of galactocentric radius,

normalized by the virial radius. The curves are colour-coded by the virial mass. The horizontal,

dotted grey lines mark the positions on the y-axis where the ratio equals unity (labeled as “1:1”)

and the inverse of the cosmic baryon fraction ( 𝑓 −1
𝑏

= Ωm/Ωb = 6.06). Notice that all galaxies,

regardless of mass, have acceleration profile ratios (or total mass to baryon mass ratios) that are

near unity at small galactocentric radii (𝑟 ≪ 𝑟vir) but approach the value set by the cosmic baryon
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Figure 3.5: — The RAR out to large radii. The RAR for our simulated sample (circles) colour-
coded by the radius, in units of 𝑟vir, at which the measurement was performed. The accelerations
for each galaxy are provided out to five times the virial radius (5 𝑟vir). The two dotted grey lines
represent a 1-to-1 relationship (labeled as “1:1”) and a line that tracks the cosmic baryon fraction
(labeled “ 𝑓𝑏 = Ωb/Ωm” ) as 𝑎tot= 𝑎bar/ 𝑓b with 𝑓b = 0.165. The dashed black line represents the
relation provided by McGaugh et al. (2016). Takeaway: The simulated galaxy tracks lie very close
to the fit to the SPARC data at accelerations 𝑎bary ≳ 10−12 m s−2 but bend off at lower accelerations
as a result of cosmological homogeneity and the necessity of baryonic closure at large radii.
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fraction at very large galactocentric radii (𝑟 ≫ 𝑟vir). More massive galaxies (yellow curves) reach

baryonic closure by 𝑟 ≃ 𝑟vir, whilst their less-massive counterparts (purple curves) have acceleration

ratios that stray further from the 𝑓𝑏 normalisation and only reach baryonic closure at very large

radii. This behaviour is driven by the relative power of stellar feedback as a function of galaxy

mass. The shallow potential wells of low mass galaxies make it possible for stellar feedback to

blow baryons out beyond their virial radii. Additionally, the susceptibility of low mass galaxies to

UV background radiation can also prevent the accretion of more baryons. As a result, the baryon

fraction lies well below the cosmic value out to quite large radii (0.5 𝑟vir < 𝑟 < 3 𝑟vir) and is not

recovered even at ∼ 5 𝑟vir in some cases. On the other hand, the more massive MW-like galaxies

have deep enough potential wells that feedback cannot deplete their baryon content as effectively.

As a result, the curves of more massive galaxies reach the cosmic baryon fraction scaling at much

smaller radii than their less-massive counterparts.

3.7 Discussion and Implications

Figure 3.2 and Table 3.1 draw attention to galaxies in the SPARC sample (Lelli et al., 2016) that

have distinctive downward “hook” features in their RAR tracks that trace small radii behaviour at

accelerations below the MOND acceleration scale 𝑎0 ∼ 10−10 m s−2. Figure 3.3 shows that similar

hook features exist in our ΛCDM simulated galaxies, specifically low-mass galaxies with 107 𝑀⊙

≲ 𝑀★ ≲ 1010 𝑀⊙. Figures 3.1 and 3.4 illustrate how these hook features arise in galaxies with

cored inner dark matter density profiles, which have double-valued total radial acceleration profiles.

Cored dark matter profiles arise in our simulations as a result of star-formation feedback. Note,

however, that in non-CDM models such as self-interacting dark matter (SIDM), cores can arise even

without feedback affecting dark matter structure (e.g. Spergel & Steinhardt, 2000; Vogelsberger

et al., 2012; Rocha et al., 2013; Kaplinghat et al., 2016; Tulin & Yu, 2018); and this could provide

an alternative way to explain non-monotonic RAR tracks (Ren et al., 2019). The detailed shapes of
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Figure 3.6: — The ratio of 𝑎tot to 𝑎bar versus radius. The ratio of the total radial acceleration
profile to the baryonic radial acceleration profile as a function of radius, normalized to the virial
radius (𝑟vir) for the simulated galaxies in our sample colour-coded by the virial mass of each galaxy,
𝑀vir. The position on the y-axis where the ratio equals unity and the inverse of the cosmic baryon
fraction are represented by horizontal, dotted grey lines. Takeaway: Regardless of stellar mass, all
galaxies have total to baryonic acceleration ratios that asymptotically approach the inverse baryon
fraction at large radius. Galaxies with lower stellar masses have tracks that become baryon deficient
at intermediate radii but eventually bend back towards the limit set by cosmology.
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observed tracks could even provide a way to distinguish between CDM and SIDM in cases where

feedback is equally strong (Straight et al., in preparation).

We note that Li et al. (2022) show that upward hook-like features should arise in the RAR tracks of

low-mass galaxies if they have cuspy inner profiles. In doing so they make a similar point to ours:

the inner structure of galaxies and the processes that give rise to them could have important imprints

on the RAR. We have provided examples of observed SPARC galaxies that exhibit both downward

and upward-bending hooks, and these may provide important constraints on the processes at play

in building galaxies. However, we stress the importance of confirming that these features are

not artifacts resulting from observational uncertainties, which could be the case (Li et al., 2018;

Desmond, 2023). We also advocate for a continued search for more examples of galaxies that

appear as hooks in the RAR by probing the innermost regions of low-mass galaxies.

Non-monotonic relationships between 𝑎bar and 𝑎tot is not predicted by Modified Inertia theories of

MOND (e.g. Milgrom, 1983a, 2022). Thus, the existence of hooks and other features can be used

to distinguish between this and dark matter theories (Petersen & Frandsen, 2020). We note that in

Modified Gravity theories (e.g. Bekenstein & Milgrom, 1984; Milgrom, 2010), downward hooks

can arise because of the non-spherical symmetry of disk galaxies or the external field effect (see

Chae et al., 2022, for a thorough investigation). Interestingly, Eriksen et al. (2021) find that many

individual RAR tracks from the SPARC rotation curve database deviate significantly from both

Modified Gravity and Modified Inertia predictions, with the existence of both “cored” and “cuspy”

RAR tracks being difficult for both classes of models to explain simultaneously. In contrast, Chae

(2022) used statistical sample of SPARC galaxy rotation curves to argue that Modified Gravity with

an estimated mean external field correctly predicts the observed statistical relation of accelerations

from both the inner and outer parts of rotation curves.

In Figure 3.5 we point to predicted galaxy tracks that bend off the MOND-inspired fit to the RAR

at low accelerations and very large radii, well beyond the radii probed by galaxy rotation curves.

This clear departure from what is expected by MOND serves as yet another tool to discriminate
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between the two models. Oman et al. (2020) and Brouwer et al. (2021) first predicted that the

RAR should bend towards 𝑎tot ∝ 𝑎bar / 𝑓𝑏 at large radii for Milky Way size galaxies. Brouwer et al.

(2021) went on to extend the RAR to low accelerations by measuring the total acceleration, 𝑎tot,

using galaxy-galaxy lensing out to large radii. If they include only the baryonic mass estimated

from the HI gas and stellar mass, they find that the resulting RAR at large radii continues to follow

the relation predicted by MOND (black points in their Figure 4). However, these data include no

direct measurement of the hot, ionised gas. We expect that the baryon content at large radii of

high-mass galaxies is dominated by hot (T > 106 K) gas. This means that their result represents

a lower limit on 𝑎bar in the outer regions of their galaxies. Brouwer et al. (2021) also show that

adding an extended ionised gaseous contribution (within R ∼ 100 kpc) to their 𝑎bar estimates results

in a RAR that bends below the expected MONDian relation (orange points in their Figure 4) in a

way that is quite similar to what we predict with our simulations.

Modified Gravity theories predict that external field effects from a galaxy’s satellite population

can lead to a slightly steeper low-acceleration (large galactocentric radius) RAR slope such that it

diverges from 𝑎tot ∝ 𝑎bar
1/2 (Chae, 2022). However, the external field effect is unlikely to be able

to produce bends as pronounced as those predicted in the outskirts of our galaxies (see discussion

in §5.2 of Brouwer et al. (2021)). Detecting significant gaseous components for galaxies at large

radii would move the observed RAR away from the MONDian prediction and likely strengthen the

position of dark matter models.

3.8 Summary and Conclusions

In this paper we examine the radial acceleration relation (𝑎tot vs. 𝑎bar) tracks of 20 FIRE-2 simulated

galaxies and compare our results to SPARC-observed galaxies (Lelli et al., 2016). A summary of

our results is as follows:
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• After visual inspection of 175 individual RAR tracks from the SPARC galaxy sample (Lelli

et al., 2016), we find that 15% of them exhibit non-monotonic downward hooks in their RAR

tracks (Table 3.1 and Figure 3.2). Hooks of this kind are expected in dark-matter-dominated

systems with inner cored density profiles (see §3.2), but are difficult to explain in Modified

Inertia versions of MOND. In addition, we find that 5% of galaxies in the SPARC sample

have upward hooks, with a steeper slope than the MONDian expectation. A diversity of hook

shapes can arise in galaxies with non-monotonic 𝑎bar(𝑟) and/or 𝑎tot(𝑟) profiles (see §3.3).

• When treated as an ensemble, our FIRE-2 galaxies closely follow the empirical RAR with

similar normalisation and scatter at acceleration scales probed by McGaugh et al. (2016),

𝑎tot ≳ 10−12 m s−2. This supports the idea that the RAR can arise in ΛCDM based models

of galaxy formation (Figure 3.3).

• Downward hook features appear in the RAR tracks of all eight of our simulated galaxies

with baryonic masses lower than 1010 𝑀⊙. Each has a cored inner dark matter density

profile and the downward hooks are a consequence of them having non-monotonic total

radial acceleration profiles (Figure 3.4).

• Extending the RAR to very large radii from galaxy centres, we predict relations that bend

away from the low-acceleration extrapolation of the McGaugh et al. (2016) fit, which is

equivalent to the scaling predicted by MOND (Figure 3.5). This behaviour in our simulations

is driven by the fact that at large radii the total baryonic mass enclosed recovers the cosmic

baryon fraction, 𝑓𝑏 = Ωb/Ωm = 0.165, ultimately demanding 𝑎tot= 𝑎bar/ 𝑓b at 𝑟 ≫ 𝑟vir. This

point was first made for Milky-Way size galaxies by Brouwer et al. (2021).

Downward hooks (at high acceleration, small radii) and pronounced bends (at low acceleration, large

radii) in the RAR tracks of galaxies, as predicted in our ΛCDM simulations, are explicitly distinct

from the expectations of Modified Inertia theories and Modified Gravity theories and can thus be

used as tests to discriminate between dark matter and MOND. Whilst we have identified a number
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of galaxies in the SPARC database that do appear to display RAR profiles with downward hooks,

more work will be required to determine if these features are robust to observational uncertainties.

If so, they would seem to be quite challenging to some MOND-inspired theories of cosmology.

In our simulations, downward hooks are prevalent in larger dwarf galaxies, 𝑀★ ≃ 107.5−9.6 𝑀⊙,

which are most prone to feedback-induced core formation. Such galaxies would be the best targets

for followup studies looking for RAR hooks. A larger number of simulations better matched to

the specifics of the SPARC sample will be required to determine if the ∼ 15% of SPARC galaxies

with downward hooks and ∼ 5% of SPARC galaxies with upward hooks can be explained with the

appropriate frequency within our simulation framework.

The best places to look for the outer RAR bends are around high-mass galaxies. Whilst galaxies

of all masses in our simulations predict such bends, only around the most massive galaxies do

these bends become prominent within the virial radius. Hot gas from X-ray studies and Sunyaev-

Zeldovich signals will be easiest to detect around such massive galaxies as well. The existence or

absence of bends of this kind at large radii, as discussed by Brouwer et al. (2021), provide another

avenue for testing competing models for the RAR that have been developed to match results at

smaller radii.
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3.9 Appendix: Total Mass Versus Baryon Mass

Here we shine light on the underlying relationship that is responsible for the RAR. In Figure 3.7 we

plot the total versus the baryonic mass within 1 kpc (𝑟 ≤ 1 kpc; top left), 10% of the virial radius

(𝑟 ≤ 10% 𝑟vir; top right), the virial radius (𝑟 ≤ 𝑟vir; bottom left), and five times the virial radius

(𝑟 ≤ 5 𝑟vir; bottom right) for our simulated galaxies. In each panel, the two grey dashed lines

represent a 1-to-1 relationship (1:1) and another with a normalisation set by the cosmic baryon

fraction, 𝑀tot ≈ 𝑀bar/ 𝑓b. The red dashed line represents the least squares fit to the data. Finally,

we provide the Pearson coefficient as well as the slope of each fitted line at the top left of each

panel. When measured within the same region, the total and baryonic masses of each galaxy follow

very tight power laws with differing slopes depending where the mass is measured.

Notice that the galaxies follow a power law with a slightly shallower slope than the 1-to-1 relation

when their masses are measured within small radii. As we measure the mass within larger radii,

the slope of that power law decreases. We posit that this power law slope behaviour at different

radii, which is itself a result of a complex combination of competing effects from stellar feedback

and gravity, leads to the change in slope of the RAR at accelerations below 𝑎0. Finally, when the

masses are measured within sufficiently large radii (bottom right), the slope begins to increase until

all galaxies follow the relation set by the cosmic baryon fraction.
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Figure 3.7: — Total versus baryonic mass. The total mass as a function of the baryonic mass
within 1 kpc (top left), 10% of the virial radius (top right), the virial radius (bottom left), and five
times the virial radius (bottom right) for the simulated galaxies in our sample. In each panel two
grey dashed lines represent a 1-to-1 relationship (1:1) and another with a normalisation set by the
cosmic baryon fraction, 𝑀tot ≈ 𝑀bar/ 𝑓b. The red dashed line represents the least squares fit to
the data. Finally, we provide the pearson coefficient as well as the slope of each fitted line at the
top left of each panel. Takeaway: When measured within the same region, the total and baryonic
masses of each galaxy follow very tight power laws with differing slopes depending where the mass
is measured. This power law behaviour at different radii dictates the behaviour we see in the RAR.
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Chapter 4

Comparing Implementations of

Self-Interacting Dark Matter in the Gizmo

and Arepo Codes – Meskhidze & Mercado

et al. 2022

4.1 Introduction

Self-interacting dark matter (SIDM) is a generic prediction of dark sector models for physics beyond

the Standard Model (Spergel & Steinhardt, 2000; Ahn & Shapiro, 2005; Ackerman et al., 2009;

Arkani-Hamed et al., 2009; Feng et al., 2009; Loeb & Weiner, 2011; Tulin et al., 2013), and it

is a possible explanation for small-scale structure formation puzzles (for a comprehensive review

of small-scale challenges, see Bullock & Boylan-Kolchin, 2017). Several groups have confirmed

that SIDM with a cross-section over mass of order 1 cm2g−1 or larger can alleviate small-scale

issues (Davé et al., 2001; Colı́n et al., 2002; Vogelsberger et al., 2012; Rocha et al., 2013; Kamada
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et al., 2017). This is due to the fact that scattering can effectively transfer kinetic energy within

galactic halos and change the dark matter distribution (see Tulin & Yu, 2018, for a review of SIDM

phenomenology). In particular, the changes introduced by the heat transfer have been shown to

provide an economical way to explain the diverse range of rotation curves of galaxies (Oman et al.,

2015; Ren et al., 2019) and the “too-big-to-fail” problem (Vogelsberger et al., 2012; Kaplinghat

et al., 2019; Turner et al., 2021).

Simulations of SIDM with baryons have found that while baryonic feedback can reduce the central

density of a cuspy halo, if an SIDM halo already has a core present, the feedback does not make

a significant difference (Robles et al., 2017; Fitts et al., 2019; Sameie et al., 2021). This result

suggests that SIDM predictions are fairly robust to feedback implementation and provides further

motivation to use the observed properties of galaxies to test SIDM models.

The growing use of simulation-derived predictions to constrain the microphysics of SIDM motivates

us to compare predictions from different codes. Since it is impossible to model DM-DM particle

scattering directly in a galaxy formation simulation, the macroscopic effects must be modeled in an

approximate way. As discussed by Tulin & Yu (2018), there are various methods for implementing

DM self-interactions but the differences that may arise from each have yet to be studied in detail.

Here, for the first time, we present a code comparison of two implementations of simple elastic

SIDM, specifically focusing on the popular Gizmo and Arepo codes. We begin with identical

initial conditions for an isolated 1010 𝑀⊙ dwarf halo, which is a mass regime of particular interest

for small-scale structure tests. We investigate the effects of the SIDM implementations within and

between the codes by varying the SIDM cross-section per mass 𝜎/m = 1, 5, and 50 cm2 g−1.

Our work is structured as follows: section 4.2 presents our initial conditions in more detail and

outlines the SIDM implementations in each code. Section 4.3 presents the effects of changing the

SIDM parameters, the concentration of the halo, and the resolution of the simulations. Section 4.4

outlines our conclusions.
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4.2 The Simulations

In the following, we introduce our two simulation codes – Gizmo and Arepo – and describe the

methods each uses for implementing DM self-interactions.

4.2.1 Code Descriptions

Gizmo

Gizmo is a massively parallel, multi-physics simulation code that uses a meshless Lagrangian

Godunov-type method (“Meshless finite-mass” or MFM; Hopkins 2015; Hopkins et al. 2018).1

Given that our simulations are DM only, we rely on only the N-body tree-gravity solver which is

derived from Gadget-3 (Springel, 2010).

Gizmo’s implementation of elastic self-interactions uses the methodology introduced by Rocha

et al. (2013), which is based on the rate of scattering of the DM macro-particles in phase space.

The probability of an interaction is calculated as:

𝑃𝑖 𝑗 = (𝜎/𝑚)𝑚𝑖𝑣𝑖 𝑗𝑔𝑖 𝑗𝛿𝑡, (4.1)

where 𝑚𝑖 is the mass of the macroparticle, 𝑣𝑖 𝑗 is the relative velocity difference between the

two macroparticles, and 𝑔𝑖 𝑗 is the number density factor that accounts for the overlap of the two

macroparticles’ smoothing kernels. A random number is drawn from a uniform distribution in the

interval (0, 1) to determine whether an interaction takes place. If an interaction takes place, the

particles are given outgoing velocities consistent with elastic scattering. The outgoing velocities

are calculated in terms of the center-of-mass velocity of the two particles, their masses, and their

relative speed. The direction of the scatter is randomly chosen (such that the scatter is isotropic in

1Gizmo, including the SIDM module, is publicly available here: https://bitbucket.org/phopkins/gizmo-public.
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the center-of-mass frame) and each particle moves opposite the other (for details and tests of this

implementation against analytic problems see Rocha et al., 2013).

Arepo

Arepo is a massively parallel, multi-physics simulation code that employs a finite-volume method

on a moving Voronoi mesh and a tree-particle-mesh method for gravitational interactions. Details

of the underlying method can be found in (Springel, 2010) while the most recent release of the code

is described in (Weinberger et al., 2020).2

Arepo estimates the probability of an elastic self-interaction at each time step by calculating the

scattering probability for each particle 𝑖 with each of its 𝑘 nearest neighbours (32 ± 5 by default

and in our baseline model) 𝑗 as:

𝑃𝑖 𝑗 = (𝜎/𝑚)𝑚𝑖𝑣𝑖 𝑗𝑊 (𝑟𝑖 𝑗 , ℎ𝑖)𝛿𝑡, (4.2)

where𝑊 (𝑟𝑖 𝑗 , ℎ𝑖) is the cubic spline Kernel function and ℎ𝑖 is the smoothing length enclosing the 𝑘

nearest neighbours of particle 𝑖 (for details of this SIDM implementation, see Vogelsberger et al.,

2012).

Once the probability of interaction is calculated, a random number is drawn from a uniform

distribution in the interval (0, 1) to determine if an interaction takes place. If it does, a neighbor 𝑗

must be selected to scatter with. The set of neighbors is sorted by distance to the original particle 𝑖

and the first neighbor 𝑙 whose pairwise probability to scatter with the original particle satisfies the

inequality 𝑥 ≤ ∑𝑙
𝑖 𝑃𝑖 𝑗 is chosen. Once a pair is matched, each particle is given a new velocity that

reflects the original center-of-mass velocity and the two particles’ relative velocity. The direction

is chosen randomly but each particle moves opposite the other.

2Arepo has recently been publicly released (see Weinberger et al. 2020) and is available here:
https://gitlab.mpcdf.mpg.de/vrs/arepo. Note, however, that the public release does not include the SIDM imple-
mentation.
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Given the different approaches taken by each code in its underlying gravity solver, the similarities

between their SIDM calculations and implementations are striking. With these similarities in mind,

we ask: what differences, if any, arise between the two codes?

4.2.2 Initial Conditions

We use SpherIC, an initial conditions generator for spherically symmetric systems in equilibrium

first presented in Garrison-Kimmel et al. (2013). SpherIC is based on HALOGEN4MUSE (Zemp

et al., 2008)3 and generates profiles in the (𝛼, 𝛽, 𝛾)-model family, a generalization of the Navarro-

Frenk-White (NFW) model:

𝜌(𝑟) = 𝜌𝑠

( 𝑟
𝑟𝑠
)𝛾 [1 + ( 𝑟

𝑟𝑠
)𝛼] (𝛽−𝛾)/𝛼

, (4.3)

where 𝑟𝑠 is the scale radius and 𝜌𝑠 is the scale density (Navarro et al., 1997; Navarro et al., 2010).

The parameters 𝛾 and 𝛽 characterize the inner and outer power-law slope of the halo, respectively.

The quantity 𝛼 determines the sharpness of transition between the inner and outer slope. An

NFW profile corresponds to (𝛼, 𝛽, 𝛾) = (1, 3, 1) and the scale radius in this case is equal to the

radius where the logarithmic slope of the density profile is -2 (i.e., 𝑟𝑠 = 𝑟−2). For more general

(𝛼, 𝛽, 𝛾)-models, we have the following relation (Di Cintio et al., 2014b):

𝑟−2 =

(
2 − 𝛾
𝛽 − 2

)1/𝛼
𝑟𝑠 . (4.4)

In this work we utilize a halo model with (𝛼, 𝛽, 𝛾) = (1, 3, 1.536), 𝜌𝑠 = 1.998× 105 M⊙kpc−3, and

𝑟𝑠 = 14.14 kpc as these parameter values lie within the ranges that we would expect for a typical

3SpherIC was available on Bitbucket, but since that site stopped supporting Mercurial repositories, it is no longer
publicly available. However HALOGEN4MUSE is available here: https://github.com/mzemp/halogen. Our initial condi-
tions are also available upon request.
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Figure 4.1: — Sample Density Profiles. The density profile and velocity dispersion profile
generated from SpherIC for the high and fiducial resolution simulations (5 × 106 and 1 × 106

particles respectively).

halo of this mass (see Lazar et al., 2020). We set our halos to have a total mass of 1010𝑀⊙. The

virial radius (defined as the radius within which the average density is 100𝜌crit) is 52.5 kpc and the

mass enclosed is 7.61 × 109𝑀⊙. The values we use for (𝛼, 𝛽, 𝛾) correspond to 𝑟−2 = 6.56 kpc -

where 𝑟−2 is the radius at which the profile has a slope of −2.

We use the parameters described above to create initial conditions at two different resolution levels:

a baseline (fiducial) resolution with 106 particles and a higher resolution of 5 × 106 particles. We

show the radial density and velocity dispersion profiles of these two initial conditions in Fig. 4.1.
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Halo Mass DM particles (𝛼, 𝛽, 𝛾) 𝑟𝑠 𝜖 ℎ𝑠𝑖 𝑘 𝜎/𝑚
Name [𝑀⊙] Np [kpc] [pc] (Gizmo) (Arepo) [cm g−1]

m10HR 1010 5 × 1010 (1,3,1.536) 14 10 – – CDM
(High Res) 0.25𝜖 32 ± 5 1

0.25𝜖 32 ± 5 5
0.25𝜖 32 ± 5 50

m10 1010 1 × 106 (1,3,1.536) 14 10 – – CDM
(Fiducial Res) 0.25𝜖 32 ± 5 1

0.25𝜖 32 ± 5 5
0.25𝜖 32 ± 5 50

m10HSIDM- 1010 5 × 1010 (1,3,1.536) 14 10 0.125𝜖 16 ± 5 5
m10SIDM+ 0.5𝜖 64 ± 5 5

Table 4.1: Global parameters of the halos. All simulations described above have been carried out
in Gizmo and Arepo.

4.2.3 Runs

We evolve the initial conditions at two resolutions in Gizmo and Arepo. For each resolution, we run

one CDM simulation and three SIDM simulations. The results for the CDM models are shown in

black in the figures throughout this work. For the code-to-code SIDM implementation comparison,

we evolve both initial conditions using the respective SIDM implementations of Gizmo and Arepo

for 3 different cross-sections: 𝜎/m = 1, 5, 50 cm2 g−1. For the Gizmo simulations, we adopt the

default SIDM smoothing length (ℎ𝑠𝑖) of 25% of the force softening. Since the force softening we

use is 10 pc, our smoothing length is 2.5 pc. Likewise, for the Arepo simulations, we adopt the

default value for the neighbors searched (𝑘) which is 32 ± 5.

Finally, we test the effects of varying code-specific SIDM parameters at the fiducial resolution. We

set the SIDM cross-section to 5 cm2 g−1 and vary the smoothing length (in Gizmo) and the number

of neighbours searched (in Arepo). For Gizmo we adopt smoothing lengths of 1.25 pc and 5 pc

which we refer to as SIDM- and SIDM+ respectively. For Arepo we set the number of neighbours

searched to 16 ± 5 and 64 ± 5 and refer to these again as SIDM- and SIDM+. Note that these values

are less than and greater than the default values set for these parameters in the respective codes. In

total, we present a suite of 20 simulations (see Table 4.1 for a detailed list of all the simulations).
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4.3 Results

4.3.1 Convergence of each code

Before comparing the results from the two codes, we first discuss the sensitivity of each code

internally to resolution. In Fig. 4.2, we present 3 snapshots (2, 5, and 10 Gyr) of each code (Gizmo

in the left panel and Arepo in the right). The figure shows the results of the high and fiducial

resolution simulations for CDM in black and SIDM 𝜎/m = 1, 5 and 50 cm2 g−1 in dark blue, light

blue, and green respectively.

All of our high resolution simulations contain at least 200 particles within a radius of 250 pc

throughout the 10 Gyr simulations. Nearly all the fiducial resolution simulations contain more than

200 particles within 300 pc.4 For consistency, we mark this radius on all our plots with a black

dotted line and conduct all our comparisons at 300 pc (e.g., the comparison done in Fig. 4.5).

The error plotted in Fig. 4.2 and on all plots in this paper is the Poisson error (calculated as the

density at the bin divided by the square root of the number of particles in the bin) and is represented

with the shaded region around the curve. Some of the profiles are cut off because the simulations

do not have any particles in the innermost region of the halo.

In sum, the simulations plotted in Fig. 4.2 demonstrate remarkable agreement between the fiducial

and high resolution simulations. Indeed, outside of 250 pc, nearly all the simulations are within

one another’s error margins (the only exception being the 50 cm2 g−1 run in Gizmo).

4The only exception is the fiducial resolution Arepo simulation with 𝜎/m = 50 cm2g−1 at late times which contains
200 particles at 400 pc.
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Figure 4.2: — An intracode resolution comparison. A resolution comparison of the two codes.
The left panel depicts m10 high resolution and m10 fiducial resolution in Gizmo evolved to 2, 5,
and 10 Gyr. The right panel depicts the same for Arepo. The vertical dotted line represents the
radius at which the majority of our simulations are converged (300 pc).
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Figure 4.3: — Time evolution of density profiles. From top to bottom, these figures show the halo
density profiles at 2, 5, and 10 Gyr for a high resolution halo with 5 × 106 particles and 𝜎/m = 50
cm2g−1.
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4.3.2 Comparison of the codes across resolutions

Having tested the convergence of the codes internally as the resolution is increased, we next

compared the two resolutions across the two codes. For this comparison, we choose the most

extreme SIDM cross-section (𝜎/m = 50 cm2g−1). Fig. 4.3 shows the results of Gizmo and Arepo

for this cross-section at 2, 5, and 10 Gyr. In this figure, we plot the fiducial resolution simulations

in green and the high resolution in black. The Gizmo simulations are plotted with solid lines while

the Arepo simulations are plotted with dashed lines. We find that increasing the resolution of

the simulations brings the simulation results into better agreement. In other words, the density

profiles from Gizmo and Arepo exhibit better agreement at the higher resolution than at the fiducial

resolution.

4.3.3 Sensitivity to SIDM Cross-section

Next, we consider the sensitivity of each code to different SIDM cross-sections at high and fiducial

resolution. We compare our results for the SIDM cross-section 𝜎/𝑚 = 1, 5, and 50 cm2 g−1 in

Fig. 4.4. We have plotted the Gizmo simulations with solid lines and the Arepo simulations with

dashed lines and use the same colour conventions as in Fig. 4.2.

Consistent with Rocha et al. (2013), Elbert et al. (2015), and Fitts et al. (2019), we found that an

increase in the SIDM cross-section results in density profiles that are shallower and more cored.

One can better understand why the density profiles become more cored by looking at the velocity

dispersion profiles. As Rocha et al. (2013) describe, the core is created by the heat transport

(characterized by the DM velocity dispersion) from large radii to the inner region. The velocity

dispersion curves flattened as the halo was evolved in our simulations (see the right panel of Figure

4.4). The flat velocity dispersion profiles of the SIDM simulations indicate that the SIDM halos

are thermalized within the core, which is a necessary condition for establishing a cored DM density

profile.
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Figure 4.4: — An intracode resolution comparison. The top panel shows a comparison of the high
resolution simulations of Gizmo (solid) and Arepo (dashed) evolved to 10 Gyr at various SIDM
cross-sections. The bottom panel shows the same for the fiducial resolution simulation
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Figure 4.5: — A core density comparison between Gizmo and Arepo. For the left panel, we
plot the core density (at 300 pc) of each cross-section simulated as a function of the time of
the simulation multiplied by the cross-section itself. For the right panel, we show the difference
between the Gizmo and Arepo high resolution density profiles at 𝑟 = 300 pc again tracked through
10 Gyr.

Analytic models of gravothermal evolution predict that halo evolution in the long-mean-free path

is self-similar and determined by the product of scattering time and age (Koda & Shapiro, 2011;

Nishikawa et al., 2020). Given previous work (see, e.g., Ren et al. (2019) and Robertson et al.

(2021)), we expect the central density for a given halo to be a function of age times 𝜎/𝑚 since

the scattering rate is proportional to 𝜎/𝑚. We can see this behavior clearly in the left panel of

Fig. 4.5 where we have plotted 𝜌300 (proxy for the core density) vs. age multiplied by 𝜎/𝑚. Both

Arepo and Gizmo follow the general trend of decreasing core density (increasing core size) with

increasing age times 𝜎/𝑚. Note that the initial lack of evolution in 𝜌300 is because the core size is

smaller than 300 pc and the density at 300 pc is close to its initial value.

Fig. 4.5 provides a generally encouraging picture of agreement between Arepo and Gizmo. It is

worth noting that the Arepo results seem to provide a more seamless curve when the three different

cross-sections are plotted together as in the left panel of Fig. 4.5, as expected from analytic models.
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To better compare the results of the two codes, we also tracked the difference between the density

profiles at 𝑟 = 300 pc through 10 Gyr. We chose 𝑟 = 300 pc since our resolution tests suggest

the simulations are well-converged at this radius (see §4.3.1 for more). For the fiducial resolution

simulations, the difference in density profiles was approximately 20-40% and the velocity dispersion

profiles were within 5-10% of one another. For the high resolution simulations, the halo profiles

were largely within 30% of one another (see the right panel of Fig. 4.5) and the velocity dispersion

profiles were within 5%.

We find that the difference between the two codes is much smaller than the difference between the

various SIDM cross-sections we tested. In other words, we are confident these simulations can be

used to distinguish amongst SIDM cross-sections of 1, 5, and 50 cm2 g−1. However, the code-to-

code variation is large enough that we would argue against using such simulations to differentiate

between effects due to SIDM cross-sections of, e.g., 1 vs. 1.5 cm2 g−1.

Finally, as seen in both Fig. 4.4 and the right panel of Fig. 4.5, there is an inversion of the DM

density profiles, computed by the Arepo and Gizmo codes, for the SIDM cross-section 𝜎/m = 50

cm2g−1. For cross-sections of 𝜎/m = 1, 5 cm2g−1, the halos simulated with Arepo have higher

densities than those simulated with Gizmo. However, around 4-5 Gyr, the halos with cross-sections

of 50 cm2g−1 evolved with Gizmo become denser than the those evolved with Arepo. The inversion

is more obvious in the fiducial resolution simulation (bottom panel of Fig. 4.4) but is also seen in

the higher resolution simulations (top panel of Fig. 4.4 and right panel of Fig. 4.5).

To better understand the results of each code, we also tracked the number of self-interactions

amongst the dark matter particles. As expected, the number of self-interactions increases with

increasing cross-section. The scaling is nearly linear in both codes, with the interaction cross-

section of 50 cm2g−1 exhibiting 8 times as many interactions as the 5 cm2g−1 simulation and

the 5 cm2g−1 exhibiting about 4 times as many self-interactions as the 1 cm2g−1 simulation. We

additionally find that the differences in the number of DM self-interactions per time step are set early

on in the simulation and stay consistent throughout a 10 Gyr run. For example, the Gizmo 1 cm2g−1
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run consistently exhibits about 10,000 DM self-interactions per Gyr throughout the entire 10 Gyr

simulation and the Arepo 1 cm2g−1 run consistently exhibits about 7,000 DM self-interactions per

Gyr. Likewise, the Gizmo 5 cm2g−1 run consistently has around 40,000 DM self-interactions per

Gyr, and the corresponding Arepo run has around 30,000.

When comparing the self-interactions between the two codes, we find that for 𝜎/m = 1, 5 cm2g−1,

Gizmo exhibits a greater number of DM self-interactions (∼25% more at each time step and overall),

which results in the density profiles being more cored (i.e., less dense in the inner regions). For

𝜎/m = 50 cm2g−1, Gizmo begins with slightly more self-interactions than Arepo (∼5% more).

However, consistent with the above discussion, there is an inversion in this trend between 3 and 5

Gyr where the number of self-interactions in Arepo overtakes Gizmo. By 6 Gyr, Arepo exhibits

∼ 8% more self-interactions than Gizmo which is maintained across the 10 Gyr.

4.3.4 Sensitivity to code-specific SIDM parameters

We also tested the sensitivity of each code to various code-specific SIDM parameters. In Figure

4.6, we plot the difference between the baseline halo density at 5 Gyr and the result of varying the

smoothing factor and the number of neighbours in Gizmo and Arepo respectively. For Gizmo, a

smoothing factor of 25% of the force softening is the default and has been used in, e.g., Elbert et al.

(2015). For Arepo, the default number of neighbours searched is 32 ± 5 but, e.g. ? search 64 of the

nearest neighbours. We therefore check the sensitivity of both codes to increasing and decreasing

the default values for these parameters by a factor of 2. As seen in that figure, these code-specific

SIDM choices make up to 10% difference to the halo density at our innermost converged radius

(∼300 pc). However, there is no general trend with respect to the halo density apparent when the

values are increased or decreased.
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Figure 4.6: — Sensitivity of the halo density to code-specific SIDM parameters at 5 Gyr and
𝑟 = 300 pc for a fiducial resolution halo and 𝜎/m = 5 cm2g−1. We vary the smoothing factor in
Gizmo with SIDM- corresponding to a smoothing factor of 0.125 pc and SIDM+ corresponding
to a smoothing factor of 0.5 pc. Correspondingly, in Arepo, we vary the number of neighbours
searched. The SIDM- simulation corresponds to 16±5 and the SIDM+ simulation corresponds to
64±5. We then plot the difference between each of these simulations and the fiducial simulation for
each code (e.g., the dark blue solid line corresponds to (Gizmo SIDM-) - (Gizmo fiducial))/(Gizmo
fiducial).
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4.4 Discussion and Conclusion

Using an N-body simulation suite of an isolated dwarf dark matter halo, we compare the SIDM

implementations of two simulation codes: Gizmo and Arepo. We use SpherIC to generate an

isolated halo with halo mass of 1010 M⊙ as our initial conditions. We adopt constant elastic SIDM

cross-sections 𝜎/m = 1, 5, and 50 cm2 g−1 throughout our analysis. Our main conclusions are

summarized in the following.

We find that the core density of the halo tracks the number of self-interactions predicted by the

code. We find that Gizmo predicts a greater number of self-interactions among the DM particles

overall and that the density profiles are generally less dense in the inner region than Arepo. These

general results are consistent with previous results that have found that DM self-interactions make

the halo density profile more cored (see, e.g., Rocha et al. 2013; Elbert et al. 2015).

Increasing the resolution of the runs (from the baseline of 1 × 106 to 5 × 106 DM particles) brings

the codes into better agreement. At this increased resolution, the two codes predict densities that

are similar, to within 10-30%, with Arepo consistently slightly denser than Gizmo. Code-specific

SIDM parameters made less than a 10% difference to the final density. Generally, it seems that

one can reliably predict differences between SIDM cross-sections of 𝜎/m = 1, 5, and 50 cm2g−1

based on the agreement between these two codes. However, the inferred 30% difference in density

is large enough to preclude any finer-grained distinctions (e.g., between results obtained with with

𝜎/m = 1.0 vs. 1.5 cm2g−1). Measuring the densities of halos may pose a larger issue than the

uncertainties identified in this work.

We find that our limited scope, i.e. only comparing the SIDM implementations in each code, enables

us to conduct a fruitful code comparison. In particular, instead of requiring a large comparison

infrastructure and network of collaborators, we were able to isolate and discuss the effects of

SIDM in the simulations. Naturally, this comparison can be extended to other codes implementing

SIDM as well as to include baryonic physics and/or inelastic interactions. Having this underlying
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understanding of the SIDM module will be invaluable in turning to these larger projects.
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Chapter 5

Summary & Conclusions

Here, I summarize the main findings of the work presented in chapters 2-4. Following that I share

future directions for me and my work.

5.1 A Relationship Between Stellar Metallicity Gradients and

Galaxy Age in Dwarf Galaxies – Mercado et al. 2021

We explore the origin of stellar metallicity gradients in simulated and observed dwarf galaxies.

We use FIRE-2 cosmological baryonic zoom-in simulations of 26 isolated galaxies as well as

existing observational data for 10 Local Group dwarf galaxies. Our simulated galaxies have stellar

masses between 105.5 and 108.6 𝑀⊙. Whilst gas-phase metallicty gradients are generally weak in

our simulated galaxies, we find that stellar metallicity gradients are common, with central regions

tending to be more metal-rich than the outer parts. The strength of the gradient is correlated

with galaxy-wide median stellar age, such that galaxies with younger stellar populations have

flatter gradients. Stellar metallicty gradients are set by two competing processes: (1) the steady

“puffing” of old, metal-poor stars by feedback-driven potential fluctuations, and (2) the accretion of
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extended, metal-rich gas at late times, which fuels late-time metal-rich star formation. If recent star

formation dominates, then extended, metal-rich star formation washes out pre-existing gradients

from the “puffing” process. We use published results from ten Local Group dwarf galaxies to

show that a similar relationship between age and stellar metallicity-gradient strength exists among

real dwarfs. This suggests that observed stellar metallicity gradients may be driven largely by the

baryon/feedback cycle rather than by external environmental effects.

5.2 Hooks & Bends in the Radial Acceleration Relation: Tests

for Dark Matter and a Challenges for MOND – Mercado et

al. 2023

The Radial Acceleration Relation (RAR) connects the total gravitational acceleration of a galaxy

at a given radius, 𝑎tot(𝑟), and the acceleration accounted for by baryons at the same radius, 𝑎bar(𝑟).

The shape and tightness of the RAR for rotationally-supported galaxies has characteristics that are

consistent with MOdified Newtonian Dynamics (MOND) and can also arise in Dark Energy + Cold

Dark Matter (ΛCDM) galaxy formation simulations. Here we use zoom simulations of 20 galaxies

with stellar masses of 𝑀★ ≃ 107−11 𝑀⊙ to demonstrate that, as in other ΛCDM simulations, the

observed average and scatter about the RAR is reproduced in FIRE-2 simulations. We go on to

highlight many observed galaxies and several simulated galaxies that have non-monotonic RAR

tracks with “hook” features below the characteristic MOND scale, 𝑎bar≲ 10−10 m s−2. In simulated

galaxies, these hooks occur in dark-matter dominated systems with feedback-induced cores in their

dark matter haloes. While cored dark matter profiles naturally produce acceleration profiles that

are non-monotonic, it is not obvious how one might explain non-monotonic RAR hooks within a

MONDian framework. We also make RAR predictions for the outer reaches of our simulated galaxy

haloes, beyond the virial radius, extending the relation to accelerations below those traced by disc
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galaxy rotation curves, 𝑎bar ≲ 10−12 m s−2. In this regime, our simulations predict pronounced

“bends” off of the MOND-inspired extrapolation of the RAR, and at very large radii approach

𝑎tot≈ 𝑎bar/ 𝑓𝑏, where 𝑓𝑏 is the cosmic baryon fraction. Future efforts to test whether or not these

characteristic bends exist at low accelerations around real galaxies will provide interesting tests for

MOND and ΛCDM galaxy formation models.

5.3 Comparing Implementations of Self-Interacting Dark Mat-

ter in the Gizmo and Arepo Codes – Meskhidze & Mercado

et al. 2022

Self-interacting dark matter (SIDM) models have received great attention over the past decade as

solutions to the small-scale puzzles of astrophysics. Though there are different implementations

of dark matter (DM) self-interactions in N-body codes of structure formation, there has not been

a systematic study to compare the predictions of these different implementations. We investigate

the implementation of dark matter self-interactions in two simulation codes: Gizmo and Arepo.

We begin with identical initial conditions for an isolated 1010 𝑀⊙dark matter halo and investigate

the evolution of the density and velocity dispersion profiles in Gizmo and Arepo for SIDM cross-

section over mass of 1, 5, and 50 cm2g−1. Our tests are restricted to the core expansion phase

where the core density decreases and core radius increases with time. We find better than 30%

agreement between the codes for the density profile in this phase of evolution, with the agreement

improving at higher resolution. We find that varying code-specific SIDM parameters changes the

central halo density by less than 10% outside of the convergence radius. We argue that SIDM core

formation is robust across the two different schemes and conclude that these codes can reliably

differentiate between cross-sections of 1, 5, and 50 cm2g−1 but finer distinctions would require

further investigation.
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5.4 Future

Moving forward, I am interested in using the scaling relations that were the main focus of Chapters

2 & 3, the GSGA and RAR, respectively, to test current galaxy formation and dark matter models.

As we continue to piece together a more coherent picture of galaxy formation and evolution, one

thing is becoming abundantly clear: it is crucial to consider the effects that baryons have on galaxies

if we want to better understand galaxy formation and galaxy growth – a priority area listed in the

2020 Decadal Survey. While the scaling relations discussed in this dissertation can be explained

as results of baryonic physics, further work must be done to determine whether or not this is

the only explanation of their existence. The following questions are yet to be answered: (1) Are

these relations robust to changes in baryonic physics models in simulations (e.g. supernova rates

and star formation thresholds)? (2) If so, what can this tell us about baryonic self-regulation in

galaxies? (3) Can these relations be used to constrain or potentially rule out other dark matter

models (WDM/SIDM)?

As an National Science Foundation Math and Physical Sciences Ascending Fellow at Pomona

College, I plan to explore these and other questions. I will utilize FIREbox Feldmann et al.

(2022), a novel large-volume cosmological simulation to investigate the morphologies, structure,

and scaling relations of a statistically significant sample of simulated low-mass galaxies (including

ultra-faint dwarf galaxies) in a representative array of environments. This work will be done, in

part, as preparation for the Vera C. Rubin Observatory’s Legacy Survey of Space and Time (LSST).

However, the results of this work will serve as a basis to compare to scaling relations of galaxies

simulated with different physics. Probing galaxies at low mass scales is particularly of interest

given that they are presumably the most susseptible to changes in baryon or dark matter physics.
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