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Improved Dark Matter Search Sensitivity Resulting from
LUX Low-Energy Nuclear Recoil Calibration
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Dual-phase xenon time projection chamber (TPC) detectors have demonstrated superior search
sensitivities to dark matter over a wide range of particle masses. To extend their sensitivity to
include low-mass dark matter interactions, it is critical to characterize both the light and charge
responses of liquid xenon to sub-keV nuclear recoils. In this work, we report a new nuclear recoil
calibration in the LUX detector in situ using neutron events from a pulsed Adelphi Deuterium-
Deuterium neutron generator. We demonstrate direct measurements of light and charge yields
down to 0.45 keV (1.4 scintillation photons) and 0.27 keV (1.3 ionization electrons), respectively,
approaching the physical limit of liquid xenon detectors. We discuss the implication of these new
measurements on the physics reach of dual-phase xenon TPCs for nuclear-recoil-based low-mass
dark matter detection.



Introduction—Dual-phase (liquid/gas) xenon time
projection chamber (TPC) detectors provide world-
leading sensitivity for a broad range of particle dark mat-
ter masses in the general class of weakly interacting mas-
sive particle (WIMP) searches [IH4]. These TPCs detect
nuclear recoils, producing both scintillation light (S1)
and ionization charge (S2), expected from WIMP scat-
tering off xenon nuclei in the liquid xenon (LXe) tar-
get. The low-mass dark matter detection sensitivities
are partially limited by the availability of calibrations for
the low-energy nuclear recoil response. Much effort has
been made to understand the nuclear recoil response of
this medium down to the sub-keV energy scale through
various calibration techniques [B] [6]. No previous experi-
ment has achieved sub-keV nuclear recoil yield measure-
ment on scintillation (S1), the limiting channel for low-
mass WIMP detection. The measurements presented in
this work simultaneously determine the light (L,) and
charge (Q,) yields—the generated mean quanta (light or
charge) per keV for given energy depositions—down to
the sub-keV scale for nuclear recoils in LXe for the first
time. This work improves dark matter search sensitivity
by significantly reducing uncertainty in the low energy
response in these TPCs.

Data Collection and Analysis.—We performed an im-
proved nuclear recoil calibration in the Large Under-
ground Xenon (LUX) detector [7] in situ using neutron
events from a pulsed Adelphi'|Deuterium-Deuterium (D-
D) neutron generator in 2016J°| LUX was a 250 kg active
mass dual-phase xenon TPC instrumented with 122 2-
inch photomultiplier tubes (PMTSs) in two arrays at top
and bottom. It was immersed in a 7.6 m diameter X
6.1 m tall cylindrical water tank that provides shielding
to the detector. The S1 scintillation photons are gen-
erated promptly (within a few tens of ns) at the inter-
action site by an incident particle (e.g. WIMP or neu-
tron) and detected by PMTs with a scintillation gain (g;)
of 0.096 + 0.003 photon detected (phd)/photon [IT] 12].
The charge signal generated from the same site is drifted
upwards (1.5 mm/us) by an applied electric drift field
in LXe. The electrons comprising the charge signal
are subsequently extracted from the liquid surface to
the gas phase and produce the proportional scintilla-
tion signal (i.e. S2). The ionization gain (g2) is 18.5 +
0.9 phd/electron. Each extracted electron induces a
mean of 25.72 + 0.04 phd and a 1-0 width of 5.47 +
0.03 phd across PMTs [I3]. The time delay between S1
and S2 signals (drift time) indicates the depth (z) of the
interaction in the LXe TPC. The xy position of the event
is reconstructed based on the hit map of the S2 signal on

1 Adelphi Technology Inc. 2003 E. Bayshore Road Redwood City,
CA 94063.

2 The first LUX D-D neutron calibration (LUX DD2013) and its
technique are presented in [8HIO].
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FIG. 1. A diagram (not to scale) illustrating the short pulsed
D-D neutron calibration in LUX. The square wave on the left
shows the D-D trigger (TTL) pulses with a width of 20 us
and pulsing frequency of 250 Hz implemented in this cali-
bration. The monoenergetic 2.45 MeV D-D neutrons concen-
trated within narrow pulses travel into the LUX TPC through
a 4.9 cm ID neutron collimator placed in the water tank and
10 cm below xenon liquid surface. With the initial beam-on
times (to) recorded by the LUX DAQ system in sync with
TPC signals, the z-positions of S2-only neutron events can be
localized. The neutron time of flight which is on the order of
100 ns is negligible given the 20 us D-D trigger width.

the top PMT array. For more information about the
LUX detector, we refer the reader to [8], @) [TT], [T4H2T].

A schematic of the experimental setup is shown in
Fig. A collimated 2.45 MeV monoenergetic neutron
beam (4.9 cm diameter) is aimed at the LUX detector
10 c¢cm below liquid xenon surface (the LUX active LXe
volume depth is about 50 cm) to produce neutron single
elastic scatter signal events. The D-D generator was op-
erated at 250 Hz pulsing frequency and 20 ps width with
an instantaneous flux of (2.8 x 108 neutrons/s). At this
neutron rate the probability for more than one neutron
to interact with LXe in one LUX event window (1 ms)
is calculated to be around 2%. In the pulsed mode, the
D-D generator trigger time provides an estimate of the
neutron interaction time in the TPC and thus enabled us
to study low-energy events that only produce detectable
ionization signals without accompanying scintillation sig-
nals (known as S2-only events)ﬂ A total of 413.9 live-
hours of short pulsed D-D neutron calibration data were
collected.

Single elastic scatter D-D neutron events with exactly
one observed S2 greater than 1.7 extracted electrons were
selected for yield measurements, below which threshold
spurious background single electrons (SE) start to have a
significant impact on signals. This energy cut may accept

3 LUX event acquisitions are triggered on S2s as in [15] during this
calibration.



neutron multiple scatter events with one S2 greater than
the S2 threshold and others below the threshold, and this
effect is taken into consideration in the signal modeling
to be elaborated later. Because this experiment focuses
on the low-energy neutron-induced xenon recoil events, a
candidate event is allowed to have zero or one observed
S1 pulses before the S2. In this work, an S1 is defined as a
candidate scintillation signal without a two-fold PMT co-
incidence as required by other LUX analyses, and the S1
size is quantified with the number of “spikes”, the dis-
crete photon counts in the per-channel waveforms [T1].
S2s are required to follow a D-D trigger by 65 to 125 s,
in line with neutron conduit depth, and be within the
neutron beam projection in the xy plane (7 cm diameter
cylinder) to reject random coincidence background. A
S1-S2 time cut above 2.5 us is applied to remove events
with fake S1 pulses misclassified from the leading edge
of an S2 pulse. No radial fiducialization cut is applied
to maximize statistics. Charge loss of S2 signals for neu-
tron events near the TPC wall is found to be a negligible
systematic effect (< 0.13% of signal events) [13], due to
some charge buildup on the TPC wall [I5], which pushes
S2 charge signals radially inward as they drift upwards.
The dominant background in this work is the so-
called electron-train (e-train) events observed in all xenon
TPCs. An e-train is a collection of single and clustered
few-electron emissions that follow large S2 pulses with
time constants of order 10 ms [22]. An S2-like e-train
pulse in the TPC can mimic a low-energy neutron in-
teraction and bias the neutron calibration. Requiring a
coincidence between the D-D trigger and the TPC sig-
nals strongly rejects prevalent e-train background. Two
additional data quiet-time cuts are developed to further
reduce e-train background. One cut requires that there
be no LUX-triggered events appearing within 4 ms be-
fore a selected signal event. The other cut requires that
there be no SE pulses preceding the one S2 within a sig-
nal event (no-SE-ahead-S2 cut). Both cuts are optimized
to have overall signal acceptances of 80%, while reduc-
ing the e-train background rate by another factor of 3
and 2, respectively. The SE in the no-SE-ahead-S2 cut,
however, can also be due to a neutron low-energy elastic
scatter, which biases the event selection and results in a
loss of signal acceptance. This cut is modeled later to
address the systematics. In addition, the D-D trigger al-
lows us to estimate the residual e-train background in the
coincidence window in situ by measuring the TPC events
with the S2 appearing before the D-D trigger pulse.
PMT dark counts are the major background for signal
events with no (0-spike) and 1-spike S1s. The average ob-
served rate of dark counts is 1.8 0.1 in the 1-ms event
windows. An accidental coincidence of dark counts with
a 0-spike (S1) signal event can result in its loss and a fake
1-spike signal event. Similarly, dark counts can cause two
or more observed 1-spike S1 pulses before the S2 in a 1-
spike signal event. Fortunately, in the time distribution

of 1-spike S1 pulses relative to the S2, PMT dark counts
are uniformly distributed, while signal 1-spike S1 pulses
appear in a narrow time window (D-D S1 window) be-
fore the S2s. The 0 and 1-spike S1 signal events can be
disentangled from each other based on where the 1-spike
S1 pulses of each event are located in the distribution.
Details of the analyses are described in [13].

Two remaining backgrounds are identified and as-
sessed. Omne comes from events that have an accidental
S1 (> 2 spikes) coinciding with an O-spike signal event
before the S2. These events are uniformly distributed
in S1-S2 time separation. This background rate is mea-
sured using events with Sls outside the D-D S1 window
and found to be about 1-2% of signal rate thanks to a low
background S1 rate in LUX. The other consists of events
with a D-D neutron S1, but no observed D-D neutron
S2, coinciding with a random background S2 (mainly as-
sociated with the tail of an e-train). This background
contaminates the lowest-energy bins. The D-D trigger
tagged e-train rate is directly measured from data. The
D-D neutron Sl-only event rate is modeled using a LUX-
adapted NEST2.0E| This background rate is given by the
random coincidence rate of these two populations.

Following the event selection and background analysis,
absolute rates of D-D neutron single elastic scatter event
for S1 =0,1,2,3,4,5 spikes are measured. The S2 spec-
tra for each S1 are presented in Fig.[2| (black data points).
The pulse areas are corrected for position-dependent de-
tection efficiency for S2s with S1 > 2 spike using a 83™Kr
calibration source. The correction is not implemented
for S2s with 0 and 1-spike Sls due to a lack of accurate
z-position information. For consistency, the same treat-
ment for S2 pulse area is made in the signal modeling.

Signal Modeling—To model the differential NR spec-
tra from single elastic scatter neutron interactions at low
energies, we perform a GEANT4 [23] based simulation
with complete LUX geometry (LUXSim [24]), including
the LUX water tank and the D-D neutron conduit. Neu-
tron events with only elastic scatters or a radiative neu-
tron capturdﬂ but no ER energy depositions (e.g. from
gamma-rays) in the active volume are selected. The four
largest vertices (i.e. neutron scattering and radiative neu-
tron capture sites) in deposited energy, if they are avail-
able, are recorded in each simulated neutron event for
their neutron energies, deposited energies, and (z,y, 2)
positions. This provides sufficient vertices in each event

4 This background rate is constantly updated along with NEST2.0
yield models when fitting the signal model to the data to be
discussed later.

5 Radiative neutron capture by xenon isotopes results in a fi-
nite (up to 0.3 keV) NR energy deposition in LXe due to the
momentum conservation from effectively instantaneous high en-
ergy gamma-ray cascades during the nuclear de-excitation fol-
lowing the neutron capture [13] 25].
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FIG. 2. The measured S2 spectra for S1 = 0,1,2,3,4,5
spikes (black points) and the comparison between the S2 spec-
tra produced by the best-fit L, and Q, models (red) and those
by the original NEST2.0 yield models (gray). For the pur-
pose of display, both measured and modeled S2 spectra for
S1 = i spike has been scaled up by the factor of 10°~%, where
i = 0,1,2,3,4,5. Histogram bins and error bars for black
data points extending into negative are suppressed.

to model the aforementioned event selection systemat-
ics associated with the S2 threshold, the no-SE-ahead-S2
cut, and pulse merger of adjacent S2s in the vertical di-
rection. The GEANT4 simulation also indicates that the
neutron inelastic scatter event rate, where gamma-rays
from nuclear de-excitation escape from the LUX active
volume, is < 0.5% of the neutron single elastic scatter
event rate. Neutron inelastic scatters are typically caused
by fast neutrons with relatively large energy depositions.
The contribution of neutron inelastic scatter events to
the low energy signal population is essentially negligible
and not included in the signal modeling.

The electric field strength at each recorded vertex is
calculated using a LUX field model [26] developed for
the time period of this calibration as an input for the
following S1 and S2 signal production modeling. In ad-
dition, due to the particularly non-uniform field [I5] in
the active volume during this calibration, the observed
position of a vertex is biased relative to the real posi-
tion. As the above analysis is conducted in the observed
space, each simulated vertex in the real space is mapped
into the observed space using the same field model.

A LUX-adapted NEST2.0 [27] program is used to sim-
ulate both production and detection of S1 and S2 signals
for each recorded vertex from its deposited energy, elec-
tric field strength, and position. At the core of NEST2.0
are the empirically-determined L, and Q, models. The
recoil interaction initially produces Ny excitons (Xe*)

4

and N; electron-ion (e~ Xe™) pairs at the interaction site.
They de-excite or recombine and produce S1 and S2 sig-
nals. The fluctuations of N¢ and N; are modeled inde-
pendently by Gaussian statistics with widths (o) given
by vV F N and v/ FNj, respectively, in NEST2.0, where
F is a Fano-like factor. The value of F' is consistent with
1 based on DD2013 [8 9] and the XENON10 AmBe cali-
bration [28], but with a large uncertainty due to the lack
of mono-energetic lines in NR calibrations. The treat-
ment of F' is discussed in the next section.

LUX detector parameters are measured [13] 29] in situ
for the period of this calibration, including single pho-
toelectron (SPE) mean pulse area and 1-o width, dou-
ble photoelectron (DPE) [12] probability, SE mean pulse
area and 1-o width, g; and go, etc. These parameters
are used in NEST2.0 for simulating signal detection pro-
cesses. Following the signal detection modeling, any two
S2s in a simulated neutron event that have a z separation
of < 2 us (D-D neutron S2 1-99% width) in drift time are
combined. The S1 to D-D trigger time is sampled from a
time distribution directly measured from data and added
to the drift time of each vertex to obtain the S2 to D-D
trigger time for each vertex. The S2 trigger efficiency
of the data acquisition system measured from a separate
D-D calibration dataset [30] is applied on S2s of each
simulated event for determining an event trigger. The
S2 pulse area of surviving events with S1 > 2 spike is
corrected as in real data. In addition, S1 pulse finding
and classification efficiencies of the LUX software as a
function of size are evaluated through a dedicated visual
assessment of 6000 events using the calibration data. The
measured efficiencies are applied on simulated events to
match with real data. In the end, all simulated events
undergo the same event selection as in the real data and
the resulting signal model are shown in Fig. [2[ (gray his-
tograms).

A sizeable discrepancy is seen between the calibration
data and the original signal model. The discrepancy can
be explained by weak constraints of the yields on the
very low energy end from [8] 9], which the NEST2.0 yield
models are mainly based on.

Yield Measurements.—Following the detailed signal
modeling, we made the yield measurements by system-
atically adjusting the L, and Q, models (both shapes
and amplitudes down to 0 keV) embedded in NEST2.0
until the best fit of the signal model to the calibration
data is achieved using the method of least squares. Both
L, and Qy models are adjusted simultaneously but inde-
pendently. The shape adjustments are primarily at the
low energy end (< 3 keV). The high energy are well con-
strained by DD2013 [§]. Only one overall event rate nor-
malization factor is used when fitting the six S2 spectra
simultaneously. The Fano-like factor F' is used to adjust
the S2 spectrum widths in the signal model. It is treated
as a free parameter in the fitting due to its unknown



uncertainty. This is a conservative treatment, and also
captures other secondary factors that contribute to the
signal distribution widths. The best fit is achieved at x?
= 211.4 with 243 degrees of freedom and 8 parameters.
The uncertainties on both L, and Q, are conservatively
determined through marginalizing over all other fitting
parameters. This captures systematics due to degener-
acy between L, and Q, in the fitting. Because g; and g2
are both in direct degeneracy with both L, and Q, for
the observed S1 and S2 distributions, contributions of
their non-negligible uncertainties to the yield measure-
ments are evaluated by repeating the fitting using g; and
g2 values at their 1-0 uncertainty levels. Details of the
fitting procedures are described in [I3].

The lowest energies this calibration data are sensitive
to for L, and Q, are independently evaluated based on
the above best-fit yield models. This is done by cutting
off the corresponding yield (assume zero yield) below cer-
tain energies from the best-fit yield model and calculat-
ing the Ax? values with respect to the case of no energy
cutoff of the signal model against the calibration data.
The results are shown in Fig. [3| with 1-0, 2-0, and 3-o
sensitivity lines indicated. The quoted uncertainties are
systematics due to the Fano-like factor. The lowest en-
ergies the data are sensitive to for both L, and Q, are
quoted at the 1-o sensitivity level. This gives L, and Q,
measurements at 0.45+0.03 keV and 0.2740.04 keV, re-
spectively, representing the lowest-energy nuclear recoil
calibrations in LXe to date. The final L, and Q, mea-
surements of this work (DD2016) are shown in Fig.

With both L, and Q, measurements, the Lindhard
model [3I, B2] which describes the quenching of elec-
tronic excitation from NR in LXe, can be constrained.
The Lindhard-factor k£ is measured to be 0.146 £ 0.013
by assuming a constant W value (energy required to pro-
duce a scintillation or ionization quanta) of 13.7 eV [33].
The biexcitonic quenching [34], which only effects total
quanta yield at energy of > 10 keV [§], is not included in
this measurement. The value agrees with the standard
Lindhard model value of 0.166 within 1.5 o (Fig. . The
DD2013 measurement is 0.174 & 0.006 [g].

Impact on low-mass WIMP search.—This work enables
us to estimate the potential sensitivity of an optimized
dual-phase xenon TPC to low-mass WIMP interactions
in the standard halo model [35]. The limit curves (blue
and red) are generated using the NEST2.3.11 [36] with
light and charge yield models matching this work. The
search looks at both S1 and S2 channels with respective
two-fold PMT coincidence requirement and 3 extracted-
electron threshold. A background-free 92 kg year expo-
sure (same as LUX full exposure [I5]) is assumed. Zero
WIMP acceptance is enforced for recoil energy below
0.45 keV and 1.1 keV, corresponding to the lowest yield
measurements of this work and [8], respectively. Greater
than a factor of x7 sensitivity improvement is achieved
for WIMP mass < 4 GeV/c?. For tonne scale dark matter
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FIG. 3. The evaluated Ax? values as a function of energy.
The lowest energies these calibration data are sensitive to for
Ly, and Qg are 0.45 + 0.03 keV and 0.27 £ 0.04 keV at l-o
sensitivity level, respectively. At 2-o level, L, 0.56 £0.02 keV,
Qy 0.31 £0.03 keV; and at 3-0 level, L, 0.66 £ 0.02 keV, Q,
0.35 £ 0.03 keV.
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FIG. 4. L, and Q, measurements of this work DD2016 (red
triangles and circles, respectively) at 400 V/cm. A table of
values can be found on page 187 in [13]. The light red bands
represent the 1-o statistical uncertainty ranges for both mea-
surements. The red squares are the total quanta yield (i.e. Ly
+ Qy). The red markers at the top show the systematic uncer-
tainties due to g1, g2, and Fano-like factor for the correspond-
ing measurements (indicated by marker shapes). The solid
red line (and light red band) indicates the best-fit Lindhard
model (and its uncertainty) of this work, while the solid or-
ange line the standard Lindhard model. For comparison, mea-
surements from XeNu 2019 [6] at 220 V/cm (gray circle) and
550 V/cm (golden circle), DD2013 [8] at 180 V/cm (blue), as
well as the L, and Q, models in NEST2.0 (black dash-dotted
lines) and NEST2.3.11 (black dashed lines) at 400 V/cm are
shown.
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FIG. 5. The improvements in the calibration of the signal
yields detailed in this paper increase the sensitivity of a bench-
mark low-mass WIMP dark matter from the (blue) curve to
the (red) curve. For reference the (yellow) LUX (2017) [15]
and (green) XENONIT (2018) [2] best low WIMP mass lim-
its are shown. The LUX sensitivity used the same calibration
and analysis thresholds as the (blue) benchmark model except
for an S2 threshold of 8 extracted-electrons, and a non-zero
background. The cyan curve verifies that the LUX result is
fairly reproduced. The (gray) curve indicates the sensitivity
limits due to the appearance of events from coherent elastic
neutrino-nucleus scattering of B neutrinos.

detectors, such as XENONT1t [37], PandaX-4T [38] and
LZ [39)], a careful study of detector accidental coincidence
backgrounds will be required to enable S1 and S2 thresh-
olds at this level. Leveraging the DPE effect [40] [41] will
make the approach more feasible.
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