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Search for the weak decays J/ψ → D(∗)−
s

e+νe + c.c.
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Using a sample of 2.25 × 108 J/ψ events collected with the BESIII detector at the BEPCII
collider, we search for the J/ψ semileptonic weak decay J/ψ → D−

s e
+νe + c.c. with a much higher

sensitivity than previous searches. We also perform the first search for J/ψ → D∗−

s e+νe + c.c.
No significant excess of a signal above background is observed in either channel. At the 90%
confidence level, the upper limits are determined to be B(J/ψ → D−

s e
+νe + c.c.) < 1.3× 10−6 and

B(J/ψ → D∗

s
−e+νe + c.c.) < 1.8 × 10−6, respectively. Both are consistent with Standard Model

predictions.

PACS numbers: 13.20.Gd, 14.40.Lb

I. INTRODUCTION

The J/ψ particle, lying below the open charm thresh-
old, cannot decay into a pair of charmed mesons. How-

ever, the J/ψ can decay into a single charmed meson
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via the weak interaction [1]. Weak decays of the J/ψ
are rare processes, and the inclusive branching fractions
of J/ψ decays to single D or Ds mesons are predicted
to be of the order of 10−8 or less [2] in the Standard
Model (SM). Figure. 1 shows the tree-level Feynman dia-

gram within the SM for the decays J/ψ → D
(∗)
s lν (l = e

or µ). Most recent theoretical calculations predict the

J/ψ → D
(∗)
s lν branching fractions to be≃ 10−10 by using

QCD sum rules and employing the covariant light-front
quark model [3]. However, as mentioned in Refs. [4–7],
the branching fractions of J/ψ → D(D̄)X (with X de-
noting any hadrons) could be enhanced when new inter-
action couplings are considered, such as in the top-color
models, the minimal super-symmetric SM with R-parity
violation, or the two-Higgs-doublet model. It is interest-
ing to note that the ratio between J/ψ → D∗

s lν and Dslν
is predicted to be 1.5 ∼ 3.1 in Ref. [2, 3], where part of
the theoretical uncertainties cancel.

The BES collaboration has studied several weak de-
cays, including semileptonic and nonleptonic weak de-
cays of the J/ψ. With a 5.8 × 107 J/ψ events sam-
ple, the upper limit for B(J/ψ → D−

s e
+νe + c.c.) was

found to be 3.6 × 10−5 at the 90% C.L. [8], while the
J/ψ → D∗−

s e+νe + c.c. has never been studied in ex-
periments before. When we refer to +c.c., we mean

the combination of J/ψ → D
(∗)−
s e+νe and the charge

conjugated modes J/ψ → D
(∗)+
s e−ν̄e. In the following,

the signals are the sum of both modes and charge con-
jugation is implied unless otherwise specified. Using a
sample of 2.25 × 108 J/ψ events collected with the BE-
SIII detector at the Beijing Electron Positron Collider
(BEPCII) [9], we search for the weak decays J/ψ →
D−

s e
+νe and J/ψ → D∗−

s e+νe. The D
−

s meson is recon-
structed via four decay modes: D−

s → K+K−π−, D−

s →
K+K−π−π0, D−

s → K0
SK

−, and D−

s → K0
SK

+π−π−,
where the π0 andK0

S mesons are reconstructed from their
γγ and π+π− decays, respectively. The D∗

s candidate
is reconstructed from its radiative transitions to Ds. A
478 pb−1 data sample collected at the center-of-mass en-
ergy

√
s = 4.009 GeV [10] is used to study systematic

uncertainties.

c̄

c

c̄

s

W
+

l
+

νl

FIG. 1. Feynman diagrams for J/ψ → D
(∗)−
s l+νl at the tree

level.

II. BESIII EXPERIMENT

The BESIII detector is a magnetic spectrometer [11]
located at BEPCII, which is a double-ring e+e− collider
with a design peak luminosity of 1033 cm−2 s−1 at a
center-of-mass energy of 3.773 GeV. The cylindrical core
of the BESIII detector consists of a helium-based main
drift chamber (MDC), a plastic scintillator time-of-flight
system (TOF), and a CsI (Tl) electromagnetic calorime-
ter (EMC), which are all enclosed in a superconducting
solenoidal magnet providing a 1.0 T magnetic field. The
solenoid is supported by an octagonal flux-return yoke
with modules of resistive plate muon counters interleaved
with steel. The acceptance for charged particles and pho-
tons is 93% over a 4π solid angle. The momentum reso-
lution for a charged particle at 1 GeV/c is 0.5%, and the
ionization energy loss per unit path-length (dE/dx) res-
olution is 6%. The EMC measures photon energies with
a resolution of 2.5% (5%) at 1 GeV in the barrel (end
caps). The time resolution for the TOF is 80 ps in the
barrel and 110 ps in the end caps.
Monte Carlo (MC) simulations are used to determine

the detection efficiency, study backgrounds and optimize
event selection criteria. A geant4-based [12] simula-
tion is used to simulate the BESIII detector response.
Electron-positron annihilation into a J/ψ resonance is
simulated at energies around

√
s = 3.097 GeV, while

the beam energy and its energy spread are set accord-
ing to measurements of the Beam Energy Measurement
System [13]. The production of the J/ψ resonance is
implemented with the generator kkmc [14]. The sig-
nal channels are generated with a new generator im-
plemented in evtgen [15], and we assume the process

J/ψ → D
(∗)−
s e+νe is dominated by the weak interac-

tion, i.e. via the c → s charged current process, while
the effects of hadronization and quark spin flip are ig-
nored. The known decay modes of the J/ψ resonance
are generated by evtgen [15] with branching fractions
set according to the world average values of the Particle
Data Group [16], while the unknown decays are gener-
ated by lundcharm [17]. A sample of 2.25×108 generic
J/ψ decays (”inclusive MC”) is used to identify potential
background channels.

III. EVENT SELECTION AND DATA

ANALYSIS

Tracks from charged particles are reconstructed using
hit information from the MDC. We select tracks in the
polar angle range | cos θ| < 0.93 and require that they
pass within ±10 cm from the interaction point (IP) along
the beam and within ±1 cm transverse to the beam direc-
tion. The charged particle identification (PID) is based
on a combination of dE/dx and TOF information, and
the probability of each particle hypothesis (P (i) with
i = e/π/K) is calculated. A pion candidate is required
to satisfy P (π) > 0.001 and P (π) > P (K); for kaons,
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P (K) > 0.001 and P (K) > P (π) are required; and for
electrons or positrons, we require the track from charged
particles to satisfy P (e) > 0.001 and P (e) > P (K) and
P (e) > P (π) as well as 0.80 < E/p < 1.05, where E/p
is the ratio of the energy deposited in the EMC to the
momentum of the track measured by the MDC.

The K0
S candidates are reconstructed from pairs of op-

positely charged tracks, which are assumed to be pions
without a PID requirement, and where the IP require-
ments are relaxed to 20 cm in the direction along the
beam. For each pair of tracks, a primary vertex fit and
a secondary vertex fit are performed and the K0

S de-
cay length is required to be two times larger than its
fit error. The resulting track parameters from the sec-
ondary vertex fit are used to calculate the invariant mass
M(π+π−). The π+π− combinations with an invariant
mass 0.487 GeV/c2 < M(π+π−) < 0.511 GeV/c2 are
kept as K0

S candidates. Multiple K0
S candidates are al-

lowed in one event.

Photon candidates are reconstructed based on the
showers in both the EMC barrel region (| cos θ| < 0.8)
and the end cap regions (0.86 < | cos θ| < 0.92). Showers
from the barrel region must have a minimum energy of
25 MeV, while those in the end caps must have at least
50 MeV. To exclude showers from charged particles, a
photon candidate must be separated by at least 20◦ from
any charged particle track with respect to the interaction
point. The EMC timing information (0 ns 6 T 6 700 ns)
is used to further suppress electronic noise and energy de-
positions unrelated to the event.

The π0 candidates are reconstructed from pairs of
photons. A kinematic fit is performed constraining
the invariant mass of the photon pair to the known
π0 mass [16]. The combination with the minimum χ2

from the kinematic fit that satisfies χ2 < 100, and
0.115 GeV/c2 < M(γγ) < 0.150 GeV/c2 is kept for fur-
ther analysis. The π0 candidates with both photons from
the end cap regions are excluded due to poor resolution
in this region of the detector.

With the previously described charged and neutral
particle candidates, the D−

s candidates can be recon-
structed through the four decay modes mentioned in the
Introduction; we name them KKπ, KKππ, K0

SK and
K0
SKππ, and number each as the kth (k = 1...4) de-

cay mode, in sequence. Since the resolution of the re-
constructed D−

s mass is different for each decay mode,
the invariant mass of D−

s candidates is required to be in
different mass windows, which are taken as three times
the respective resolution (±3σ around its central value).
For J/ψ → D∗

s
−e+νe , the D

−

s and an additional photon
candidate are combined to reconstruct D∗−

s candidates,
and the invariant mass difference (∆M) between D−

s γ
and D−

s is required to satisfy 0.125 GeV/c2 < ∆M <
0.150 GeV/c2. To avoid bias, we set no requirement
to select the best D−

s or D∗−

s candidate, and multiple
D−

s or D∗−

s candidates are allowed in one event. Accord-
ing to the MC simulations, after all selection criteria are
applied, events with multiple candidates occur in about

0.1% cases for each mode in J/ψ → D−

s e
+νe and about

0.2% for each mode in J/ψ → D∗−

s e+νe. For real data,
only a few events are observed and no events with multi-
ple candidates are found, so the effect of the multiplicity
of candidates can be safely ignored.

Once a D−

s or D∗−

s is reconstructed, the signal event
candidate is required to contain a positron track. Events
that include charged particles other than those from the
D−

s and the positron candidate are vetoed. To reduce
background contributions from misidentified events with
extra photons, we require the total energy of those ex-
tra neutral particles be less than 0.2 or 0.3 GeV for
D−

s or D∗−

s in the modes of K+K−π−, K0
SK

− and
K0
SK

+π−π−, respectively, and 0.15 or 0.2 GeV for the
K+K−π−π0 mode. These selection criteria are chosen
by optimizing the ratio S/

√
B, where S and B are the

numbers of signal events from the signal MC sample and
expected background events from the inclusive MC sam-
ple, respectively.

For a J/ψ → D
(∗)−
s e+νe candidate, the undetected

neutrino leads to a missing energy Emiss = EJ/ψ −
E
D

(∗)−
s

− Ee+ and a missing momentum ~pmiss = ~pJ/ψ −
~p
D

(∗)−
s

− ~pe+ , where E
D

(∗)−
s

and ~p
D

(∗)−
s

(Ee+ and ~pe+)

are the energy and momentum of the D
(∗)−
s (positron).

We require |~pmiss| to be larger than 50 MeV to suppress
the background contributions from J/ψ hadronic decays
in which a pion is misidentified as a positron. The J/ψ
semileptonic decay events are extracted using the vari-
able Umiss = Emiss−|~pmiss|. If the decay products of the
J/ψ semileptonic decay have been correctly identified,
Umiss is expected to peak around zero. The Umiss dis-
tributions of J/ψ → D−

s e
+νe and J/ψ → D∗

s
−e+νe can-

didates are shown in Figs. 2 and 3, respectively. The
signal shapes obtained from MC simulations are shown
with dashed curves. No significant excess of signal above
background is observed in either mode.

From a MC study, we find that background events are
mostly from those decay modes where a pion is misiden-
tified as an electron/positron. For example, the process
J/ψ → K+K−π−π+ would be one potential background
of J/ψ → D−

s e
+νe, D

−

s → K+K−π−. Background chan-
nels from inclusive MC simulations are shown in Figs. 2
and 3 with filled histograms. No peaking background is
found, and the expected background from MC is consis-
tent with data.

For each D−

s decay mode, 100, 000 exclusive signal
MC events are generated, and the detection efficiencies
are determined to be (24.46 ± 0.17)%, (11.08 ± 0.13)%,
(29.90± 0.19)% and (13.74± 0.12)% for KKπ, KKππ0,
K0
SK and K0

SKππ modes of J/ψ → D−

s e
+νe , and

(16.59 ± 0.17)%, (7.40 ± 0.15)%, (19.62 ± 0.17)% and
(8.20 ± 0.11)% for KKπ, KKππ0, K0

SK and K0
SKππ

modes of J/ψ → D∗

s
−e+νe , respectively.

A simultaneous unbinned maximum likelihood fit is
used to determine the event yields of the four Ds de-
cay modes. The Bayesian method [16] with a uniform
prior is used to estimate the upper limits on the num-
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FIG. 2. Umiss distributions for J/ψ → D−

s e
+νe : (a) D−

s → K+K−π−; (b) D−

s → K+K−π−π0; (c) D−

s → K0
SK

−; (d)
D−

s → K0
SK

+π−π−. Data are shown by dots with error bars, the signal shapes are shown with dashed curves, the background
contributions from inclusive MC simulations are shown with filled histograms, and the results of simultaneous fit are shown
with solid curves. Here the signal shape is drawn with arbitrary normalization, while the shapes of inclusive MC and fit are
normalized to the data luminosity.

ber of signal events since no significant signals are ob-
served for either J/ψ weak decay mode. We choose
−0.2 GeV/c2 < Umiss < 0.2 GeV/c2 as the fitting range.
The signal events are described by a sum of a Gaussian
and a Crystal Ball function [18] with the parameters ob-
tained from a fit to the signal MC sample. The back-
ground shape is obtained from the inclusive J/ψ MC
sample and modeled with a probability density function
that represents the shape of an external unbinned data
set as a superposition of Gaussians [19]. The likelihood
for the kth D−

s decay mode is constructed as

Lk =

Nk∏

i=1

NtotalBkǫkPsig
i,k +Nbkg

k Pbkg
i,k

NtotalBkǫk +Nbkg
k

, (1)

where Ntotal is the total number of produced J/ψ →
D

(∗)−
s e+νe events in data, Bk is the world average branch-

ing fraction of the kth D−

s decay mode [16], ǫk is the de-

tection efficiency of the kth D−

s decay mode, and Nbkg
k

is the number of background events in the kth D−

s de-
cay mode. Nk is the total number of selected events in
the fit region for the kth D−

s decay mode. Psig
i,k is the

probability density function of signal for the kth D−

s de-

cay mode evaluated at the ith event; similarly, Pbkg
i,k is

that of background. The total likelihood L is the product

of likelihoods for each D−

s decay mode. A simultaneous
unbinned fit with floating amplitudes of signal and back-
ground is performed. No significant signal is found by
the fit as expected, and the fitting results are shown in
the Figs. 2 and 3 as solid curves.
We calculate the 90% C.L. upper limit yield from the

fit, Nup
total, using

∫ Nup
total

0 L(Ntotal)dNtotal∫
∞

0
L(Ntotal)dNtotal

= 0.90 , (2)

where L(Ntotal) is the total likelihood L at fixed Ntotal.
In each fit, the likelihood value is obtained and the

corresponding probabilities are calculated as shown in
Fig. 4. Figure. 4 also shows the numbers of Ntotal cor-
responding to 90% of the accumulated areas below the
likelihood curves, which are then quoted as the upper
limits on the number of signal events at the 90% C.L.
The limits are 244 and 335 for the J/ψ → D−

s e
+νe and

J/ψ → D∗

s
−e+νe decay modes, respectively.

IV. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties in this analysis are divided
into two sets. The dominant one is from the uncertainty
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FIG. 3. Umiss distributions for J/ψ → D∗

s
−e+νe : (a) D−

s → K+K−π−; (b) D−

s → K+K−π−π0; (c) D−

s → K0
SK

−; (d)
D−

s → K0
SK

+π−π−. Data are shown by dots with error bars, the signal shapes are shown with dashed curves, the background
contributions from inclusive MC simulations are shown with filled histograms, and the results of simultaneous fit are shown
with solid curves. Here the signal shape is drawn with arbitrary normalization, while the shapes of inclusive MC and fit are
normalized with to the data luminosity.

of the efficiency corrected signal yield. The others are
common uncertainties, including the physics model, elec-
tron tracking, electron PID, E/p cut, total number of
J/ψ events, and trigger efficiency, as well as the photon
efficiency and B(D∗−

s → D−

s γ) for the D
∗

s mode.

A. Systematic uncertainty of efficiency corrected

signal yield for each channel

The systematic uncertainties caused by charged and
neutral particle reconstruction efficiencies, K and π PID
efficiencies, the π0 reconstruction efficiency, the K0

S re-
construction efficiency, and Ds mass resolutions are all
considered together as the systematic error due to the
reconstruction efficiency of the Ds. It is the dominant
uncertainty in this analysis and is studied using a con-
trol sample of ψ(4040) → D+

s D
−

s , in which a 478 pb−1

ψ(4040) data sample taken at 4.009 GeV is used [10].
In this study, one Ds is tagged using eight Ds hadronic
decays modes, and the other Ds is reconstructed in the

same way as in the J/ψ → D
(∗)−
s e+νe analysis. The dif-

ferences of the Ds reconstruction efficiencies of MC and
data are quoted as the systematic uncertainties in the Ds

reconstruction and are listed in Tables. I and II. The un-

certainties on the Ds decay branching fractions are sep-
arated from the reconstruction uncertainty deliberately
by squared subtraction.

The systematic uncertainty of background shapes is
estimated by varying the shapes of background. These
new background shapes are obtained by smoothing the
bin contents of the histograms, that are extracted from
the inclusive MC sample. By convolution with a Guas-
sian function, we repeat this process till the maximum
difference between the contents of any two adjacent bins
is less than 25%.

The systematic uncertainty due to the choice of fitting
ranges is determined by varying the ranges of the Umiss

distributions from [−0.2, 0.2] to [−0.25, 0.25] GeV/c2,
and the difference is taken as this systematic uncertainty.

The systematic uncertainty contributions studied
above and the uncertainty due to MC statistics are sum-
marized in Tables I and II. The total uncertainty is ob-
tained by summing in quadrature the individual uncer-
tainties quadratically.
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FIG. 4. Normalized probabilities as a function of Ntotal in the
(a) J/ψ → D−

s e
+νe and (b) J/ψ → D∗

s
−e+νe decay modes.

The red arrows indicate where 90% of the area is accumulated
below the curves.

TABLE I. Summary of systematic uncertainties of the effi-
ciency corrected signal yield in the measurement of J/ψ →

D−

s e
+νe in %.

Sources\modes K
+
K

−
π
−

K
+
K

−
π
−
π
0

K
0
SK

−
K

0
SK

−
π
+
π
−

Reconstruction ǫ 6.8 16.2 16.6 18.6

B(D−

s → X) 3.9 11.1 4.0 6.6

Background shape 2.3 2.4 3.2 2.9

Fitting range 0.3 0.4 0.5 0.6

MC statistic 0.7 1.2 0.6 0.9

Total 8.2 19.8 17.4 20.0

TABLE II. Summary of systematic uncertainties of the
efficiency corrected signal yield in the measurement of
J/ψ → D∗

s
−e+νe in %.

Sources\modes K
+
K

−
π
−

K
+
K

−
π
−
π
0

K
0
SK

−
K

0
SK

−
π
+
π
−

Reconstruction ǫ 6.8 16.2 16.6 18.6

B(D−

s → X) 3.9 11.1 4.0 6.6

Background shape 2.5 2.5 2.7 3.2

Fitting range 0.2 0.6 0.4 0.4

MC statistic 1.0 1.9 0.9 1.4

Total 8.3 20.0 17.4 20.1

B. Common uncertainties

The difference of the efficiencies based on phase space
and the new generator used in this analysis is taken as
the systematic uncertainty of the physics model.
The systematic uncertainty of the resolutions has been

estimated by smearing the MC simulations. The sim-
ulation of the photon reconstruction has been studied
with a control sample of the well-understood decays
J/ψ → ρ0π0 in Ref. [20], and we smear the resolution
of the photon energy deposited in the EMC at the 1%
level by a convolution with a Gaussian function. For the
tracks from charged particles, we smear the helix parame-
ters of each track as described in Ref. [21]. The difference
in the final yields between before and after smearing is
taken as the systematic uncertainty. The variable Umiss

is associated with the energy and momentum resolutions
of detected tracks. Thus, the systematic uncertainty of
the signal shape has been taken into account implicitly.
The electrons from the signal are in a low momentum

region, which causes a systematic uncertainty of 2.1% in
the MDC tracking efficiency and 1.0% in the PID ef-
ficiency [22]. A radiative Bhabha sample, normalized
with respect to the momentum, is used as a control sam-
ple to estimate the systematic uncertainty caused by the
E/p requirement, i.e. 0.80 < E/p < 1.05. The differ-
ence in efficiency between the MC simulation and the
data is quoted as the systematic uncertainty caused by
this requirement. Since the electron momentum in the
J/ψ → D∗

s
−e+νe decay is lower, the uncertainty caused

by the E/p requirement of J/ψ → D∗

s
−e+νe is larger

than that of J/ψ → D−

s e
+νe correspondingly.

The total number of J/ψ events is determined by using
J/ψ inclusive decays [9], and the value 1.2% is quoted as
the systematic uncertainty of the total number of J/ψ
events.
According to Ref. [23], the trigger efficiency is very

high since there are four to six tracks from charged par-
ticles in addition to possible neutral particles within the
barrel regions in the final states. Therefore, the system-
atic uncertainty of the trigger efficiency is negligible.
Since the D∗

s mesons are only reconstructed by D∗

s
− →

D−

s γ, we deal with most of the systematic uncertain-
ties of J/ψ → D∗

s
−e+νe in the same way as those of

J/ψ → D−

s e
+νe , and with two additional uncertainties

in D∗

s than in the Ds mode. One is a 1% uncertainty
from the additional photon detecting efficiency [24]. The
other one is the input branching fraction B(D∗

s
− → D−

s γ)
in MC simulation. Since the world average value is
(94.2 ± 0.7)% [16], this leads to a 0.7% uncertainty. All
of the common systematic uncertainties are listed in Ta-
ble III.

C. Upper limit calculation

Taking the systematic uncertainties into account, the
upper limits on the branching fractions are calculated
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TABLE III. Summary of common systematic uncertainties in
the measurement of J/ψ → D−

s e
+νe and J/ψ → D∗

s
−e+νe .

Source J/ψ → D−

s e
+νe (%) J/ψ → D∗

s
−e+νe (%)

Physics model 0.9 0.8

Resolutions 1.6 1.8

e tracking 2.1 2.1

e PID 1.0 1.0

E/p cut 0.6 1.7

Photon efficiency - 1.0

B(D∗−

s → D−

s γ) - 0.7

J/ψ events 1.2 1.2

Trigger Negligible Negligible

Total 3.3 3.9

TABLE IV. Upper limits of the branching fractions of
J/ψ → D−

s e
+νe and J/ψ → D∗

s
−e+νe after considering the

systematic uncertainties.

J/ψ → D−

s e
+νe J/ψ → D∗

s
−e+νe

N̄up
total 244 335

σtotal 31 43

Nup ′

total 275 378

σsys
common 3.3% 3.9%

NJ/ψ 2.25× 108

B(90%C.L.) < 1.3× 10−6 < 1.8× 10−6

using

B <
Nup ′

total

(1− σsys
common)NJ/ψ

, (3)

where Nup ′

total is the corrected Nup
total after considering the

systematic uncertainties of the signal efficiency, as de-
scribed below, and σsys

common is the total common system-
atic uncertainty.
From Eqs. (1) and (2), Nup

total depends on the signal effi-
ciencies of all decay channels in a complex way, and there
is no simple analytic method to calculate the final effect
due to those efficiency uncertainties. To study this de-
pendence, we obtain an Nup

total distribution by sampling
each signal efficiency by a Gaussian function of which
mean value and standard deviation are set as the normal
signal efficiency and the systematic uncertainty obtained
before, respectively. This new Nup

total distribution can be
described by a Gaussian function. A sum of the mean
value (N̄up

total) and one standard deviation (σtotal) of this

Gaussian function is quoted as the Nup ′

total. All the numer-
ical results are summarized in Table IV.

V. SUMMARY

With a sample of 2.25 × 108 J/ψ events collected
with the BESIII detector, we have searched for the
weak decays J/ψ → D−

s e
+νe and J/ψ → D∗

s
−e+νe . No

significant excess of signal is observed. At the 90%
C.L., the upper limits of the branching fractions are:
B(J/ψ → D−

s e
+νe + c.c.) < 1.3 × 10−6 and B(J/ψ →

D∗

s
−e+νe + c.c.) < 1.8 × 10−6. The upper limit on the

branching fraction B(J/ψ → D∗−

s e+νe+c.c.) is set for the
first time and the upper limit on the branching fraction
B(J/ψ → D−

s e
+νe + c.c.) is 30 times more strict than

the previously result [16]. The results are within the
SM prediction, but more data will be helpful to test the
branching fraction of semileptonic decays of the J/ψ to
the order of 10−8. The results would also be applied to
constrain the parameter spaces of some BSM models if
direct calculations of these processes are carried out in
the future.
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