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Abstract

Implementation & Optimization of Parallel Imaging and Compressed Sensing Techniques
for Faster Acquisition of Multi-Channel Magnetic Resonance Spectroscopic Imaging for

Brain Tumor Patients

by

Maryam Vareth

Doctor of Philosophy in Bioengineering

University of California, Berkeley

Professor Sarah Nelson, Co-chair

Professor Steve Conolly, Co-chair

Primary brain tumors are typically aggressive lesions that are difficult to treat and have a
relatively poor prognosis for many patients. Magnetic resonance imaging (MRI) tools have
been commonly utilized in the management of patients diagnosed with gliomas. Functional
and metabolic MRI techniques have been proposed to add information regarding the tissue
characteristics and biochemistry for better tumor localization, treatment planning and follow
up of the disease.

Magnetic resonance spectroscopic imaging (MRSI) is a metabolic imaging technique used
to analyze brain tissue chemistry. By showing metabolically active infiltrative tumor that
can look similar to surrounding tissues on conventional MR images, MRSI allows for a more
accurate definition of the extent of the disease. Despite those benefits, MRSI has not been
widely used to care for patients with brain tumors.

Three major difficulties encountered in using MRSI in a clinical setting are limited cover-
age, coarse spatial resolution and long data acquisition time. The possibility of combining
compressed sensing and parallel imaging techniques to accelerate the acquisition time, in-
crease coverage of the brain or resolution while ensuring high quality data without loss of
information was the primary goal of this dissertation.

Several new techniques have been developed to accelerate MRSI acquisition in addition to
reconstruct and optimally combine the accelerated multi-channel whole-brain 3D-MRSI data
accurately and robustly. These techniques were validated on healthy volunteers and patients
with brain tumors. They allowed the acquisition of MRSI data from a much larger brain
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volumes and finer spatial resolution than the conventional methods. The proposed AVD-
GRAPPA technique reduced the 20min acquisition to < 5min with clinically interpretable
spectra (high correlation to the full sampling). The improved coverage and spatial resolution
will be useful for evaluating heterogeneous and infiltrative tumors, which are difficult to
evaluate with current protocols. This advancement should make possible a more accurate
assessment of the progression of tumors in serial studies.

The result of this dissertation suggests that magnetic resonance spectroscopic imaging is
an important technique for spatially characterizing brain tumors that can be acquired in a
shorter time to obtain equivalent disease related information. It is expected that shorter scan
times will result in less patient discomfort, motion artifacts and will increase the scanner
throughput and the usage of MRSI data in treatment management of the patients with brain
tumor.
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Chapter 1

Introduction

Medical Imaging is becoming an increasingly important tool in both research applications
and clinical care. A range of imaging technologies now provide unprecedented sensitivity
for visualizing brain structure and function from the level of individual molecules to the
entire brain. Different types of imaging are used to reveal brain structure, function, and
metabolism (biochemical reactions of individual molecules). These three main categories are
often referred to as anatomical, physiological and metabolic or molecular imaging.

Magnetic Resonance Imaging (MRI) is uniquely suited to provide invaluable information
about brain tumors. While X-rays and computed tomography (CT) are good at imaging
bones and large organs, they are not able to provide the exquisite contrast between different
types of soft tissues. They also require significant doses of ionizing radiation, which if per-
formed too often, provides a risk factor for causing cancer. Ultrasound is safe and inexpensive
so that is widely used for imaging internal organs but it suffers from attenuation in the skull
so it is not employed for clinical brain imaging. Positron emission tomography (PET) and
single photon emission computed tomography (SPECT) are able to monitor specific molec-
ular process but require injection of radioactive isotopes. They can be used to image brain
tumors but must be applied in combination with anatomical images obtained from MRI
and/or CT. MRI is non-invasive with non-ionizing radiation, exquisite soft-tissue contrast,
multi-dimensional imaging capability, and accurate presentation of structural, functional and
molecular characteristic of healthy and diseased tissues. It has therefore became the method
of choice for diagnosis, treatment planning and assessment of response to therapy for patients
with brain tumors.

Gliomas are the most common type of primary brain tumors in adults and are typically
aggressive lesions that are difficult to treat and have a relatively poor prognosis (1, 2). They
are highly infiltrative and exhibit substantial variation in appearance on conventional MR
imaging. Defining the spatial extent of the tumor and optimizing treatment is complicated
by heterogeneity within and between lesions, as well as by temporal changes associated with
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Biological Process MR Techniques MR Parameters

invasion DTI, 1H MRSI Reduced NAA, reduced FA, increased ADC.
Tumor Celluarity DTI, 1H MRSI Decreased ADC, increased Cho, increased CNI.
Proliferation 1H MRSI Increased Cho, increased CNI.
Apoptosis/necrosis 1H MRSI Increased lipid.
Hypoxia Lac-edited 1H MRSI, hyperpolarized 13C. Increased lactate.
Gliosis DTI, 1H MRSI Increased myo-inositol/Cho.
Edema 1H MRSI Highly increased ADC, reduced FA.
Angiogenesis 1H MRSI Increased rCBV or fBV, changes in Ktrans or %REC.
Late RT effects SWI Appearance of micro-hemorrhages.

ADC, apparent diffusion coefficient; Cho, choline-containing compounds; CNI, choline to N-acetylaspartate index; DCE,
dynamic contrast-enhanced; DSC, dynamic susceptibility-weighted contrast; DTI, diffusion tensor imaging; FA, frac-
tional anisotropy; fBV, fractional blood volume; Ktrans, fitted constant describing leakage of the contrast agent into the
interstitial space; NAA, N-acetylaspartate; rCBV, relative cerebral blood volume; %REC, percentage recovery of the
DSC signal to baseline; RT, radiation therapy; SWI, susceptibility weighted imaging.

Table 1.1: Relationship between MR parameters and biological properties of the tumor that
can be obtained by quantitative analysis of multiparametric imaging examination for patients
with glioma. Courtesy Dr. S.J. Nelson

tumor progression and treatment induced damage (3). Patients classified as having low-
grade histology have a median overall survival of 7 years or more, but need to be monitored
carefully to make sure that their tumor does not upgrade to a more malignant phenotype.
Patients with the most aggressive grade IV histology (4) who are treated with the current
standard of care of 6 week radiotherapy and 6 cycle of temozolomide (5), have a median
overall survival of 15 months and often undergo multiple surgeries and adjuvant therapies in
an attempt to control their disease. Finding therapies that are effective in defeating brain
tumors or in at least postponing their growth requires an advance indication of whether
the treatment is working or not without having to wait months or years until the patient
succumbs to the disease. The hope is that MR imaging can help to select treatments that
are most effective for subgroups of patients.

The true power of MRI is in its flexibility to manipulate the image intensities by changing
machine parameters in a way that exploits the differences in the magnetic properties of
tissues. Many types of MR acquisition techniques have been developed that take advantage
of variations in contrast mechanisms to give clinicians a more comprehensive insight into
tumor cellularity, hypoxia, disruption of normal tissue architecture, changes in vascular
density and vessel permeability of diseased tissues. While conventional MRI is used for
visualization of the anatomy and for measuring changes in the volume of enhancing and non-
enchancing lesions, other advanced techniques such as diffusion, perfusion, and spectroscopic
imaging have provided crucial additional features for treatment planning and the assessment
of response to therapy (6–8). Table 1.1 shows MR parameters that have been used in recent
studies and are relevant for evaluating the biological properties of the tumor.
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Although MRI is routinely used for monitoring response to therapy, there is increasing con-
cern about the interpretation of the changes in the appearance of the lesions observed on T1

and T2 weighted images (6, 9, 10), because they are not specific for tumor and can there-
fore provide ambiguous results. This leads to one of the most important challenges which
is facing neuroncologists today, namely the definition of criteria for differentiating between
tumor recurrence and treatment-related changes (11). Metabolic imaging may be particu-
larly useful in characterizing regions of suspected recurrence, because it reflects changes in
cellular properties associated with biological function.

Magnetic Resonance Spectroscopy (MRS) uses similar physical principles as MRI, but in-
stead of showing anatomical images, it allows for the detection of relative concentrations
of certain chemical compounds in the tissue. Variations in levels of such compounds pro-
vide a mechanism for distinguishing between tumor and normal brain. Magnetic Resonance
Spectroscopic Imaging or MRSI combines the principles of spatial localization used in MRI
with MRS technology to estimate relative concentrations of metabolites from an array of
voxels throughout the brain. The data can be displayed as a grid of spectra or as metabolite
maps, overlaid on top of anatomic MR images. By showing metabolically active tumor that
can look similar to surrounding tissues on conventional MR images, MRSI has the poten-
tial for distinguishing between infiltrating tumor cells, solid tumor, necrosis (dead tissue),
edema (swelling) and gliosis (scarring). MRSI parameters have been used as biomarkers of
malignancy and aggressiveness of the tumor and have been successfully applied for planning
surgery and radiation therapy (6).

The metabolic imaging technique that has been used at UCSF over the past two decades
to evaluate patients with brain tumors is proton (H-1) MRSI. This can be used to monitor
changes in endogenous signals within the brain and has shown that tumor is characterized by
an increase in Cho and decrease in NAA relative to normal brain (12–16). A complementary
MR metabolic imaging technology that is able to track dynamic changes in the signal in-
tensity of C13 lactate following intravenous injection of hyperpolarized C-13 pyruvate. This
is of particular interest for the management of patients with glioma because the presence
of lactate is a characteristic of high-grade glioma and is a prognostic factor for poor overall
survival.

Despite those benefits, MRSI has not been widely used to care for patients with brain
tumors. This is largely due to the difficulty in obtaining good quality MRSI data in a routine
clinical setting as opposed to specialized research centers. Among the challenges faced when
applying spectroscopic imaging techniques are reducing acquisition times, improving the
spatial resolution and coverage of the brain, and reducing interfering signals from fat tissues.

The unifying goal of the projects in this dissertation was to address challenges associated
with making MRSI more practical in a clinical setting by developming novel techniques for
accelerated MRSI acquisition and reconstruction. To accomplish this I have developed k-
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space sampling methods with parallel data reconstruction strategies to allow rapid acquisition
of large matrices of spectroscopic data to increase coverage of the brain and/or resolution and
ensure high quality data. I have developed techniques to automate MRSI coil combination
and post-processing pipelines. The ultimate goal is to provide a fast and reliable method for
obtaining metabolic data as part of the standard clinical MR examination in order to make
informed decisions about the management of patients with glioma.

Chapter 2 describes the necessary clinical background and provides the reader with a brief
overview of brain tumors and treatments in addition to the fundamental principles of MRI
and MRSI and their applications to brain tumor patients.

Chapter 3 covers the physics background and the theoretical simulation of surface and array
coils as a means to provide improved coil designs for optimal parallel imaging reconstructions.
It also briefly describes a development of a simple new design for a two-channel quadrature
traveling wave antenna for MR experiments at 7T scanner (17).

Chapter 4 describes several strategies to find the most robust and accurate algorithm for
producing phase sensitive coil combination of multi-channel, multi-voxel 3D-MRSI data ac-
quired from the brain for clinical purposes in an acquisition time of 5-10 minutes. The
automated pipeline for reconstruction and post-processing are presented (18, 19). Methods
that are considered include first point phasing, unsuppressed/suppressed water referencing,
whitened singular value decomposition and generalized least squared. Each technique is
tested on large population: 6 volunteers and 55 patients with brain tumor (105 exams).

Chapter 5 explains the theory behind compressed sensing in MRI and MRSI applications.
A detailed comparison of three different non-linear reconstruction algorithms is presented:
(1) Non-Linear Conjugate Gradient (2) Stagewise Orthogonal Matching Pursuit and (3)
Projection Over Convex Set. Based on their performance on the brain images, the best
algorithm was chosen to be extended to an MRSI application; to reduce the acquisition time
of the water reference dataset that is used for phase, frequency correction and coherently
combining multi-channel MRSI data (20). Furthermore, an enhanced k-space trajectory
scheme was introduced and incorporated into the pulse sequence of the 3D spectroscopic
imaging for flexible CS-MRSI acquisition.

Chapter 6 details the novel approaches of parallel imaging techniques such as GRAPPA,
SPIRiT and `1-SPIRiT in MRI and MRSI applications. The objective of this chapter was to
find the most robust and accurate algorithm for phase sensitive reconstruction of accelerated
MRSI data acquired from the brain for clinical purposes in an acquisition time of ≈5 minutes
and to automate the reconstruction and processing (17, 21–23). A new approach called AVD-
GRAPPA enabled EPSI is introduced for most robust and accurate PI-MRSI.
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Chapter 2

Background

2.1 Brain Tumor

2.1.1 Brain Cell Types and Functions

The brain is primarily composed of two classes of cells: nerve and glial cells. The nerve cells,
or neurons, are the structural and functional unit of the nervous system. They contain a cell
body, soma and processes which are called axon and dendrites. The axon and dendrites take
part in the conduction of electric impulses via ion movement between neurons and hence
supply the communication network. The four main functions of glial cells are to surround
neurons and hold them in place, to supply nutrients and oxygen to neurons, to insulate
one neuron from another, and to destroy and remove the carcasses of dead neurons (clean
up). Glia are grouped into four types, the astrocytes, oligodendrocytes, ependymal cells and
microglia.

• astrocytes are star-shaped and have long processes that connect them to the outside
of capillary walls and the pia mater. They regulate the transmission of electrical
impulses within the brain in addition to controlling the microenvironment of neurons
and maintaining the integrity of the blood-brain barrier (BBB). The latter is a barrier
between the brain tissue and the blood capillaries that protects the brain by restricting
the entry of all molecules except glucose and amino acid that cross the cell membrane
by means of diffusion and active transportation.
• oligodendrocytes play a role in the production of a lipoprotein called “myelin” that

covers the axons in some nerve cells. The myelin functions as an electrical insulator
and ensures efficient nerve conduction. The parts of the brain that have myelinated
nerve cells appear white and are called the “white matter”. The cortex of the brain
contains mostly the neuron bodies without myelination and appears gray which are
called the “gray matter”.
• ependymal cells line the central canal of the spinal cord and the ventricles of the

brain. These cells are involved in the production of cerebrospinal fluid (CSF) which is a
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colorless acellular fluid that protects the central nervous system (CNS) from concussive
injuries, transports hormones and removes the wastes.
• microglia are the resident macrophage-like cells of the brain and spinal cord and they

get activated in the event of a destructive lesion to clean the cell debris.

2.1.2 Brain Tumor Classification

Brain tumors are classified as either being primary or metastatic in origin. Primary tumors
originate from the cells in the brain, while their metastatic counterparts originate from other
organs and eventually migrate to the brain. While both types of lesions are difficult to treat,
the primary brain tumors are typically more invasive and do not exhibit a defined boundary
relative to healthy tissues. They are classified by the type of brain cells that they arise from
and include:
• neurons (neuroblastoma, ganglioneuroblastoma and ganglioneuroma)
• glia (astrocytoma (originating from astrocytes), oligodendroglioma (originating from

oligodendrocytes), ependymoma (originating from ependymal cells) and mixed type
(exhibiting characteristics of more than one type of glial cell))
• myelin producing schwann cells (schwannoma)
• meninges (meningioma)
• pituitary gland (pituitary tumors)
• pineal gland (pineal tumors)

Primary brain tumors that originate from glia are referred to as gliomas. Astrocytomas are
the most common type of gliomas. Oligodendrogliomas are another common type of glioma
which have better prognosis because they are more sensitive to chemotherapy. Gilomas
can be further divided into a four-tiered scale according to the World Health Organization
(WHO) based upon histological criteria that include the level of invasiveness, growth rate,
similarity to normal cells, and presence of abnormal vascularity:

• Grade I: tumors are slow growing and their borders are well defined. They most often
occur in children and are considered benign.
• Grade II: tumors (low grade) are characterized by invasive cells and the presence of

nuclear atypia. They are treatable and have relatively good prognosis with treatment:
median survival is 5-10 years. These tumors progress to higher grade.
• Grade III: tumors (anaplastic) exhibit nuclear atypia and increased mitosis. Median

survival for anaplastic tumors is around 3 years.
• Grade IV: tumors, called glioblastoma multiforme (GBM), exhibit signs of necrosis

or endothelial proliferation in addition to the rest of the features above. Median sur-
vival for patients with GBM is only 12-15 months. They are, unfortunately, the most
common type of primary brain tumors.

Pathologists define the severity or grade of the lesions on the degree of malignancy or aggres-
siveness that is observed in microscopic analysis of biopsy or surgical samples, which are not
always accurate. Samples from the same patient may correspond to more than one grade. In
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such cases, the diagnosis corresponding to the highest observed grade is the one that is used.
Although grade II glioma have a better overall prognosis, they often undergo transformation
to a higher grade at the time of recurrence and require more aggressive treatment.

2.1.3 Brain Tumor Epidemiology

In 2015, American Cancer Society expected approximately 1.7 million new diagnosis of cancer
in the United States with 590, 000 death (1). In the US this will translate to approximately
23, 000 new cases of brain and CNS cancer this year, with almost 15, 000 deaths. During 2006-
2010 years, 326, 711 brain and CNS tumors were reported for all ages (112, 458 malignant,
214, 253 non-malignant) (2). The incidence rate of all primary brain and CNS tumors was
21.03 cases per 100, 000 person.

The broad category of glioma represents approximately 28% of all brain tumors and 80%
of primary malignant tumors (2). Glioblastoma is the worst common gliomas, while as-
trocytoma and glioblastoma combined accounting for about three-fourths of all gliomas as
defined by the Central Brain Tumor Registry of the United States (CBTRUS). Despite their
relatively low incidence, brain tumors are very deadly, the estimated 5- and 10-year relative
survival rates for malignant brain and CNS tumors are 33.8% and 18.1%, respectively. How-
ever, these is a large variation in survival estimates depending upon tumor histology with
the 5-year survival rates for astrocytoma being 94.4% and only 5% for glioblastoma.

2.1.4 Brain Tumor Diagnosis and Treatment Strategies

There is no screening system available for diagnosing early stage brain tumors. They are
typically diagnosed after the patient presents some symptoms involving headache, seizures,
cognitive or neurological deficits, such as hemiparesis (weakness on one side of the body),
aphasia (impairment of language), or sensory abnormalities, personality changes, nausea or
vomiting. Age, histological grade and tumor location are prognostic factors for survival.

Imaging modalities such as MRI or CT are used to determine the presence of a mass lesion
and its suitability for surgical resection. Histological diagnosis of tumor grade depends upon
the analysis of the tissue samples obtained during biopsy and surgery. Neuro-oncologists use
a combination of factors, including tumor grade and location to select treatment.

Surgical resection is the primary treatment for gliomas, followed by adjuvant radiation (RT)
and chemotherapy. The goal of surgery is to perform a maximal safe resection that reduces
tumor burden and minimizes symptoms while preserving brain functions. Unfortunately
the infiltrative nature of gliomas may make it impossible to remove the entire tumor due
to proximity to critical cortical areas and difficulty in defining the location of the margin.
Following resection, pathologists define the severity or grade of the lesions on the degree
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of malignancy or aggressiveness based upon the microscopic analysis of biopsy or surgical
samples.

Directly after surgery, radiation therapy is used to kill residual tumor cells by inflicting DNA
damage. The target area is planned based on MRI images with the goal of delivering the
highest does to the tumor and minimizing damage to normal tissue. Stereotactic radiosurgery
or gamma knife is used to treat tumors in locations that are impossible to reach surgically.

Chemotherapic agents are used to further suppress disease progression by targeting rapidly
dividing cells in the body. The number of chemotherapy agents effective in the brain is
limited due to the presence of BBB, which prevents large molecules from entering the brain
tissue from the bloodstream. Temozolomide (TMZ) is one of the few agents that can easily
cross the BBB and is the current standard of care for patients with high grade glioma.

In the recent years there has been a significant interest in using anti-angiogenic drugs, such
as bevacizumab (Avastin) for treatment of GBMs which are highly vascular and rich in
protein known as vascular endothelial growth factor (VEGF) which promotes new blood
vessels. Traditionally it was thought that these drugs prevent tumor growth by inhibiting
the formation of new blood vessels and promoting regression of existing vessels. However,
there is still no consensus on the mechanism of these drugs and, while reducing inflammation
around the lesion and delaying progression have been shown to make them more infiltrative
and, their effectiveness in improving overall survival is still under debate. Selecting the most
effective treatment protocol, parameters and timing of individual therapies for different types
of tumors remains unknown and is an active area of medical research.

Patients receive serial scans to capture the extent of resection, presence of residual tumor,
and to monitor treatment, response to therapy and disease progression. Since it is often
impossible to completely kill all the tumor cells, the disease will eventually recur at or
near the location of the original lesion. At that point another cycle of treatment may be
prescribed, unfortunately mutation and natural selection of cells that are resistant to therapy
means that the recurrent tumor is often more malignant than the primary one.

2.2 Fundamentals of Magnetic Resonance Imaging

(MRI)

MRI is the leading diagnostic imaging modality used for evaluation of brain tumors due
to its non-invasiveness, use of non-ionizing radiation, exquisite soft-tissue contrast, multi-
dimensional imaging capability, and accurate presentation of structural, functional and
molecular characteristic of healthy and diseased tissues. The property of Nuclear Magnetic
Resonance (NMR) was first described by Isidor Rabi in 1938. Edward Mills Purcell and Felix
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Bloch further extend this concept into the use on liquids and solids in 1946 and received
the Nobel Prize in Physics for their work in 1952. Since then, NMR has become a powerful
tool for chemical and structural analysis of different molecules. Paul Lauterbur and Peter
Mansfield used the principles of NMR to produce non-invasive images of the body and were
awarded the Nobel Prize in Medicine or Physiology in 2003. Over the past 40 years, MRI
has become a widely available technology and been applied to address many biomedical
problems. In this section the basic phenomenon of NMR is considered. After establish-
ing the Larmor resonance condition with combination of classical and quantum mechanical
arguments, the NMR signal generation and detection, and MR image formation is briefly
discussed. Following an introduction to the k-space formalism, which provides a quantitative
description of any MRI sequence, the principles of fast MRI methods are discussed.

2.2.1 Spin, Magnetic Moment, and Magnetization Dynamics

NMR is based on the interaction between atom and an external magnetic field. The atom
is the smallest unit of matter and is comprised of a cloud of electrons and a nucleus that
consists of protons and neutrons. In quantum mechanics, an individual unpaired elementary
particle (e.g., proton, electron, or neutron) have a property of angular momentum called
spin. The spin quantum number takes on values in multiples of 1

2
that can either be positive

or negative. Nuclei with an odd number of protons and/or neutrons has a non-zero spin and
is therefore NMR active. The most important nuclei with I = 1

2
are 1H, 13C, 15N and 31P ,

however, due to the abundance of the hydrogen atoms in the human body, 1H is widely used
to obtain signals for imaging.

A nuclear moment spins around its own axis creating a microscopic magnetic field called a
nuclear magnetic dipole moment, µ. In resting state, the spins of the nuclei in the tissue
are oriented randomly, making combined magnetization zero. However, in the presence of a
static external magnetic field, 1/2-spins tend to orient in two possible directions, parallel or
anti-parallel to the B0 field as demonstrated in Figure 2.1. The lower energy level (α spin
state) corresponds to magnetic moments parallel with B0, while spins in the higher energy
level (β spin state) have an antiparallel alignment with B0. Because of the spin angular
momentum, the external magnetic field will generate a torque on the magnetic moment, µ,
and create a rotational movement called procession, which can be described as:

dµ

dt
= γ µ×B0 (2.1)

where µ is the net magnetic moment of a single nucleus and B0 is the external magnetic
field. In the Cartesian coordinate system, assuming the direction of external magnetic field
B0 is along z-axis, the solution of this differential equation is:

ω0 = γ B0 (2.2)

where γ is gyromagnetic ratio. This solution implies that the nuclear magnetic moment
rotates around z-axis with an angular frequency of ω0 which is called Larmor frequency and
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Figure 2.1: (a) Spins are oriented randomly at thermal equilibrium. (b) When a static
magnetic field is applied, there is a net magnetization vector Mz. (c) A nuclear spin precesses
in the presence of an external magnetic field about B0. (d) In a macroscopic level the 1/2-
spins distribute themselves among two possible orientations according to the Boltzmann
equation with net magnetization Mz.
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the magnitude of the magnetic moment and its angle with z-axis remains unchanged during
procession.

Figure 2.1(b) shows a sample containing many spins, which are randomly distributed on
the cones and due to the small energy difference between two states, there will be small
difference in the population of these spin states. This energy difference between these two
states can be calculated by:

∆E =
γ h

2π
B0 (2.3)

where h is the Planck’s constant. Furthermore, the population difference can be calculated
using the Boltzmann equations as follows:

nα
bβ

= exp
(∆E

k T

)
(2.4)

where nα is the number of spins in the (low energy) state, nβ is the number of spins in
the (high energy state), k is the Boltzmann constant and T is the absolute temperature.
Furthermore, the detectable magnetization, M, can be estimated as:

M ≈ γ2 h2 B0 ρ

4 k T
(2.5)

where ρ is the total number of spins, h is the Planck’s constant, k is the Boltzmam con-
stant and T is the absolute temparture. The amplitude of the magnetization is directly
proportional to the spin density and the strength of the external magnetic field.

2.2.2 RF Excitation and Signal Formation

In order to observe nuclear magnetization M, the precessional motion needs to be detected
by the scanner but at thermal equilibrium the spins have no phase coherence in the transverse
plane and the net longitudinal magnetization is a static vector. M can only be observed
by rotating the net longitudinal magnetization towards the transverse plane. This can be
accomplished by using a second magnetic field that is oscillating in the transverse plane.

The oscillating magnetic field, B1(t) needs to rotate in the same manner as the precessing
spins and can be generated by an RF coil to excite the spins and establish a coherent phase
among these randomly precessing spins. The radiation energy must be equal to the energy
difference between the spin states to create a coherent transition of spins from one state to
another. For all currently available magnets, the energy level difference between the two
spin states corresponds to electromagnetic radiation in the RF range. Thus B1(t) needs to
have a carrier frequency equal to Larmor frequency and in a direction that is perpendicular
to B0 since this field is applied only for a short time, it is usually referred as an RF pulse.
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Figure 2.2: (a) Excitation of magnetization in the nonrotating, laboratory frame xyz. (b)
Excitation of magnetization in the rotating frequency frame x′y′z′

During the RF pulse, the longitudinal magnetization will precess about both B0 and B1

experiencing a torque from the applied B1 field, which results in a rotation of M towards
the transverse plane. Due to the simultaneous effect of these two external magnetic fields,
the rotation of M is rather complex. Figure 2.2 illustrates the excitation of magnetiza-
tion in both, the non-ratoting laboratory frame xyz and rotating frame x′y′z′; the latter is
considerably simplifies the rotation concept.

In non-rotating frame, the longitudinal magnetization M is initially aligned with the z-axis
and precesses about both the static magnetic field B0 and the irradiating RF field B1 in
the transverse plane. This results in a rotation towards the transverse plane due to B1

and a simultaneous precession at the Larmor frequency about B0. In the rotating frame,
the RF pulse becomes a static field since it is rotating at the same speed as the rotating
frame (Larmor frequency). Initially at thermal equilibrium the Boltzmann distribution of
individual spins creates a net magnetization vector along z′-axis. Since the individual spins
have no phase coherence, there is no net magnetization in the transverse plane. Applying
B1 along -x′-axis rotates the magnetization towards +y′-axis which is equivalent to creating
phase coherence between spins. When the magnetic field B1 is set to give complete excitation,
the spins have reached complete phase coherence resulting in a net magnetization vector
along +y′-axis and no magnetization remains along z′-axis.

The angle between B0 and M is called flip angle, and is determined by:

θ = γ B1 τ (2.6)
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Figure 2.3: (a) Following an excitation pulse, the NMR signal is detected by the RF receiver
coil surrounding the sample. (b) The free induction decay (FID) of nuclear magnetization.

where τ represents the RF pulse duration. Immediately after applying the RF pulse, the
transverse magnetization starts to precess at its Larmor frequency and decays with a time
constant which is discussed in details in the section 2.2.5. Based on the Faraday’s Law of
electromagnetic induction and the principle of reciprocity, this rotating magnetization could
be detected as a weak oscillating voltage by a receiver coil surrounding the sample which is
shown in Figure 2.3(a). The sum of the precessing transverse magnetization over the volume
of the object is recorded as the MR signal and it is called “free induction decay” (FID) as
shown in Figure 2.3(b).

2.2.3 Spatial Localization

To distinguish between the signals coming from different parts of the object, the resonance
frequency ω0 is made position-dependent, such that after Fourier Transform (FT), the differ-
ent frequencies correspond to spatial position. This is accomplished by making the external
magnetic field position-dependent with a help of three orthogonal magnetic field gradients,
(Gx, Gy, Gz), which their amplitude varies linearly with position as illustrated in Figure 2.4.

These magnetic field gradients are generated by electrical currents in specially shaped coils
within the bore of the magnet and with addition of the static magnetic field B0 generate a
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Figure 2.4: The magnetic field strength generated by each gradient in x,y,z direction increases
linearly with position, as illustrated by the arrows amplitudes and the color of the planes.The
isocenter, the middle plane with white color, has a magnetic field strength of zero.

slightly different magnetic field at each position r which can be described as:

B(r) = B0 + rG (2.7)

ω(r) = γB0 + γrG (2.8)

ω(r) = ω0 + ∆ω(r) (2.9)

Using Equation 2.9, all three dimensions of a 3D object can be encoded using either frequency
or the phase of the signal to obtain spatial information.

Using the gradients to establish a relationship between the position of spins and their pre-
cessional frequency is called “frequency encoding”. If a gradient field is applied for certain
duration and then turned off to result in a phase variation across the object, it is called
“phase encoding” of the spins. The time integral of a gradient field multiplied by γ/π is
called the spatial frequency variable “k” along that direction. A collection of varying gradient
strengths result in different k values that are collectively referred to as the “k-space”.

2.2.4 k-space Description of Signal Reception

MRI can be described as an expensive Fourier Transform machine, i.e. it is a modality
where the raw data are collected in the spatial frequency domain a.k.a “k-space” and must
be transformed to recover signals in the spatial domain.
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One must transverse k-space to acquire the data, therefore, the key idea for the acquisition
in MRI is that the operator manipulates gradient fields over time to control the collection
of data in spatial frequency domain.

Taking few steps back, as mentioned previously, only the Mxy component of magnetization
M is detected by MRI scanners. The received signal is the summation over the volume as
follows:

p(t) =

∫
x

∫
y

∫
z

Mxy(x,y, z, t) dx dy dz (2.10)

Equation 2.10 does not include the time varying precession factor which is normally ex-
pressed by a complex number e(−jω0t) because it assumes that the magnetization signal is
demodulated to baseband before detection. In order to capture spatial images, gradient
magnetic fields are used on top of the main B0 field to create intentional spatial variations
in magnetic field as illustrated in Figure 2.4 to achieve spatial localization and this local
spatial distribution is not reflected in Equation 2.10 yet. The signal received from a spatial
image is the superposition of magnetization density multiplied by the phase that depends
on spatial location and Equation 2.10 can be rewritten accordingly:

p(t) =

∫
x

∫
y

Mxy(x,y) e−j (γ Gx x+ γ Gy y) t dx dy (2.11)

where kx(t) =

∫ t

0

γ

2π
Gx(τ) dτ and (2.12)

ky(t) =

∫ t

0

γ

2π
Gy(τ) dτ then (2.13)

p(t) =

∫
x

∫
y

Mxy(x,y) e

(
−j2π

[
kx(t)x+ky(t)y

])
dx dy (2.14)

In summary, the received signal p(t) is the 2D Fourier transform of the magnetization Mxy.

Figure 2.5 illustrates the graphical interpretation of the signal equation with a Cartesian k-
space readout trajectory. As presented by Equations (2.12 , 2.13) and illustrated in Figure 2.5
(a,b), the integral of the gradients determines the region of k-space covered. In Figure 2.5 (a),
the Gy gradient is used for phase encoding; it moves the acquisition to a specific ky position,
after which the Gx gradient, “frequency encode”, accomplishes traversal of a horizontal line
in k-space. During the traversal of the k-space line, the detection circuitry is activated and
data are collected. The phase encode can then be repeated with different gradient amplitude
to cover different lines in k-space. Figure 2.5 (c) shows lines being readout in the 2D k-space,
but this can be easily extended to 3D lines if the kz dimension were added.

Figure 2.5 (c,d) shows that the extend to which k-space is covered determines resolution in
the object domain. Higher resolution can be achieved by going out further in k-space and
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Figure 2.5: Coverage of k-space. (a) Time course of gradients. (b) Corresponding k-space
traversal. (c) The gradients in (a) are repeated with different phase encode amplitude Gy

to cover the entire k-space. (d) The k-space data are inverse Fourier Transformed to create
the original image.

capturing the higher spatial frequency components, to accomplish this, the product γ
2π

G t
has to increase.

∆x =
1

2k(x,max)

(2.15)

∆y =
1

2k(y,max)

(2.16)

Figure 2.5 (c,d) shows that k-space sampling determines the coverage in the object domain.
The Field of View (FOV) can be increased by sampling k-space more finely, which is limited
in the ky direction by the number of lines collected and is related to the phase encoding step
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Figure 2.6: Original Image vs Aliased Image. (a) Acquired at or above Nyquist sampling
rate. (b) Acquired below Nyquist sampling rate.

size.

FOVx =
1

∆kx
(2.17)

FOVy =
1

∆ky
(2.18)

The FOV chosen should be larger than the size of object images, i.e. ∆k needs to be suffi-
ciently small (Nyquist Criterion); otherwise, ghosting (aliasing) would occur as illustrated in
2.6. To obtain an image with a specific resolution and FOV, the number of samples required
may be very time consuming because the raw data are typically acquired line by line, and
the pulse sequence must be repeated for each of these lines in order to build up a full data set
in k-space. Approaches for accelerating the data acquisitions are introduced and discussed
in section 2.2.6.
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2.2.5 Relaxation and Image Contrast

Following the excitation of the spins using an RF pulse, they gradually loose their phase
coherence and return to their thermal equilibrium. Decay of the magnetization along the
xy−axis and a simultaneous regrowth of the magnetization along the z-axis can be described
by the Bloch equation:

dM

dt
= γ M×B− Mxi+ Myj

T2

− (Mz −M0
z)k

T1

(2.19)

where M0
z is the magnetization value at the presence of B0 only.

T1 or spin-lattice relaxation time constant measures the time for the magnetization to grow
back to 63% of its original value along the z-axis. Longitudinal relaxation is the process by
which spins release energy into the surrounding lattice environment allowing the longitudinal
magnetization Mz to recover to equilibrium M0. After a 90◦ pulse,

Mz(t) = M0 (1− exp(− t

T1

)) (2.20)

T2 or spin-spin relaxation time constant measures the time for the transverse magnetization
to decay to 37% of its value after RF excitation pulse. Transverse relaxation is the pro-
cess by which spins lose their coherence through spin-spin interactions and the transverse
magnetization Mxy returns to zero.

Mxy(t) = M0 exp(− t

T2

) (2.21)

In practice, Mxy decreases even faster since magnetic field inhomogeneity and susceptibil-
ity effects cause spin to dephase as well. T∗2 takes into the account the relaxation due to
inhomogeneity of the magnetic field T2i in addition to spin-spin interactions T2:

1

T ∗2
=

1

T2

+
1

T2i

(2.22)

The relaxation constants T1 and T2 vary depending on the tissue types, which generating
different contrast between biological tissues as illustrated in Figure 2.7 and Table 2.1. In
general, T2 values are much less dependent on B0 than T1. Both of the them are strongly
influenced by the water content of the tissue and vary significantly in abnormal tissues, which
is one of the reason why MRI is highly sensitive tool for imaging brain. The intensity of the
MR signal, p, depends on parameters such as TR, TE, T1, T2 and the spin population ρ as
described by:

p = ρ (1− exp(−TR
T1

)) exp(−TE
T2

) (2.23)
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Image-Weighting TE TR

T1 weighted short short
T2 weighted long long.
Proton density-weighted short long

Table 2.1: Relationship between TE, TR and various image-weighting
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Figure 2.7: T1-T2 Relaxation Contrast Mechanism

2.2.6 Accelerated MRI

The k-space formalism is necessary to understand the principles behind the accelerated MRI
which can be divided into three main categories. One method that has been applied uses
modified or non-cartesian k-space sampling strategies such as echo planar, spiral or radial
scanning. These trajectories acquire data at arbitrary positions in k-space due to the variable
gradient waveform, whereas cartesian sampling acquires data at regular positions, due to the
constant readout gradient. In the most extreme case, Ultra-fast MRI sequences lead to single
shot scans, in which the entire k-space is acquired in a single acquisition and therefore require
considerable more complex reconstruction algorithms than the simple Fourier Transform.

Another method to reduce k-space sampling are strategies such as compressed sensing. This
method acquires less number of k-space samples (sub-nyquist) in a “randomly” fashion.
Many signals are sparse in some domain, that is the same amount of information can be pre-
sented in smaller number of coefficients in that particular domain and compressed sensing
takes advantage of that redundancy in the measurement domain. In this case, a more involved
non-linear reconstruction method can accurately solve this under-determined (randomly un-
dersampled) system of linear measurements by forcing the sparsity and data consistency
constraints.
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A third approach is to use multi-channel receiving coils and parallel imaging reconstruction
techniques. This scheme utilizes spatially varying sensitivity from different channels of RF
array to reduce the encoding time. This type of reduced k-space sampling produces coherent
aliasing images in individual receivers however by much more demanding reconstruction
methods and exploiting sensitivity profiles from each coil, one can unfold these aliased images.
In general, there are two commercially available implementations of parallel reconstruction,
image domain techniques and k-space domain techniques. All approaches aim for the best
compromise between minimizing localized image artifacts on one hand and image noise on
the other hand. The maximum reduction factor is limited by the number of independent
coil elements and by the depth inside the body.

Rather than providing a complete overview of fast MRI methods, the discussion here is
limited to the ultra fast echo planar imaging (EPI) based pulse sequences that initially was
proposed by Mansfield. EPI is arguably the fastest method and forms the basis for a wide
range of other fast MRI sequences and it is well suited to illustrate some of the consideration
involved with fast MRI methodology. The compressed sensing (CS) and parallel Imaging
(PI) methods will be introduced and discussed in the later chapters throughout this thesis.

The basic pulse sequence for gradient-echo EPI is shown in Figure 2.8 (a), with corresponding
k-space trajectory shown in Figure 2.8 (b). The first two gradients (blue trapezoids) bring
the start of k-space sampling to the edge of k-space at (−kx,max,−ky,max). The frequency-
encoding gradient Gx (orange trapezoid) leads to the generation and acquisition of the
first gradient-echo along the k-space line ky = ky,max with −kx,max ≤ kx ≤ +kx,max. A
phase-encoding blip (blue triangle) brings the k-space position to (+kx,max,−ky,max + ∆ky),
after which sign-reversal of the frequency-encoding gradient Gx (yellow trapezoid) leads
to the generation and acquisition of the second gradient-echo along the k-space line ky =
−ky,max + ∆ky with +kx,max ≤ kx ≤ −kxx,max.

It is straightforward to see that all of the k-space can be sampled with a “back-and-forth”
frequency encoding trajectory between −kx,max and +kx,max in which the second dimension
evolves from −ky,max to +ky,max by constant-amplitude phase-encoding blips of ∆ky. Max-
imum echo formation is achieved when ky = 0, which corresponds to the middle echo in
k-space. The k-space sampling during spin-echo EPI is similar to that of gradient-echo EPI
with the most noticeable difference that the application of a 180◦ pulse leads to refocusing
of phase evolution due to magnetic field inhomogeneity for the echo in the center of k-space.

Direct Fourier transformation of the acquired EPI data does not result in a recognizable
image due to differences between the odd and even echoes. The odd and even echoes are
acquired in opposite directions in k-space and need to be time-reversed. Also eddy currents,
gradient asymmetry and magnetic field inhomogeneity can all cause residual differences be-
tween even and odd echoes leading to ghosting in the image domain. The use of a reference
dataset acquired without phase-encoding blips, is a robust method to significantly reduce
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Figure 2.8: (a) Gradient-Echo EPI Sequence. (b) Corresponding (single-shot) k-space tra-
jectory.

these ghosts. The reasoning being that without phase-encoding gradients all echoes in the
reference data set should be identical (aside from T∗2 relaxation). Therefore any differences
between echoes must be attributed to experimental imperfections and can be used to correct
the phase-encoded EPI dataset resulting in reduction of ghosting.

EPI is exceptionally sensitive to experimental imperfections, like eddy currents, gradient
asymmetry and magnetic field inhomogeneity. A pixel with a magnetic field inhomogeneity
shifts in the frequency- and phase-encoding direction which become a significant problem
specially at higher magnetic fields due to their encountered inhomogeneity. Besides improv-
ing the magnetic field homogeneity, the pixel shift can only be reduced by increasing the
bandwidth (at the expense of a reduced SNR) or decreasing the number of phase-encoding
increments per excitation. In the case when not all phase-encoding increments are acquired
following a single excitation (multi-shot EPI), the geometric distortion in the phase-encoding
direction reduces significantly. Furthermore, acquiring k-space over multiple excitations also
allows a reduction of the minimum attainable echo-time, which can be an effective method
to improve sensitivity or image contrast. The only downside of multi-shot EPI is that the
experiment duration becomes multiple of TR, which can present an obstacle when very fast
dynamic processes are studied such as cardiac MRI and fast functional responses.

2.2.7 MRI of Brain Tumor

Pre- and post-contrast T1-weighted imaging and T2-weighted fluid attenuated inversion re-
covery (FLAIR) are the two common types of MR imaging sequences used for tumor local-
ization. The gadolinium (Gd) is a common contrast agent used in MR imaging. Figure 2.9
shows a post-contrast T1-weighted and T2-weighted images of several brain tumor patients.
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Figure 2.9: Post-gadolinium T1-weighted and T2-weighted images from patients with various
tumors.

Tumor is usually seen as a hypointense area in the T1-weighted images before Gd injection.
After the contrast administration, Gd leaks into the areas of the brain where the BBB is
disrupted, resulting in hyperintense regions due to the shortening of T1.

T2-weighted FLAIR images are acquired with an inversion recovery spin-echo sequence which
starts with an additional 180◦ RF pulse tipping the magnetization into the z-axis. The mag-
netization starts relaxing back to its thermal equilibrium. After an inversion time (TI), the
90◦ RF pulse is applied followed by the regular spin echo sequence. The magnetization that
is at z=0 at time TI does not experience the 90◦ RF pulse, and can not have a contribution at
the resulting spin echo. This technique is commonly used to suppress the signal coming from
the CSF in brain tumor imaging to allow for a better differentiation of edema. T2-weighted
FLAIR images show low intensity at the CSF locations, and hyperintensity in the areas of
tumor, edema, and necrosis due to increased water content.

Although MRI is highly sensitive in tumor detection, the true margin of tumor border may
be difficult to assess especially in infiltrative tumors such as glioma. This is in part due to
infiltrative growth pattern of gliomas into adjacent normal brain tissue, and therefore they
often do not have grossly or macroscopically definable margins. Physiological or metabolic
MR imaging techniques like MR spectroscopic imaging, diffusion weighted imaging or per-
fusion weighted imaging are investigated to better the diagnostic capability of MRI and the



CHAPTER 2. BACKGROUND 25

treatment planning and the prognosis of patients.

The combination of MRI and MRSI has been suggested to be more effective in tumor lo-
calization (3–8), directing tissue sampling (9, 10), assessment of progression and predicting
outcome (5, 11–14), treatment planning (5, 9, 15), radiation therapy planning (16, 17), focal
therapy (9, 10, 18, 19), and assessing response to therapy (5, 9, 10, 20–22) than MR imaging
alone.

2.3 Fundamentals of Magnetic Resonance

Spectroscopic Imaging (MRSI)

In-vivo MRSI is an important research tool and clinical imaging tool for providing biologically
relevant information for assessing the underlying mechanisms of disease and for monitoring
response to therapy (23). Both MRI and MRSI are applications of the NMR phenomenon:
while MRI is primarily based on signal coming from protons in water, MRSI is obtained by
differentiating the signals coming from proton in small metabolites. The resonance condition
in NMR signal of MRI application is used to obtain the spatial information whereas, in MRSI
is used to provide spectral information. The general schemes for MRI/MRSI data generation
and subsequent data analysis are presented in Figure 2.10.

MRSI technology is built upon earlier work of localized single voxel spectroscopy (MRS)
that was first described by Brown et al in 1982 (24) and further developed by Maudsley et
al in 1983 (25). In recent years, MRSI has reached a remarkable degree of maturity and
has attracted considerable amount of interest in clinical applications, however despite those
interests, several technical challenges currently limit the widespread of clinical acceptance
and usage of MRSI. The fundamental challenge with all MRSI is low concentration, ≈ 5
mM vs ≈ 55 mM water which is 10000 loss of SNR. MRSI historically has required a high
degree of user training in exam prescription which makes its integration into clinical setting
very difficult. Among the challenges faced in acquisition such as long acquisition times, low
spatial resolution, poor coverage, interfering signal from fat tissues and sinuses, challenges
in reconstruction, post-processing and quantification are also nontrivial. In our laboratory,
robust techniques have been developed to automate MRSI prescription and acquisition and
to improve the coverage of the brain while ensuring high quality data. These tools have
been validated on healthy volunteers and patients with brain tumors and implemented in
the hospital for routine clinical research examinations (? ). The increasing availability of
high field scanners and multichannel radio frequency coils has also provided the opportunity
to acquire in-vivo data with significant improvements in sensitivity and signal to noise ratio.
These capabilities may be used to shorten acquisition time and provide increased coverage.
The ability to acquire rapid, volumetric MRSI data is critical for examining heterogeneity in
metabolic profiles and for relating serial changes in metabolism within the same individual
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during the course of the disease. This section will describe the principles and data acquisition
and reconstruction of spectroscopic imaging and its use for brain tumors. Throughout this
thesis we discuss strategies and their implementations that use alternative k-space sampling
trajectories and parallel imaging methods in order to speed up data acquisition for easier
implementation in clinical settings.

Before explaining any advanced techniques that are developed here, one has to understand
the basic of spectroscopy. In this section the basic phenomena in NMR signal of the MRSI
application such as chemical shift and J-coupling will be described. The principles underlying
MRI apply for many MRSI techniques, therefore, following sections concentrate on describing
the challenges and concentrations of the MRSI pulse sequences. Some elementary data-
processing of raw MRSI signals are presented. Additionally, a brief introduction to the k-t
space formalism is given to provide a quantitative description of any MRSI sequence and the
principles behind the fast MRSI methods.

2.3.1 Chemical Shift and J-Coupling

As seen previously, the essential concept of MRI is that the resonance frequency ω0 is made
position-dependent, such that after Fourier transformation the different frequencies corre-
spond to spatial position rather than frequency shift as in MRSI. MR spectroscopic imaging
is based on the principle that not all protons in a molecule have resonance at the same
frequency (26). There are two main basic principles behind the formation of an MR spectro-
scopic signal, called a “spectrum”. The “chemical shift” is the reason that multiple frequency
components are observed within the signal from a single location. The “J-coupling” is the
phenomenon that controls the multiplicity of the spectral peaks causing a split peak appear-
ance. These two concepts will be briefly discussed here.

Chemical Shift:

The magnetic field experienced by a proton is influenced by multiple factors, i.e. the reso-
nance frequency ω0 not only depends on the gyromagnetic ratio (γ) and the external magnetic
filed (B0) but is also highly sensitive to the chemical environment of the nucleus under in-
vestigation, which is referred to as the chemical shift (δ). Electron clouds around protons
are known to create minimal magnetic fields opposing the primary applied static magnetic
field (B0), reducing the magnetic field sensed by the protons. This effect is called “shield-
ing” of electrons. Thus, the protons of the a molecule placed in a magnetic field experience
slightly different field strengths due to the variation in their electron environment, leading
to different resonance frequencies, ω, defined as,

B = B0(1− σ)

ω = γB0(1− σ) (2.24)
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where ω is the chemical shielding constant. Obviously, the frequency of a shielded proton
is dependent on the strength of B0. To avoid the dependency and creating an absolute
frequency scale, chemical shifts are expressed in terms of parts per million (ppm) rather
than radians or Hertz (Hz). By convention the chemical shift δ is defined as:

δ =
ω − ωref
ωref

× 106 (2.25)

where ω and ωref are the frequencies of the compound under investigation and of reference
compound, respectively. A widely accepted reference compound for 1H and 13C NMR is
tetramethylsilane (TMZ) to which δ = 0 has been assigned. For example, the resonant
frequency of fat protons differ from water protons by 225 Hz at 1.5 T and 450 Hz at 3T, but
this difference is 3.5 ppm in both cases. The normal way of displaying MR spectra is to plot
high ppm values on the left, and low ppm values on the right.

J-Coupling:

The NMR resonance frequencies or chemical shifts give direct information about the chemical
environment of nuclei and aid in detecting the compounds. An additional feature that can
be observed in high-resolution NMR spectra is splitting of resonances into several peaks,
a phenomenon called J-Coupling or spin-spin coupling. This is because the protons under
investigation can be influenced by the electrons through the chemical bonds that are three
or less bonds away in distance. J-coupling contains information about bond distance and
angles and most importantly provides information on the connectivity of the molecules.
Unlike chemical shift, the J-coupling is independent of the applied magnetic field and the
frequency difference between the multiple peaks of a proton stays the same and depends on
the coupling interaction between the spin groups and this constant frequency difference is
called a “J-coupling constant”.

For a 1/2-spin system such as protons, each neighboring spin can have one of two possible
spin orientations in the presence of B0, either spin-up or spin-down. Thus the magnetic field
sensed by the proton under investigation can be altered by ±∆B resulting to process faster
or slower than normal. This results in the observation that n protons will split the adjacent
protons to n + 1 peaks and the intensities of these peaks are simply result of the possible
spin orientations.

Thus, the spin-spin splitting can be explained by the n+ 1 rule in its most simplistic form.
This rule states that protons that have n neighboring protons have n + 1 peaks as a result
of their interactions. However, the n + 1 rule only applies when the neighboring protons
are chemically equivalent to each other. The mechanism in which the splitting patterns and
intensities occur for other types can be rather complicated and beyond the scope of this
introduction however more information can be found in (26).
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Figure 2.11: Chemical structure and simulated 1H spectrum of Lactate.

As a simple example Figure 2.11 shows the NMR spectrum of lactic acid (lactate) which is
the end-product of anaerobic glycolysis pathway and the major interest in cancer research.
Based on n + 1 rule, as shown in Figure 2.11, lactate (Lac) would have 4 peaks (quartet)
at 4.10 ppm for the single methine group (CH) because of the three protons on the methyl
(CH3). Similarly, the three equivalent methyl group would have 2 peaks (doublet) at 1.31
ppm because of the one neighboring proton of methine group. Increased lactate concentration
have been observed under a wide variety of conditions in which blood flow is restricted such as
hypoxia and tumor. In these cases in the brain, Lac overlaps with macromolecular resonances
and large subcutaneous lipid. However, lactate can be detected with adequate localization
and spectral editing techniques which is discussed in later section.

2.3.2 MRSI Data Acquisition

MRSI pulse sequences use a combination of frequency and spatially selective pulses to sup-
press unwanted signals (such as water and fat) and localize metabolites of interest to specific
regions of the anatomy. Given the accurate volume selection, then the next step is to perform
spatial encoding in a manner that can be reconstructed to provide an array of spectral data.
Figure 2.10 (b) illustrates conventional phase-encoded MRSI pulse sequence, in which the
phase encoding gradient amplitude is incremented once per TR which is the most commonly
used MRSI method and still represents the gold standard for sensitivity and localization per-
formance. The next few sections briefly describe each module of the pulse sequence shown
in Figure 2.10 (b) for brain MRSI acquisition.

MRSI acquisition cannot be portrayed without discussing point spread function (PSF), which
describes the spread of signal from a point source into neighboring voxels as a result of the
finite extent of the encoded k-space points (k-space sampling). For uniform k-space sampling,
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the PSF is a sinc = sinx
x

function which is the Fourier Transform of the rectangular sampling
window. Meaning, for a point source in the center of the voxel the zero crossings of the PSF
functions happens exactly in the centers of the neighboring voxels. In other words, there
is no signal spread to adjacent voxels and the image of the point source is a single bright
voxel. However, a point source located at the edge of a voxel leads to considerable spread
of signals into neighboring voxels. The signal contamination of sinc function has positive
and negative contributions depending on the distance from the origin of the PSF due to
side-lopes of the sinc fucntion, which can lead to very complex signal interference. PSF is a
direct consequence of the coarse spatial resolution of MRSI and this so-called Gibbs ringing
phenomena is also present in conventional MRI, but it is less visible than in MRSI due to
the considerably higher spatial resolution.

Brain metabolite levels are on the order of 10 mM or less, whereas water and lipid (fatty
tissues under the skin) in brain are approximately 50-80M. Therefore, water and lipid sup-
pression techniques are critical for proton spectroscopy in order to reliably observe the much
smaller metabolite signals. Since both water and lipid resonances have shorter T2 relax-
ation times than many metabolites, suppression factors are also usually better in long TE
compared to short TE spectra, but use of a long TE alone is insufficient to obtain sufficient
suppression and short TE spectrum are more desirable since they provide more information.

Water Suppression:

The quality of water suppression is often directly related to the magnetic field homogeneity,
and the quality of spatial localization. Water suppression should achieve a reduction to a de-
gree that water does not limit the dynamic range of the receiver, water does not significantly
affect the spectral baseline and vibration-induced sidebands of the water are negligible. More
important than the absolute degree of suppression is the shape of the water peak. Mean-
ing, a relatively large but approximately Lorentzian shaped water peak is easily removed
by post-processing methods. However, an incompletely dephased water peak, spread out
over a wide frequency range will lead to a significant baseline distortion which is not easily
removed by post-processing methods. Therefore, some of the criteria to evaluate different
water suppression methods are but not limited to degree of suppression, insensitivity to RF
imperfections, ease of phasing the spectra, and insensitivity to relaxation effect.

The most common approach to suppress the water is to pre-saturate the water signal using
frequency selective pulses prior to the localization in the MRSI sequence. As shown in
the Figure 2.10 (b), Chemical shift selective (CHESS) pulses (27) are 90◦ single frequency
selective excitation pulses followed by big dephasing gradients. By using more than one
pulse, and with a correct choice of flip angles (28), very good suppression factors can be
obtained (>1000).

Since some T1 relaxation will occur between the suppression pulse and the read-out pulse
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of the localization sequence, a flip angle somewhat greater than 90◦ is required in order to
catch the water longitudinal magnetization at its null point. By using more than one pulse,
the sequence can be designed to give good suppression factors over a range of T1 relaxation
times and B1 field strengths (B1 inhomogeneity) (28).

This procedure leaves the spin system in a state where no net magnetization of the compo-
nent resonating at the selected frequency is retained. The other components resonating at
different frequencies than the selected frequency remain entirely unaffected in the form of z-
magnetization. Then, subsequent 90◦ excitation pulse of the pulse sequence only excites the
frequencies which have z-magnetization. Therefore, the resulting image or spectra contain
minimal signal intensity for the suppressed frequency.

Lipid Suppression:

Interference from lipid signal has long been a major problem in MR spectroscopy. Very large
lipid signals can be produced by tissues that have a large fraction of adipocytes and signals
from those regions can be very problematic in spectroscopy in terms of bleeding into nearby
voxels (Gibbs ringing) due to the coarse resolution of MRSI. Although subcutaneous lipid
signal needs to be suppressed, the lipid within the lesion of brain is a valuable biomarker for
tumor malignancy (29). So, while water signal can be successfully suppressed in brain using
frequency selective techniques such as CHESS, subcutaneous lipid peaks are more difficult to
suppress spectrally without precluding the lipid in brain lesions and the compounds such as
Lactate and NAA which resonate in the same region of the spectrum. Alternatives techniques
are pre-saturating the regions that would produce large lipid signal.

Currently the most commonly employed methods for lipid suppression, namely volume pre-
localization, outer volume suppression (OVS) and very selective saturation pulses (VSS),
utilize the difference in spatial origins of lipids and metabolites. Since the subcutaneous
lipids are either not excited/refocused or excited but suppressed, they do not contribute to
the detected signal.

Volume pre-localization methods use localization techniques such as STEAM and PRESS
(described in details in the next section) to select a relatively large rectangular volume inside
the brain. The human (or animal) brain is not rectangular in any orientation, and volume
pre-localization destroys signal from cerebral tissues on the edge of the brain. This can
be problematic when abnormalities are present at the brain periphery, such as encountered
in stroke or tumors. Two other effects become especially pronounced during volume pre-
localization, namely imperfect slice profiles and the chemical shift displacement (described
in the following sections).

OVS is usually implemented with a number of saturation bands or sat bands with each sat
band eliminating most of the MR signal from a slab of space. OVS works essentially oppo-
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site to the strategy employed by volume pre-localization. Rather than avoiding the spatial
selection of lipids, OVS excites narrow slices centered around the brain in lipid-rich regions.
Following slice-selective excitation, the transverse magnetization is dephased (“spoiled”) by a
subsequent magnetic field crusher gradient. Following the OVS modules, the brain water and
metabolites signals can be excited without lipid contamination. Conventional sinc-shaped
pulses for OVS bands have relatively low bandwidth and high peak amplitude. These lim-
itations result in poor edge profiles, B1 and T1 sensitivity, chemical shift effect and long
excitation times.

VSS pulses (30) are short quadratic-phase spatial suppression pulses. While conventional
OVS pulses found to be suboptimal, short trains of VSS pulses per saturation band are used
to provide improved spatial suppression with reduced dependence on B1 and T1. VSS pulses
have very sharp excitation profile. The passband of VSS pulses is very high on the order of
6 kHz, which results in reduced chemical shift artifact for MR spectroscopy. Figure 2.10 (b)
shows a schematic representation of VSS pulses applied along with spectral spatial pulses.

MRSI Excitation & Localization :

Because the bleeding problem of lipid and water signal into neighboring voxels can be very
significant in 1H-MRSI, very precise spatial localization methods are required. Most 1H-
MRSI pulse sequences use volume excitation procedures to select a box shaped tissue region
over which the field homogeneity is excellent and that does not contain adipose tissue.
Therefore, first and foremost, spatial localization is used to remove unwanted signals from
outside the region of interest (ROI), like extracranial lipids in MRSI applications of the brain.
Additional benefits of spatial localization originate from the fact that variations in B0 and
B1 magnetic fields are greatly reduced over the small localized volume, therefore providing
narrower spectral lines and more uniform signal excitation and reception, respectively. While
pre-localization of a box-shaped region inside the brain may improve the overall spectral
quality, it can also result in considerable loss of volume coverage in peripheral regions of the
brain. Brain can be segmented into gray-matter, white-matter and CSF, each of which has
unique metabolic profiles. Careful positioning of the localized volume can minimize “partial
volume effects” (contamination of signal from one compartment by signal from another
compartment), and provide better tissue characterization.

MRSI acquisition is similar to MRI with an exception of not using the gradient magnetic field
during signal readout, i.e. rather than using a frequency encoding in one dimension and phase
encoding in other dimension, one uses phase encoding in all dimensions (hence the longer
acquisition time). The use of phase encoding only to obtain location information ensures
complete temporal separation of spatial encoding from spectral encoding. The recorded
signal becomes a combination of the signals produced by spins that precess at different
frequencies (spectral encoding) due to their chemical shift, i.e. chemical shift is independent
of spatial encoding. Therefore, the reconstruction is straightforward using Fourier Transform
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Figure 2.12: PRESS Localization.

along the orthogonal spatial and spectral dimension of raw data matrix. Phased encoding
must be performed in all spatial dimensions, and is very time consuming. The number of
phase encoding steps corresponds to the total number of voxels in the spectroscopic image.
For example to acquire 16x16x16 three-dimensional (3D) matrix using TR = 2(s) would
require 2.3 hours of encoding which is unacceptable for human studies.

In the last two decades a wide variety of spatial localization techniques have been developed.
The two most commonly used techniques for in-vivo 1H spectroscopy acquisition are STEAM
(31) (STimulated Echo Acquisition Mode) and PRESS (32) (Point RESolved Spectroscopy).
Both of these sequences use three slice-selective RF pulses ([90◦, 90◦, 90◦],[90◦, 180◦, 180◦]
respectively) with orthogonal magnetic field gradients where the intersection of the slices
defines the Volume of Interest (VOI). STEAM and PRESS are generally similar but differ
in few key aspects. For example, STEAM has a sharper slice profile because it is easier
to produce the 90◦ pulse with a sharp slice profile than a 180◦. Provided equal volumes
of tissues using the same parameters (Repetition Time (TR), Echo Time (TE), number of
averages, etc), PRESS should have approximately factor of 2 better SNR than STEAM,
because the stimulated echo in STEAM is formed from only half the available equilibrium
magnetization. STEAM should have a shorter minimum TE than PRESS, since it uses a
Mixing Time (TM) period during which T1 rather than T2, relaxation occurs and shorter
90◦ than 180◦ pulses may be possible. STEAM is somewhat more susceptible to the effect
of motion. Nevertheless, these differences are fairly subtle and STEAM and PRESS are
generally comparable in clinical brain spectroscopy, and in practice, the choice of sequence
often depends mainly on the availability form the MRI vender.

Majority of MRSI data acquired in this thesis are 2D/3D PRESS localized, therefore more
detail is given for this sequence only. PRESS employs a double spin-echo excitation. PRESS
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utilizes three consecutive 90◦, 180◦ and 180◦ slice selective RF pulses applied along with
gradient pulses in three orthogonal directions. Figure 2.12 shows a schematic representation
of the PRESS pulse sequence.

The first 90◦ RF pulse and its gradient along x excites the spins resonating at a certain
frequency within a slice of tissue. The first 180◦ RF pulse and its gradient along y are
applied at a time TE1

2
after the 90◦ pulse, and it excites the spins located within a slice

along y, and rephases the spins located only at a column located at the intersection of the
previously excited slice x and the current slice y. An echo is formed at a time TE1 after the
90◦ pulse due to the effects of the 90◦ and 180◦ pulses, and it is not sampled. The second
180◦ pulse is applied at a time TE2

2
after the first 180◦ pulse with its gradient along z. This

pulse excites the spins located within a slice along z, and rephases the spins located only at
the intersection of all three selected slices. The final echo is formed at a time TE2

2
after the

second 180◦ RF pulse. This echo is sampled and processed to form a spectral image of the
voxel at the intersection of all three excited slices.

A serious limitation of the PRESS selection is that the selected volume has to resemble a
rectangular prism. Techniques such as 2D RF excitation (33) have been proposed to overcome
this by exciting an arbitrary shaped volume. They require very long RF excitation pulses
and can have problems with chemical shift displacement due to the limited bandwidth of
those pulses. A critical issue when using any form of spatially selective excitation at higher
field strengths is to consider the bandwidth of the rf pulse and the frequency shift between
the resonances that are being evaluated.

Chemical Shift displacement:

The spatial position of the localized volume obtained by a localization method that employs
frequency selective RF pulses in the presence of magnetic field gradients will be linearly
affected by the chemical shift of the compound under investigation. From Equation 2.9 it
follows that the frequency of spins with Larmor frequency ω0 in the presence of a magnetic
field gradient Gx in the x direction is given by:

ω(x) = ω0 + γ x Gx (2.26)

x =
ω(x)− ω0

γGx

(2.27)

Therefore, a difference in Larmor frequency ω0 between two different compounds results in
a spatial displacement x of the localized volume for one compound relative to the other
according to:

∆x =
∆ω

γ Gx

=
∆ω

∆ωmax
Vx (2.28)

where ∆ω represents the difference in Larmor frequency. The right-hand equality is con-
structed based on the fact that the required gradient strength Gx to select a given voxel
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size Vx in the x direction is proportional to the spectral bandwidth of the RF pulse ∆ωmax.
Equation 2.28 reveals that the chemical shift displacement is more severer at higher fields and
that the artifact can only be minimized by increasing the magnetic field gradient strength,
which (for a constant voxel size) corresponds to an increase in spectral bandwidth of the
RF pulse. Shortening the RF pulse length will increase the bandwidth, at the expense of an
increased specific absorption rate (SAR).

The limited bandwidth of excitation pulses of the PRESS selection makes it difficult to
obtain a sharp excitation profile. Moreover, because of the chemical shift effect, the volume
of excitation for lactate and lipid is significantly shifted from that of choline. To overcome
that, an overprescribed (OverPRESS) method was developed in which the PRESS volume
is automatically enlarged by a factor of 1.2 - 1.5 over that prescribed (34). That ensures
that all metabolites are excited within the prescribed volume. Outer-volume suppression is
used to sharpen the profile of the excited area. Because of their much higher bandwidth, the
saturation pulses are less susceptible to chemical shift.

In short, acquiring high quality MRSI data is a demanding task. Many ingredients and
shortcomings of MRSI need to be considered and addressed in order to develop appropriate
pulse sequences and protocols for clinical setting. Most of the features of the MRSI pulse
sequences are interlaced, meaning improving one aspect of acquisition may require a com-
promise in another. Therefore achieving clinically acceptable data requires a tactful balance
between these components. Some of the challenges of acquiring a good MRSI data lies within
the following categories:

• Voxel size or resolution: In general MRSI uses the same phase encoding procedures
that are used in MRI to map spatial information of the NMR signals, however in
the case of proton spectroscopy, the signal is produced by the metabolites within the
tissue that are at least 10000 times less in concentrations compared to water. To
detect enough signal above noise for quantification purposes, MRSI must use much
larger voxel sizes in comparison to MRI. The lower spatial resolution of MRSI makes
the consideration of the blurring effect of spatial point spread function (PSF) more
important. Voxel volumes are typically on the order of 1cc or smaller. Achieving
higher spatial resolution is desirable since it allows better characterization of the extent
of disease and its heterogeneity in addition to reducing the ringing artifact of the
subcutaneous fat (due to PSF), however it adversely affects Signal to Noise Ratio and
increase the acquisition time.

• Signal to Noise Ratio (SNR): SNR measures how the intensity of the acquired MR
signal compares to the level of the noise. The motion of electrons within the body is
the main factor causing noise in the data. To accurately quantified the metabolites
for clinical application, their peaks need to be reliably detected above the noise floor.
SNR is proportional to the volume of the voxel and to the square root of the total
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acquisition time. Therefore, SNR can be improved using larger voxels or by averaging
the multiple scans of the same tissue. On the other hand, accelerating the acquisition
or increasing the spatial resolution that is desirable in clinical applications leads to loss
in SNR. In recent years, another alternative for improving SNR is using multi-channel
RF received coils.

• Multi-channels RF received coils: The use of phased array coils increases SNR and
proposes additional capabilities in spatial encoding in a way that enables accelerated
MRSI acquisition by reducing the number of required phased encoding steps. The
acceleration offered by parallel imaging techniques can be used to reduce the total scan
times and thus increase patient comfort and reduce sensitivity to motion, or can be
exchanged for increased volumetric coverage and/or higher spatial resolution depending
on the available SNR. However, new challenges due to variations in geometry, wiring,
receive delays and electrical properties of the coil elements arise in combining the data
from different receive channels in an efficient manner.

• Acquisition time: Acquiring high-resolution data with large field of view requires
long acquisition time. Accelerated techniques, such as echo-planar spectroscopic imag-
ing can robustly accelerate the acquisition, but result in lower SNR. A clinical exam
consists of anatomical, functional and metabolic imaging sequences and must take into
account the patient comfort and cost. Typical clinical exams are scheduled in 30 or 60
minute slots, while clinical research exams can be up to 90 minutes long during which
the patient has to lie perfectly still. Any motion during the scan can significantly
compromise the data quality.

• Field strength of B0: The SNR and spectral resolution of MRSI increase with field
strength (due to increased chemical shift dispersion and reduced higher-order coupling
effects) which can improve the performance of metabolite quantification, or can be
traded for shorter acquisition times or higher spatial resolutions. However, there are
many factors that may reduce the expected SNR and spectral resolution at higher
field, such as longer T1 relaxation times that lead to saturation-related signal losses,
line broadening due to magnetic susceptibility effects, shorter T2 relaxation times that
require shorter echo time (TE) acquisition to maintain sensitivity, constrained RF
power deposition and limitations in the design of homogeneous RF coils.

• B0 inhomogeneity: Variation of the main magnetic field (B0) within a voxel leads to
peak widening and loss of SNR. The oral and nasal cavities, ear canals and sinuses cause
significant nonlinear variations of the local magnetic field, especially in the anterior and
inferior parts of the brain. The increase in B0 inhomogeneity at ultra-high field (i.e.,
at 7 Tesla and beyond) is a challenge for shimming that limits the sensitive volume.

• B1 variation: The power of RF from the excitation pulses varies due to the inho-
mogeneity of the transmit coil profile and attenuates within the tissue. This causes
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variation of the achieved flip angles and results in sub-optimal SNR, water and lipid
suppression. Due to increased B1 inhomogeneity and the constrains on RF pulse per-
formances at higher fields, spatial pre-localization becomes a major challenge.

• Specific Absorption Rate (SAR):. The power deposited into biological tissues by
RF pulses and ultimately dissipated as heat is reflected and quantified by SAR and
expressed in units of watts per kilogram. Keeping SAR within the safe limits often
requires limiting the number and power of RF pulses or increasing the repetition time
(TR), which in turn, leads to longer total acquisition time. This is especially a problem
on the ultra-high-field scanners and/or when using complex RF pulses for excitation
or suppression of water and lipids.

• Water and fat suppression: Often artifacts from water and lipid signals that are
related to field inhomogeneity and the PSF present themselves in 1H-MRSI data sets.
Water produces a much larger signal than the target metabolites and if not suppressed
it causes baseline distortions and obscures small signals at other resonances. Lipid
signals that are as much as 1000 times stronger than metabolite signals can be produced
from the fatty tissues under the skin throughout the body, including the scalp. Lipid
signals produced by such regions can be problematic in terms of bleeding into nearby
voxels up to the point of making quantification of the metabolites of interest impossible
if not suppressed effectively.

• Phase sensitive data: Phase of the signal varies between voxels within the brain
due to variation in the magnetic field. It also varies between the signal from different
channels of a multi-channel receive coil. Consistent phase is needed for interpretation
and quantification of spectra, and, in case of multi-channel data, to avoid SNR loss
due to the signals from different channels canceling each other.

• Echo Time (TE): TE is an important parameter of spin-echo-based pulse sequences.
The major metabolites that are observed in the brain with 1H-MRSI in long echo
time ( 100 ms) include choline-containing compounds (Cho), creatine (Cr), N-acetyl
aspartate (NAA), lactate (Lac) and lipid (Lip). Shorter TE sequences ( 35 ms) yield
additional information from metabolites with short erT2, such as glutamate (Glu),
glutamine (Gln), myo-Inositol (mI) and glycine (Gly). However, shorter TE also results
in higher water and lipid signals and uneven baseline from the contributions of the
macromolecule making the metabolite quantification more challenging. On the other
hand the use of long TE results in substantially decreased sensitivity to the metabolite
signals due to T2 loss and J-modulation of multiplet resonances.

• Brain Coverage: The MRSI exam needs to cover the complete lesion and as much of
the apparent healthy tissue as possible that may exhibit signs of metabolic abnormality.
Increasing the field of view results in longer acquisition time and increases the risk of
lipid contamination and problems due to the inhomogeneity of the main magnetic field
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(B0) and radio frequency excitation (B1). Achieving high brain coverage while using
outer volume suppression (OVS) to suppress the lipid signal requires complex OVS
configurations with a large number of saturation bands.

• Automatic Prescription: MRSI acquisition is controlled by dozens of parameters,
including placement of the selected volume and Outer Volume Selection (OVS) bands,
shimming currents, etc. Choosing optimal parameters that result in high quality data
for a particular subject requires a skilled operator and can take a long time. Subop-
timal prescription often results in poor data quality and incomplete coverage of the
target lesion. Automating the prescription is important for clinical implementation,
for optimizing coverage, for making comparison across populations and for using serial
scans to evaluate response to therapy in the same subject. In our laboratory, Ozhinsky
et al. (? ), developed an automated method using sequence parameters that have been
shown to provide robust spectral data at 3T. This included PRESS volume selection in
conjunction with the BASING technique which not only improves water suppression
but can also be employed for J-resolved spectral editing to separate resonances such
as lactate and lipid.

2.3.3 MRSI Data Processing

The general schemes for MRSI data generation and subsequent data analysis are presented
in Figure 2.10. MRS data analysis is divided into four stages: preprocessing, reconstruction,
postprocessing and quantitation. Some of the processing steps can be applied in both fre-
quency and time domains with similar outcome. There is a direct correspondence between
the representative parameters involving FIDs in time domain and metabolite peaks of the
spectrum in frequency domain. Hence, quantification of MR signal is performed from both
the FID and the spectrum equivalently.

However, there are many differences between time and frequency- domain data analysis. In
the time domain method, concentration of a metabolite component is proportional to the
amplitude of the signal, whereas in the frequency domain, concentration of metabolites is
proportional to the area under the metabolite peak. In time domain method, MRS data is an-
alyzed within the “measurement domain”. If the measured signal is ideally identified by high
SNR, with no truncation and no baseline distortion, then both time and frequency domain
methods give the same results within the error limits. Any imperfections in the measured
signal, due to experimental conditions may create a difference in metabolite concentration
between the frequency and the time-domain data. In time-domain data processing, a par-
ticular range of good data points can be used for analysis, whereas in the frequency domain,
Fourier transformation is performed for all data set and separating the good data points is
not possible in frequency domain. In the frequency domain, distortion of the spectrum may
arise due to the receiver induced effect at the initial data point as well as due to truncation
of the FID. This creates a rolling baseline. Immobile components due to short transverse
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relaxation time (T2) generate spectra with broad line widths. These broad lines create a
“macromolecular baseline” or a baseline originating from short T2 components, which makes
the baseline approximation more demanding. The time-domain computations can be more
memory and time consuming compared to frequency-domain. In general, time- domain
methods do not rely on equally spaced sampling intervals, which may be attractive for the
multidimensional MRSI techniques.

2.3.4 MRSI of Brain Tumor

An example of 1H MRSI of in-vivo normal human brain from a 3T MR scanner is illustrated
in Figure 2.13 (a). The major metabolites that are observed in long TE (>100ms) include
choline-containing compounds (Cho), creatine (Cr), N-acetyl aspartate (NAA), lactate (Lac)
and lipid (Lip). Cho is an essential nutrient for the synthesis of the neurotransmitter, a
major constituent of the cell membrane. Cr reflects bioenergetics processes and represents
the energetic status of the cell. NAA is the most abundant amino acid in brain that is
synthesized in neurons and is an indicator of the neuronal viability. Figure 2.13 (b) shows
the T1-weighted MR image along with a typical normal and tumorous spectra of the patient
with glioma. The elevation of Cho, due to increased membrane synthesis in neoplasms, and
the reduction of the neuronal marker NAA have been used for distinguishing regions of tumor
from normal brain tissue (13). Lac, which is a marker of anaerobic metabolism, overlaps with
Lip signals that arise from necrosis or from contamination due to subcutaneous Lip. Spectral
editing using J- difference methods have been applied to separate Lac from Lip for assessing
the malignancy of tumors (35). High levels of Lac and Lip have been reported as a robust
predictor of poor overall survival in patients with glioblastoma (36). An comprehensive
example of a newly diagnosed glioblastoma patient is shown in Figure 2.14 with normal and
tumorous voxels (37).

1H MR Brain Spectroscopy (normal)
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Figure 2.13: T1-weighted MR image along with an examples of spectra located at the yellow
grid for a glioma patient.
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Figure 2.14: 3D lactate-edited 1H MRSI acquired from a patient with a newly diagnosed
glioblastoma (TE/TR=144/1500ms, matrix size 18×18×16, flyback in S/I, nominal spatial
resolution = 1 cm3, Tacq=13min). Spectral array corresponds to summed and difference
of the lactate-edited spectra. The Cho-to-NAA index overlaid on T2weighted images shows
abnormal metabolic lesions.

Shorter TE sequences (<40ms) yield additional information from metabolites with short
T2, such as glutamate (Glu), glutamine (Gln), myo-Inositol (mI) and glycine (Gly), in the
spectrum. An example of spectra acquired using short echo MRSI at 3T is illustrated in
Figure 2.15. The mI is predominately located within astrocytes, and often overlaps with
the peak of glycine in spectrum. Elevations in mI and glycine were observed in low-grade
but shown to decrease in high-grade brain tumor lesions. Glu and Gln also appear in the
spectrum but the peak overlapping makes it difficult to isolate individual components at
3T, thus a combined index known as Glx that represents a combination of Glu and Gln is
often used for comparative purpose. Glx participates in energy metabolism, macromolecular
synthesis and signaling pathways, suggesting that it is a good target to treat or monitor
patients.The complex roles of Glu, Gln, and GSH in tumors make it valuable for evaluation
of patients with glioma.



CHAPTER 2. BACKGROUND 41

Cho

Cr
NAA

Glx

mI+Gly

Glx

Figure 2.15: Example of short-echo
1H MRSI acquired from a patient
with grade II glioma at 3T (TE/TR-
35/1500ms, matrix size 18×18×16,
flyback in S/I, nominal spatial reso-
lution = 1 cm3, Tacq=8min). Note
the baseline has not been removed
from the spectra that are shown.

2.3.5 Accelerated MRSI

The principles of fast MRI are often equally applicable to MRSI, which was discussed in
section 2.2.6. MRSI methods based on EPI and Spiral sequences with their k-space trajec-
tories are shown in Figure 2.16. The main difference with conventional MRSI sequences is
that the fast MRSI sequences, just as the MRI methods, employ magnetic field gradients
during signal acquisition. The main difference with a conventional EPI method (Figure 2.8)
is that the phase-encoding blips in between the oscillating readout gradient lobes are missing.
Therefore, rather than being encoded with information about the second spatial dimension,
the echoes are encoded with chemical shift information. As time progresses, phase evolution
due to chemical shifts increases. This can be expressed by a spectroscopic frequency k-space
parameter kω = ωt.

Parallel MRSI is identical to parallel MRI in all but two important ways. Firstly, parallel
MRSI has an additional spectral dimension. Secondly, MRSI acquisitions are inherently low
to medium resolution experiments and as a consequence the PSF is only remotely resembling
a Dirac function. As a result, a pixel in the aliased dataset is not only a sum of the
corresponding unaliased signals, but through the PSF also contains contributions from many
other spatial positions. Therefore the reconstruction of undersampled MRSI data become
more complicated and complex.

Compressed Sensing MRSI is identical to compressed sensing MRI if 3D MRSI is undersam-
pled in kx and ky. However, due to low resolution of spectroscopy that does not provide
enough sparsity to exploit. A better strategy would be to attempt undersampling in the kf
and kx dimensions and apply the sparsity in the spectral dimension.
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Figure 2.16: Pulse sequences for fast MRSI and their k-space sampling trajectories.

2.3.6 DNP Hyperpolarization

A fundamental reason for the low sensitivity of the NMR originates from low polarization
of the nuclear spins at thermal equilibrium. One of the most straightforward and expensive
methods to increase the spin polarization and consequently the sensitivity is to increase the
external magnetic field. However, even at hight magnetic fields only about one out of 105

nuclear spins contributes to detectable signal. In proton MRSI, the low sensitivity of the
proton is compensated by its high concentration in biological tissues, however, in 13C MRSI,
the MR sensitivity of 13C is severely challenged by its low abundance in vivo and its low
gyromagnetic ratio.

Another method to enhance the polarization is to fabricate an artificial nonequilibrium
distribution of the nuclei in an external “polarizer system” . This method refers to as
“hyperpolarization” and can provide a ≥ 50, 000 fold polarization enhancement. Dynamic
Nuclear Polarization (DNP) is one way to achieve hyperpolarization by transferring spin
polarization from electrons to nuclei in a strong magnetic filed at very low temperature (1◦K)
through microwaves irradiation. Using DNP, metabolic substrates can be hyperpolarized in
solid state and then dissolved to liquid state for in vivo injection to monitor uptake and
enzymatic conversion/activity in specific metabolic pathway.

An important characteristic of using hyperpolarized agent in MRI is that the majority of the
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magnetization cannot be recovered once it decays to its thermal equilibrium level. Therefore,
the maximum imaging window for the 13C-pyruvate substrate and its products is about
1-2 min because of T1 decay. Furthermore, every RF excitation also uses up some of the
hyperpolarized magnetization which limits our measurement times even more. Consequently,
hyperpolarized MR acquisition necessitates very efficient and rapid k-space sampling.
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Chapter 3

Technical Development of
Multi-Channel RF Receive Coil &
Numerical Phantom Simulation

3.1 Rationale

An array of multiple decoupled surface coil elements were originally proposed in the late 1980s
as a method to increase NMR sensitivity and coverage (i.e. SNR and FOV) by extending
the high-sensitivity detection area of small surface coil elements to larger areas (1). It wasn’t
till mid-1990s when most commercial scanners became equipped with four or more separate
receiver channels providing the essential hardware for parallel imaging development to also
reduce total scan times and thus increase patient comfort and reduce sensitivity to motion,
or increased volumetric coverage and/or higher spatial resolutions depending on the available
SNR. In the past two decades, with the success of parallel imaging methods, a new criterion
has been added to the RF engineering list of requirements beyond the usual sensitivity,
coverage, and patient comfort issues and that is the ability to accelerate the image encoding.
It is important to note, these new coils are often very different from those produced in the
past that were designed solely to maximize SNR.

The use of spatial information of different coil elements for parallel imaging has a strong
influence on array design and MRI system architecture. For example, typical arrays for non-
parallel imaging consist of anterior and posterior groups of elements which are organized
in head-feet direction. Most of these arrays have no independent elements in left-right
direction. This is due mainly to the fact that arrays with independent elements in the left-
right direction need a significant larger number of RF channels but do not provide a major
SNR improvement in the center region of the image. As a rule of thumb, the optimal SNR is
achieved in a single-loop element at approximately one diameter depth from the coil (1), so if
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one is imaging the abdominal area, then loops of approximately 20 cm diameter will perform
well. Coils of this size can also be placed around the abdomen, thus, coil design is relatively
simple. However, these simple measures for small number of receivers have been turned
upside down by parallel imaging requirements. In parallel imaging applications, maximizing
the SNR in the image center is only one of several design criteria. In addition to that, the
elements of the array have to be organized along the phase-encoding direction in order to
generate sufficient information for accelerated imaging. For a maximum degree of freedom,
arrays for parallel imaging need to have elements in all three spatial directions, including
left-right. This requirement leads to a significant larger number of array elements and RF
channels for parallel imaging than for non-parallel imaging.

Both the quest for higher sensitivity and improved encoding acceleration drive the logic of
expanding the array approach which is increasing the number of elements and reducing the
size of the each receive coils to cover a fixed anatomical territory. Although exploring array
larger than 32 channels risks hitting the upper limits identified by the studies on sensitivity
and spatial encoding capabilities of coil arrays. Initially, the concept of the “ultimate”
SNR that is achievable by an RF coil was introduced by Ocali and Atalar in1998 (2). In this
study, an arbitrary coil sensitivity profile was generated from a complete set of basis functions
satisfying Maxwell’s equations and the maximum SNR at a given location in the sample was
found by a linear combination. This work was expanded to include the ”ultimate” SNR of
an accelerated imaging by Sodickson and Pruessmann groups (3, 4) respectively. In these
studies, the ultimate SNR was found by analyzing the performance of the complete basis
set. The basis set itself was chosen to be either plane waves (2, 4) or spherical harmonics
(3).

The first interesting conclusion of these analysis is that the sensitivity of MR detection is
intrinsically limited. The significance of this finding for future array designs depends on
how close current array designs are to this theoretical upper bound. Simulations of spherical
coil distributions show that the ultimate possible SNR in the center of the head phantom is
already closely approached at 3T when as few as 12 array elements are used (5). However,
larger numbers of elements are required to approach the ultimate SNR in the periphery
regions and there is substantial room for improvement. At a radial location equal to 80% of
the coil radius, there is still a factor of 7 to go before the theoretical limit is achieved (5).
Such important limitation must be extensively experimentally explored.

Furthermore, A comparison of a 96-channel and 32-channel helmet arrays showed that the
central SNR was nearly identical and peripheral SNR increased in the higher channel coils
(6). It is important to note that highly accelerated imaging techniques benefit from both
the peripheral SNR gain and a reduced g-factor (discussed later), thus improving sensitivity
in the center for accelerated acquisitions is essential.

Other technical difficulties associated with implementation of a larger number of smaller
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coils are but not limited to the difficulty of inter-element decoupling, maintaining the high
quality factor (Q) of the coil that measures sample noise-dominance, difficulty of placing
higher counts of capacitors, difficulty to enclose very high-density coil arrays in compact
housing, and the consideration of the housing design due to the different sample sizes and the
necessity of maintaining close proximity to the body for small loops. Another obstacle is the
reconstruction time versus number of channels specially for highly accelerated imaging data.
High reduction factors result in a large numerical problem for the image reconstruction.
For example, comparing a 3D volume with reduction factors of 3 × 3 acquired using 32-
channel array to a 3D volume with reduction factor of 2 acquired using 8-channel array,
the reconstruction time becomes many times slower. Efficient reconstruction will require
improvements in computing, such as 64-bit architectures and massive parallel processing.

Coil design for parallel imaging is a very active area of research and development both in in-
dustry and academia. As stated above, while the technical issues of building arrays with large
number of receive elements are challenging, both the theoretical simulations and the experi-
mental prototypes suggest a huge potential for substantial benefits, especially for accelerated
image encoding. In another word, large number of channels can have significant benefits in
providing the overdetermination of the matrix inversion at the heart of parallel imaging
(overdetermination means that the speed-up factor is smaller than the number of available
coils, which improves the condition of the inverse problem, making the reconstruction more
stable and less prone to g-factor noise), allowing higher speed up factors and making the coils
more flexible in terms of imaging plane and field of view. Although these type of potentials
are somewhat in their infancy, they will likely have their first and largest implications for
”encoding-limited” imaging such as high-resolution 3D imaging, spectroscopic imaging and
dynamic functional imaging.

Previous experimental studies with different number of array elements have supported the
general findings of the simulation studies of coil elements, eventhough, the simulations make
simplifying assumptions about body-noise dominance and element decoupling that are dif-
ficult to realize in practice. Therefore, the ability to optimize the geometry and number
of elements for specific regions of interest with simulation prior to coil construction will be
critical for optimizing reconstruction techniques specially for spectroscopic imaging.

This chapter describes the physical principles and develops a method to model the theoret-
ical reception profile of an array of surface coils. These models are used in conjunction with
information about the regions of interest to design and select coils for particular purpose.
Additionally once the MR data are acquired with such coils, it can develop a correction algo-
rithm that uses the theoretical reception profiles to remove the effect of the inhomogeneous
reception profiles upon the acquired MR intensities.

This model is especially valuable for hyperpolarized C13 spectroscopic imaging, where exter-
nal sensitivity references can be impractical. The majority of the initial pre-clinical experi-
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(a) (b)
 

Figure 3.1: (a) Electromagnetic Induction. (b) Magnetic flux through a surface.

ments and the human prostate C13 studies used single channel RF coils. Having a model of
the theoretical reception profile of the array coil are very beneficial for translation to larger
animal model systems and to other human organs that requires increased coverage (field of
view) and the relatively high sensitivity of multi-channel coils.

3.2 Physics Background

Faraday’s law of Induction states that the changing magnetic flux (ΦB) through a conducting
loop induces an electromotive force (emf, E ) which causes an induced current. (Figure 3.1)

E = −dΦB

dt
= − d

dt

∫
area

~B · d~A (3.1)

where ~B is the magnetic field vector and ~A is the area vector (~A = An̂) where A is area of
a surface and n̂ is its unit normal. According to Lenz’s law the induced emf tends to oppose
the change in the magnetic field, hence the minus sign the Equation 3.1

Maxwell’s equations demonstrate the symmetry between electrical and magnetic fields:∮
~B · d~̀ =µ0ε0

dΦE

dt
=µ0ε0

d

dt

∮
~E · d~A (3.2)∮

~E · d~̀ = −dΦB

dt
= − d

dt

∮
~B · d~A (3.3)

The two physical constants in Maxwell’s equations are µ0 and ε0 which are permittivity of
free space related to the magnetic and electric susceptibilities of the material respectively. ~E
and ~B are the electric and magentic field vectors respectively. d~̀ is an infinitesimal vector
element of the closed contour of a surface and d~A is an infinitesimal vector element of area of
the surface. Both d~̀ and d~A have a sign ambiguity and to get a correct sign the right-hand
rule is used. Equation 3.2 states that the line integral of a magnetic field around an arbitrary
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Figure 3.2: The magnetic field dB at point P due to current I through a length element d`
is given by the Biot-Savart Law. The direction of the field is in or out of the page depending
on where point P is located based on the right-hand rule.

closed loop is equal to the flux of the charge carries through the surface bound by closed
path `, and Equation 3.3 illustrates the electric field that is associated with the changing
magnetic field.

As described earlier, with NMR, nuclei precess about the magnetic field with a frequency
given by ω = γB. since the magnetic moments of each nucleus precess, there is a net effect
of a changing magnetic field in the tissue. Thus, the receiver coil is exposed to a changing
magnetic field, which, as shown in Equation 3.3, induces an electric field in the coil. This
induced electrical field is the NMR signal. The amount of current produced by this induced
electrical field is dependent upon how far away the tissue magnetic moments are from the
detector coil. As there is symmetry between the electrical and magnetic induced fields,
the reception sensitivity profile can be more easily determined by calculating the magnetic
field induced by a changing electrical field in the NMR detector coil. Biot-Savart law is
an equation describing the magnetic field generated by an electric current. It relates the
magnetic filed to the magnitude, direction, length and proximity of the electric current:

d~B =
µ0

4π

I d~̀ × r̂

r2
(3.4)

where small segment of the wire with length d` carrying a current I. The direction of d~̀ is
the direction of the current. r̂ is a unit vector pointing from the segment of wire to point P .
This small segment will produce a small magnetic field dB at a point P whose magnitude
and direction are given by Equation 3.4.

This formula can be used to calculate the theoretical reception profile of an MR receiver coil
by representing the coil as a series of wire segments d` and combining the resultant induced
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magnetic fields dB. This is detailed in the following section. This magnetic field calcula-
tion does not take into account all of the realities associated with scanning real samples.
Inhomogeneities in the sample and the coil will change the resultant B field. Eddy currents
may be induced in the sample that will also change the field (7). However, this simplified
approach can produce a good approximation to the reception profile, yielding high quality
coil corrections without the need for specific sample information.

Three dimensional maps of the reception profiles of various MR surface coils can be made
based upon the Biot-Savart law and modeling each coil as a series of straight wire segments.
These maps can be used to remove the reception profile effect upon surface coil images. How
well this correction scheme works will indicate how close this theoretical model is to the
actual experimental reception profiles of these coils. Unfortunately, acquisition noise cannot
be completely eliminated (or corrected!), so the assessment of the model’s accuracy cannot
be absolute.

3.3 Biot-Savart Simulation for Modeling the

Reception Profile of an Surface Coil

An important observation from Biot-Savart equation in regards to MRI detection is that
the MR receiver does not pick up any signal from the z-axis which is the direction of the
main static magnetic field. To understand this, one should be reminded that a changing
magnetic field induces the signal in the coil. However, there are only two cases when there
are changing magnetic fields along the z-axis.

The first is during the RF-excitation, when the magnetization rotates from being oriented
with the main magnetic field to an orientation at least partially in the x-y plane. As the
receiver is turned off (open-circuited) during excitation, it does not pick up any of this
signal. The second case is during T1 relaxation, when the magnetization realigns with the
main magnetic field. This process takes on the order of several seconds, which is much,
much slower than the changes found along the x-and y-axis, which take place in tens of
nanoseconds. Thus, the signal in z direction is much smaller (several hundred million times
smaller) and since the receiver is tunned to MHz range, this small, low frequency change
in magnetic field along z direction is not received. Therefore, the z-axis component of the
magnetic fields induced by coils should not be included in an estimate of the reception profile
of the coils.

Theoretical sensitivity profiles must be calculated with coils orientated as they would be in
the bore of the magnet. To model the magnetic field detected by a surface coil, the coil must
be represented as a polygon of straight wire segments. Then with quasi-static assumption,
the magnitude of the magnetic field in the x and y planes due to each of these wire segments
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need to be calculated based on the Biot-Savart law (Equation 3.4) and all contributions need
to be summed to obtain the total B1 field representation at given location. The constant
values were ignored since the final result was normalized.

∆Bx =
∆~̀ × r̂x

r2
x

(3.5)

∆By =
∆~̀ × r̂y

r2
y

(3.6)

|Bxy| =
√(∑

wires

∆Bx

)2
+
( ∑
wires

∆By

)2
(3.7)

According to the quasi-static, B1 field can only be calculated reliably based on the Biot-
Savart law if the wavelength of the nuclei at the Lamar frequency is large compared to the
size of the object being imaged.

λ =
c

f
=

3× 108m
s

128× 106Hz
= 2.3m [1H - 3T] (3.8)

λ =
c

f
=

3× 108m
s

32× 106Hz
= 9.4m [13C - 3T] (3.9)

However, this is not quite correct. The speed of light is reduced by
√
ε in the body and ε is

about 81 in the body at these frequencies. That makes c about 9 times slower, so λ is about
9 times lower in vivo. However, in the case of brain imaging for 1H and 13C nuclei at 3T the
quasi-static assumptions still holds.

As mentioned earlier, in MRI only the transverse magnetization produces significant signals,
therefore, the complex reception function were calculated:

S(r) = Bx(r) + jBy(r) (3.10)

The B1 field calculation was implemented in the Matlab programming environment (The
MathWorks, Natick, MA, USA) as been described using an analytic integration of the Biot-
Savart equation. This MATLAB program modeled coils with rectangular shape as a series of
wire segments. However, the program can be easily modified to model any regular polygonal
shape as a series of wire segments by given a list of the start and end three dimensional
coordinates for each of the series of wire segments. Unusual coil geometries could also be
modeled manually by obtaining the start and end coordinates of the series of wires in three
dimensional planes. In these simulations, the coil planes are assumed to be parallel to B0

field (z-direction). The MATLAB program calculated the magnitude of the Bx, By, and Bz

components of the induced magnetic field, however, Bx and By components were the only
ones contributed to the reception profile as described by Equation 3.10 and illustrated in
Figure 3.3. Given the orientation of each coil element, length and width of each loop, this
MATLAB tool placed the coil in the 3D space and computed the complex sensitivity map
of each coil on a specified voxel grid in the field of view (FOV).
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Figure 3.3: The simulated coil is a single 10.5 by 10.5 cm rectangular loop surface coil. For
these initial simulations, an image FOV of 24cm by 18cm was considered to show approx-
imately the depth of optimal in terms of SNR for these coils. (a) Simulated rectangular
surface coil. (b) Simulated sensitivity map of the surface coil and cross-sections through it.

Figure 3.4: RF coils for human brain studies

3.4 Simulation and Verification of the Reception

Profile for Head Coil Arrays

A 13C bi-lateral 8-channel phased array receive coil was developed with a bore-insertable
volumetric 13C transmit coil with clamshell hinge for ease of patient loading (as shown in
Figure 3.4) for the purpose of first-ever study of hyperbolized 13C metabolic imaging in the
clinical trials for patient with the brain cancer. These coils were designed and constructed
by USA Instruments and Jim Tropp from GEs Applied Science Laboratory. In order to
assess the performance of the designed coil for the application in hand and to compare its
performance to other possible coil layouts or arrangements, we used our configurable head
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Figure 3.5: RF coils geometry and measurement for human brain studies

coil array toolbox in MATLAB to simulate variety of coil array shapes and sizes.

We modeled the 3D reception profile of this bi-lateral 8-channel phased array receive coil that
can be placed on either side of the head. These sensitivity maps were theoretically calculated
upon the Biot-Savart law and each coil was modeled as a series of straight wire segments.
As illustrated in Figure 3.4 & 3.5, there are two paddles with curvature design, each paddle
has 4 surface coils with major and minor axis of 10.5cm × 5.5cm respectively. Adjacent
surface coils are overlapped by 1.3cm to reduce mutual coupling between the elements and
the length of one paddle is 18cm approximately as illustrated in Figure 3.5.
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Figure 3.6: Biot-Savart simulation of the reception profile of the bi-lateral 8-channel phased
array coil.

Figure 3.6 displays the geometry and the axial plane of the 3D reception profile of the bi-
lateral 8-channel array-coil with 4 plotted cross-sections in right-left direction. The simulated
FOV has the size of following dimensions: 36cm anterior-posterior (AP), 27cm right-left
(RL), and 4cm superior-inferior (SI). The surface coils are placed (right-left) 12cm apart
from the center of FOV with their appropriate angles. The highest field are about the coil
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wires, and the central region bounded by the coil has generally higher field as well. While
the reception profile appear to be highest closest to the paddle array, it drops as the distance
from the coil increases (Figure 3.6). The maximum sensitivity near the coils (at ≈ 12cm)
was ≈ 36 times higher than the middle (at ≈ 0cm). However, assuming the edge of a realistic
phantom is placed at 8 or 9cm, the sensitivity profile was ≈ 6 times higher than the middle
(at ≈ 0cm).

These maps can be used to remove the reception profile effect for more acurate coil combina-
tion. However, the key factor here is the incorporation of 13C standards into the coil housing
so that its spatial location can be defined on 1H and 13C images. This allows for signal
calibration and for relating it to previously generated phantom or simulated profiles for use
in parallel imaging reconstructions. In addition the need for coil sensitivity information is
a major challenge in hyperpolarized 13C imaging since external sensitivity references can be
impractical due to low natural abundance of 13C. Therefore, using numerical values for sensi-
tivity is very beneficial. Furthermore any arbitrary multi-channel coil array can be designed
and tested for advantages and dis-advantages for applications in hand before building the
actual hardware.

How well this correction scheme works, or how liable the investigation of performance is
depends on how close this theoretical model is to the actual experimental reception of these
array coils. Unfortunately, acquisition noise can not be completely eliminated (or corrected)
so the assessment of the model’s accuracy can not be absolute but the question is can it be
approximated well. To assess the accuracy of our model, a human head-shaped phantom
containing ethylene glycol (HOCH2CH2OH, anhydrous, 99.8%, SigmaAldrich, St. Louis,
Missouri, USA) was scanned using the clamshell transmitter with the paddle phased array
coil configuration (Figure 3.7a). The phantom had the size of a human head with the
following dimensions: 5cm×18cm×22cm, in RL×AP×SI direction respectively. The distance
between the centers of the two receive paddles was 17cm. 13C spectral data were acquired
from a slice with a thickness of 1cm using a 13C two-dimensional (2D) MR spectroscopic
imaging sequence (TE/TR 3/3000ms, 5kHz sweep width, 2048 spectral points). A 20× 20
matrix size with the field of view of 20cm produced voxel sizes of 1cc. The geometry of the
coil setup was also simulated. The spatially dependent sensitivity profiles of both results
were normalized and displayed in Figure 3.7(a and b). A row and a column in the middle
of the phantom and the simulation plane were plotted and overplayed against each other in
Figure 3.7(e and f) illustrating the accuracy of the Biot-Savart simulation.

After verifying our model’s accuracy, our MATLAB simulation toolbox was used to investi-
gate how different size coils and arrangements would influence the sensitivity profile of the
combined data since this particular coil design suffered from few shortcomings for the ap-
plication in hand. To briefly reiterate, in designing coils for maximum SNR, the coil size is
generally dictated by the size of the anatomical region of interest. As mentioned earlier, as
a rule of thumb, the optimal SNR is achieved in a single loop element at approximately one
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Figure 3.8: Biot-Savart simulation of the reception profile of the bi-lateral 8-channel phased
array coil.

diameter depth from the coil. Thus in this particular design the optimal SNR is achieved at
approximately 6cm depth from the coils which limits the size of the object. Furthermore, the
current setup of this coil geometry forces the user to apply parallel imaging techniques only
in AP direction, and possible (symmetric/flyback) EPSI related readout in RL direction for
speedup factor which may not be optimal for applications in hands. Our region of interest
and the optimal spatial coverage in our case is (≈ 24cm × 18cm × 8cm) respectively in
(AP ×RL×SI) direction. On the other hand, the performance of parallel imaging increases
with the number of coil elements, particularly for 3/4/5D imaging where multiple dimensions
are available for acceleration, at least up to the g-factor limits imposed by electro-dynamic
constraints. Therefore, the approaches to coil design should differ depending on the recon-
struction method being considered and the speed-up factor which depends on number of
surface coils used and their geometries.

Figure 3.8 displays the axial plane of the 3D reception profile of the 8-channel volume
array-coil with 4 cross-sections through the simulated coil profiles (right-left direction). The
simulated FOV has the size with following dimensions: anterior-posterior (AP) 36cm, right-
left (RL) 27cm, superior-inferior (SI) 4cm. The surface coils are placed symmetrically around
the head 12cm apart from the center of FOV with their appropriate angles. Each rectangular
surface coil has major and minor axis of 10.5cm therefore the reception region is larger than
the the bi-lateral 8-channel. The highest field are about the coil wires, and the central region
bounded by the coil has generally higher field as well. While the reception profile appear to
be highest closest to the coils, it drops as the distance from the coil increases (Figure 3.8).
The maximum sensitivity near the coils (at ≈ 12cm) was ≈ 5 times higher than the middle
(at ≈ 0cm). However, assuming the edge of a realistic phantom is placed at 8 or 9cm, the
sensitivity profile was ≈ 3 times higher than the middle (at ≈ 0cm).
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Figure 3.9: The comparison between the spatially dependent reception profiles of the two
array coils
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Figure 3.9 summarizes and compares these two coil setups side by side to high light the
advantages and disadvantages of each design. The minor axis of the volume array coil is
10.5cm compare to 5.5cm for the paddle array coil. The cross-sections from the sensitivity
maps clearly shows that larger coil elements arranged around the head in a circular fashion
are likely to give better overall signal than the current paddles. In fact in comparison to the
paddle array coil, the volume array coil setup produced 46% higher signal in the middle of
the phantom (red cross-section at 0cm). The volume array coil produced on average 83%
higher signal in the middle of the phantom in the anterior and posterior region close to the
receive coil surface (cyan and blue cross-section at 0cm). Needless to say having coil elements
in both right-left and anterior-posterior regions would allow the flexibility of acceleration in
either one or two spatial directions which leads to higher acceleration factor. Although
both volume array coil and paddle array coils displayed a distribution of signal across the
phantom, the volume array coil rendered less signal drop across the phantom specially in
anterior and posterior regions.

3.5 Two-Channel Circulary Polarized Microstrip

Transmit and Receive Resonator for Traveling

Wave Imaging

It is technically very challenging to build large-size RF coils to cover large FOV for human
imaging at ultra-high magnetic field (such as 7T) due to high operation frequency (8, 9).
Recently, traveling-wave technique has demonstrated its capability for large sample imaging
using a relatively small patch antenna (compared to body coil) in a 7T scanner of which
magnet bore is modeled as waveguide (10–13).

Typical means to excite and receive MR signals in traveling-wave MRI is a patch antenna.
Antennas currently used for traveling wave MRI are typically complicated large patch an-
tennas which are difficult to design and tune (11–13). We built and tested a simple new

Figure 3.10: (a) A Front and back sides of the double-microstrip resonantor antenna on a
teflon substrate. (b) Setup: 50cm antenna-phantom spacing in the scanner.
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Figure 3.11: (a) A Front and back sides of the double-microstrip resonantor antenna on a
teflon substrate. (b) 256 × 256 pixel images from 2D GRE sequence images (TR=250ms,
TE=3.2 ms, 90◦ flip angle, 5mm thick slices, 31.25 kHz bandwidth, 3 averages). Top: slices
from the microstrip oriented horizontally. Bottom: slices from the microstrip slices vertically.

design for a two-channel quadrature traveling wave antenna.

While a single-channel microstrip transmission line resonator is a very simple structure, a
multi-channel design can run into complications due to coupling between channels. We found
an elegant solution for a two-channel design: orient the strips orthogonally and use a 1cm
copper loop to jumper one microstrip over the other at their centers. Figure 3.10(a) shows
the final design implemented on a teflon plate with a copper-foil backside ground. Variable
capacitors were mounted in holes at the ends of microstrips to facilitate tuning to 298 MHz
and matching to 50 Ω, similar to that described in (9). During the tuning process, we verified
that no mode-splitting was present, signaling good decoupling between the channels. The
antenna was placed 50cm from a water phantom in a 7T scanner as shown in Figure 3.10(b)
and images were acquired with a 2D GRE sequence as shown in Figure 3.11. I also studied
the feasibility of using microstrip transmission line resonator array as signal excitation and
reception for accelerated traveling wave in (14) which is outside the scope of this chapter.

3.6 Images and Spectra from Simulated Phantom

that Represents a Brain Tumor

In order to develop an optimal strategy and flexible pipelines for robust reconstruction, coil
combination and quantitative analysis of MRSI examinations, one needs to initially evaluate
the influence of the key components of these procedures in both realistic simulation and
empirical data from a phantom. Therefore, we have developed a MATLAB based simulation
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tool for simulating configurable head-shape phantom representing a brain with different
lesions and its corresponding metabolites for arbitrary resolution.

Figure 3.12: Simulated high resolution H-1 brain tumor phantom.

The signal measurement by MRSI is modified by the variation in excitation and reception
profile of the RF coil even for a uniform phantom. In our simulation, it was assumed that
the excitation was uniform but the reception was computed theoretically as described in
section 3.4 and was represented by a 3D array of S(r̄) with the same spatial resolution and
dimension as the numerical phantom P (r̄, f). To model the complete picture, the pulse
sequence acquisition was also represented by a 3D array of V (r̄) = vx(rx) × vy(ry) × vz(rz)
which describes the selected volume, where vi(ri) corresponds to the RF pulse profile in
direction i for i = x, y, z. However, here the pulse profiles were simulated as ideal (rectangular
with no chemical shift artifact). The measured MRSI signal corresponds to the element by
element product of these three arrays:

Psv(r̄, f) = P (r̄, f)× S(r̄)× V (r̄) (3.11)

Modeling a realistic phantom can be achieved by simulating a sum of multiple simpler objects
with different spatial distributions and spectral profiles in either domains because Fourier
transforms are linear operations. Therefore, our numerical phantom P (r̄, f) was constructed
as a sum of uniform objects Oa(r̄) where a corresponds to the number of brain compartments
and r̄ = (rx, ry, rz) represents 3D space, ri = 1, 2, . . . , Ri for each dimension of i = x, y, z.

Oa(r̄) =

{
Ca inside the object

0 outside the object
(3.12)
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Each object was assumed to have a free induction decay d(t), where t = 0, 1, 2, . . . , N − 1
with spectrum given by the discrete time Fourier transform as:

D(f) =
1√
N

N−1∑
t=0

d(t) exp
(
− 2πjtf

N

)
(3.13)

The free induction decay of each object was represented as a sum of Lorentzian peaks:

d(t) =
M∑
m=1

Im exp
(
− Lmt

)
exp

(
2πjfmt

)
(3.14)

with m = 1, 2, . . . ,M where M corresponds to the number of metabolites with peak in-
tensities of Im, line-widths of Lm, and frequencies of fm. Additionally baseline distortions
can be represented by including a large peak such as residual water. Frequency and phase
distortions can be simulated by applying shifts to the reconstructed data that were either
constant or had a linear dependence on spatial location. Also complex Gaussian-distributed
random noise can be added to provide peak SNRs ranging from 10:1 to 100:1.
To simplify the notation, first let’s assume the numerical phantom was built with only one
object. To simulate the k-space encoding for this object at frequency f , the matrix size of
the object O(r̄) was assumed to be significantly larger than the matrix size of the MRSI
data. To take into account the coil reception profile S, and the phase encoding matrix V ,
the object Osv(r̄) was calculated as follows:

Osv(r̄) = O(r̄)× S(r̄)× V (r̄) (3.15)

The approximate k-space distribution (O(k̄)) of the object was then given by the 3D inverse
discrete Fourier transform with respect to its spatial dimensions:

Osv(k̄) =
1√

RxRyRz

Rx−1∑
rx=0

Ry−1∑
ry=0

Rz−1∑
rz=0

Osv(r̄) exp
(
− 2πj(

rxkx
Rx

+
ryky
Ry

+
rzkz
Rz

)
)

(3.16)

where k̄ = (kx, ky, kz) is k-space points. Then the simulated k-space array of spectra O(k̄, f)
was constructed by the product of the k-space object Osv(k̄), and the spectrum for the object,
D(f).

Okspace(k̄, f) = Osv(k̄)×D(f) (3.17)

By performing an inverse Fourier transform of this product in the frequency dimension, the
array of k-space FIDs that takes into account the spatial distribution of the object O, the
coil reception profile S, and the phase encoding matrix V , was generated as follows:

O(k̄, t) =
1√
N

N−1∑
f=0

O(k̄, f) exp
(2πjtf

N

)
(3.18)



CHAPTER 3. RF RECEIVE COIL & PHANTOM SIMULATION 64

The numerical phantom Psv(r̄, f) is computed from k-space object O(k̄, t) by applying a
1D time Fourier transform and a 3D spatial Fourier transform in appropriate dimensions.
The objects used for our simulation were ellipses with dimensions similar to the brain of
normal volunteers or patients. Our realistic H-1 MRSI phantom was simulated in MATLAB
as a sum of elipses where each elipse was computed as described above with different spatial
distributions and spectral profiles as summarized in Table 3.1.

Tissue Shape and Size (cm) NAA Cho Cr Lip/Lac H2O

Normal Brain elipse w/ radius (8×11) 1.5 0.9 1.0 0 10
CE Lesion elipse w/ radius (1×1.5) 0 1.6 0 0 10
T2 Lesion elipse w/ radius (2×3) 0 2.4 1.0 0 10
Central Necrosis elipse w/ radius (0.4× 0.7) 0 0 0 5 0
Ventricles elipse w/ radius (0.7×3.5) 0 0 0 0 15
Subcutaneous fat Annulus w/ thickness (1) 0 0 0 15 10

Table 3.1: H-1 MRSI Phantom Values

Figure 3.13: Simulated H-1 MRSI brain tumor phantom.

Furthermore, various size of ellipses represented subcutaneous fat, normal brain, ventricles,
the contrast enhanced (CE) lesion, the T2 lesion, and central necrosis. An example of an
image including all these compartments is seen in Figure 3.14. High Resolution images were
generated covering FOV of 24 cm (AP) by 18 cm (RL) with spatial resolution of 0.93 mm.
Then for each pixel, a spectrum was generated by simulating a time domain FID resulting
in several chemical species, located in 2.0 ppm (NAA), 3.2 ppm (cho), 3.0 ppm (cr), 1.3 ppm
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(Lac/Lip), and 4.7 ppm (H2O) covering 1 kHz bandwidth. Simulated images were reduced in
resolution to a matrix size of 24×18 (spatial resolution of 1 cm) as illustrated in Figure 3.13.

This MATLAB tool was also used to create a C-13 numerical phantom with three different
tissue types, Normal Tissue (22cm × 16cm), Tumor Tissue (4cm × 4cm) and the vascula-
ture Tissue (0.5cm × 0.5cm) and two different chemical species, one located on 173 ppm
(Pryuvate) and one located in 185 ppm (Lactate) covering 581 Hz bandwidth.

Tissue Shape and Size (cm) Pyr Lac

Normal Brain elipse w/ radius (8×11) 4 0.5
Tumor elipse w/ radius (2×2) 6 1.5
Vasculature elipse w/ radius (0.25×0.25) 12 0.6

Table 3.2: C-13 MRSI Phantom Values
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Figure 3.14: C-13 Numerical brain tumor phantom
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3.7 Summary and Conclusion

This chapter discussed the requirements for the coil design for parallel imaging capability.
It explained the original motivation that led to the introduction of array coils and how this
concept was later extended to parallel imaging. Parallel imaging coil design is a very active
area of research and development in both industry and academia. We developed a package
for simulating the profiles of array coils with different sizes and shapes using the Biot-Savart
Law. The accuracy of the simulation was verified empirically. The simulation tool has
also been used to investigate how different size coils and arrangements would influence the
sensitivity profile of the combined data and the reconstruction. The study showed that
larger coil elements arranged around the head in a circular fashion are likely to give better
overall signal with lower g-factor than paddle coils. The ability to optimize the geometry and
number of elements for specific regions of interest prior to coil construction will be critical
for studies being planned. The current version of the simulation tool was prototyped in
MATLAB.
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Chapter 4

Robust Coil Combination Technique
for Clinical 2D/3D MRSI of 8- and
32-Channel Coils

4.1 Introduction

The power of in-vivo H-1 magnetic resonance spectroscopic imaging (MRSI) is to non-
invasively obtain biologically relevant information for assessing underlying disease mecha-
nisms and monitoring response to therapy. This is especially true for applications to patients
with brain tumors, where parameters derived from 3D single-cycle and lactate-edited H-1
spectroscopic imaging have been shown to be relevant for defining target volumes for focal
therapy (1–5) and predicting outcome (6–11). Constraints on scan time and signal-to-noise
ratio (SNR) are primary factors in designing protocols for clinical applications. The use of
echo planar spatial encoding and phased array coils can alleviate these limitations, but new
challenges arise in combining data from different receive channels in an efficient manner.
Meaning that the phase and the amplitude of signals from each channel will have different
profiles that must be taken into account in order to produce a phase sensitive combination
with the best possible SNR (Figure 4.1). Variations in coil geometry, wiring, and receiver
delays can negatively affect the SNR of the combined data if not taken into account and
differences in coil geometry and coil loading among subjects may necessitate the use of
acquisition-specific corrections.

Several strategies have been proposed for producing phase sensitive coil combinations, with
the majority focusing on signals from single voxel H-1 MR spectra (12–27). The general
approach is to form a linear combination of spectra with complex-valued weights that provide
constructive addition of the complex signals and give higher emphasis to coil elements with
higher signal. The most common method used to estimate the phase and amplitude offsets
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Figure 4.1: Phase and Amplitude Variation in MRSI Volunteer Data.

for individual coil elements for 2D and 3D H-1 spectroscopic imaging datasets has been the
acquisition of a separate water reference scan (26–33). This provides spatially dependent
weights with relatively high precision but longer overall acquisition times. Another possibility
is to use reference peaks from residual water or from individual metabolites. For the voxel
sizes used for in-vivo datasets, this is limited by the SNR of individual channels. Other
methods such as first point phasing (FPphasing) and whitened singular value decomposition
(WSVD) (15, 20, 21) are less dependent on individual peaks but may be more susceptible
to spectral artifacts for multi-voxel acquisitions.

The purpose of this study was to compare coil combination strategies in order to find the
most robust and accurate technique for evaluating 3D single-cycle and lactate-edited H-1
point-resolved spectroscopy (PRESS) localized, echo planar spectroscopic imaging (EPSI)
data for clinically relevant acquisition schemes of approximately 10 minutes in length and to
automate the reconstruction and processing pipeline. Methods of interest for this application
were implemented and tested in phantoms and normal volunteers for commercially available
8- and 32-channel head coils. Simulations were applied to test the limitations on SNR for
each approach. The robustness and practical application of the most relevant methodologies
were evaluated by analyzing datasets obtained from a large population of patients with brain
tumors.
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4.2 Coil Combination Theory

The pre-processed spectrum pc(x̄, f) for channel c is a function of voxel location x and
frequency f as described by Equation 4.1

pc(x̄, f) = Ac(x̄) exp(−jφc(x̄)) mc(x̄, f) + nc(x̄, f) (4.1)

wheremc(x̄, f) is the spectrum from voxel x with between-channel phase offsets corrected and
nc(x̄, f) is complex-valued Gaussian distributed noise with zero mean and channel dependent
variance (σc) i.e. nc ∼ C N (0, σc). Ac(x̄) is the differential amplitude factor that represents
the receive profile of channel c and φc(x̄) is the phase offset for each coil. These values change
based on the position of the excited voxels with respect to the coil element (proximity), the
geometry of the coil, dielectric property of the sample, and the amplifier gain of the channel.

In such system with c channels there are c measured spectra with associated signal pc(x̄, f)
and noise nc(x̄, f). A variety of different approaches can be taken to combine the spectra
from individual coil element depending on whether the ultimate goal is to correct for spatial
variations in intensity of the spectra due to the profile of individual coil elements or to obtain
the best possible SNR. Commonly, each individual spectrum is processed and weighted prior
to combination to correct for individual coil sensitivities where wc(x̄) is the complex weighting
factor compensating for differences in complex coil sensitivity. The combined spectrum can
be presented as follows:

p(x̄, f) =
C∑
c=1

wHc (x̄) pc(x̄, f) (4.2)

The above equation suggest wc should be equal Ac(x̄) exp(−jφc(x̄)) in Equation 4.1 and the
ideal choice for these factors should ensure that the signals are correctly aligned and that
the coils more sensitive to the voxels are weighted more strongly, however, the challenge to
determine these factors in practice remains unsolved.

The relationship in Equation 4.1 can also be equivalently presented in vector format:

P = s m + N (4.3)

where P and N are c × k matrices of the spectrum and noise, respectively, with c being
the total number of coil elements and k being the number of digitized MRS data points in
the FIDs; s is the complex valued c-element column vector of coil sensitivities and m is a
k-element row vector of the underlying signals.

For optimal combination one needs to determine three factors for each coil element:

1) Each coil element generally have different sensitivities due to hardware aspects such
as cable length, connectors and preamplifier gain, as well as sequence parameters such as
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receiver bandwidth. Direct combination of signals from different elements requires balancing
these sensitivities, otherwise the coil with greater sensitivity will have greater impact in the
combined signal which is not appropriate.

2) For commonly used MRSI techniques, the signal detected by all coils is generated by
the same net magnetization, however, the coils that are in closer proximity to the excited
volume, will detect higher signal amplitude (Ac(x̄)) compared to the ones further away.

3) The last term that must be determined is the phase compensation factor, φc(x̄). Since
the different coils will be located in different positions surrounding the patient, then each
coil axis will be at a different angle relative to the reference. Because of this, the relative
perspective of each coil on the excitation volume will be different.

As a result, a simple addition of weighted signals from the coils would combine them de-
structively, causing signal cancelation. In short, the amplitude variations observed in both
the time and frequency domain spectra are caused by individual differences in receive path
sensitivity and differences in coil proximity to the voxel of the interest, while the phase differ-
ences are the result of differences in relative orientation of the coils to the net magnetization.
Techniques are different in how they calculate these factors. Four most popular approaches
for spectroscopy combination with multiple coils are explored here.

4.2.1 First Point Phasing Method (FPphasing)

FPphasing is the time domain combination method as described in (15) which incorporates
phase information in the time domain, rather than manually correcting each spectrum in
the frequency domain, and scaled each spectrum by its first point FID magnitude (i.e. by
the mean value of spectrum) and then combined them by calculating the weighting factors
for each time domain signal from the measured background noise of the corresponding coil.

p(t) =
C∑
c=1

wc Ac exp(−j(δφc)) pc(t) (4.4)

wc =
σc√

(σ2
1 + ...+ σ2

c )
(4.5)

where Ac is the magnitude of the first FID point and if a reference coil is chosen, then the
phase of all other coils relative to the reference coil is simply δφc.

In our experiments, the phase estimate for each voxel and coil were determined from the
dataset itself, based upon the first point of each FID after the spatial Fourier transform.
Amplitude weighting factors were estimated from the first point FID magnitude and the
intensities in individual channels from the proton-density-weighted gradient-echo (GRE) im-
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ages that were acquired using the manufacture-provided parallel imaging calibration sequence
(ASSET).

4.2.2 Unsuppressed/Suppressed Water Referencing Method

In contrast to first point phasing method, where the first FID point in time domain is used,
another approach is to look in frequency domain for points near largest peaks. Using a
fixed reference point such as suppressed/unsuppressed water where the signal is assumed
to be large, two different phase correction strategies are investigated. Either the spectral
arrays from individual elements are corrected on a voxel by voxel basis before hand assuming
spatially variant constant phase among channels or that a global phase offset is estimated
for each coil assuming constant phase offset between channels.

For phasing, corrections were obtained by either (i) estimating a constant offset per channel
from the phase of the reference peak by averaging data from the central eight voxels in
the selected volume (RWcentral) or (ii) obtaining voxel-by-voxel maps of the phase of the
reference peak in individual channels from same scan (NAAvoxel, RWvoxel) or reference
scan (Wvoxel) (28). In the latter case, when voxels had reference peaks with SNR less than
5, the phase estimate was obtained by interpolating values from surrounding voxels. For
amplitude weighting, the intensities were either obtained from (i) the height of the reference
peak or (ii) using the image calibration scan intensities.

The automated phase correction algorithms used processes the spectra on a voxel by voxel
basis to find phase corrections which impose symmetry upon a reference peak in the spec-
trum and minimize the negative baseline deviations on either side of the peak. After phase
correction step, the individual coil data are combined using weighting functions from coil
calibration images. Direct comparison of metabolite levels between different voxels must,
however, take into account that there is still a spatial weighting on individual voxels caused
by the non-uniformity of the combined coil reception profiles. These approaches approximate
a matched filter.

4.2.3 Whitened Singular Value Decomposition Method (WSVD)

In contrast to previous methods where a largest signal or reference point or the mean of all
the points are used to estimate the necessary phase and amplitude, the next logical step is to
use all of the available data points which should minimize the influence of noise fluctuation
or risk of degraded points. WSVD approach is shown to produce the optimal SNR in some
cases (20, 21).

In this case the phase and amplitude estimations are intrinsic to the combination method.
The algorithm decomposes the multi-channel data into a series of contributions of increasing
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rank and chooses the best rank 1 decomposition in terms of a column vector that contains
the complex coil sensitivities and a row vector containing the combined signals.

In Equation 4.6, the rows of Pc×k are scalar multiples of signal vector m and therefore P is
a rank 1 matrix and the SVD of P computes the maximum likelihood combined spectrum

P = U×Σ×VH (4.6)

where Uc×c and Vk×k are orthonormal singular vector matrices and Σc×k is a diagonal matrix
that contains the singular values in descending order. Based on low rank approximation
theorem, the best estimate of m-rank Pm is given by zeroing out r −m singular values of
P, that is

Pm = U×Σm ×VH

Pm =


u11 u12 . . . u1c

u21 u22 . . . u2c
...

...
. . .

...
uc1 uc2 . . . ucc

×

σ11 0 . . . 0
0 0 . . . 0
...

...
. . .

...
0 0 . . . 0

×

v11 v12 . . . v1k

v21 v22 . . . v2k
...

...
. . .

...
vk1 vk2 . . . vkk


H

and therefore an estimate of the signal vector p is from the principle columns of V and the
weights associated with this combination method are contained in the principle columns of
U.

The first singular vectors of (Uc,1andVk,1) corresponding to largest singular value Σ1,1 give
the maximum likelihood coil sensitivities and combined spectrum respectively. From this, w
can be calculated using Equations 4.7, 4.8

w =
uc1
λ

(4.7)

p = σ11 λ vHk1 (4.8)

where w is complex coil sensitivities where λ is an arbitrary amplitude/phase term for each
voxel. The amplitude and phase are implicitly calculated from w for individual coils as
described in Equations 4.9, 4.10.

wc = |U(c,1)

λ
| (4.9)

φc = ∠|U(c,1)

λ
| (4.10)

4.2.4 Generalized Least Squared Method (GLS)

In previous methods, either the transformed signals are individually or collectively phased
and then weighted where the weighting factor for each channel was estimated from proton-
density-weighted gradient-echo (GRE) images (i.e. estimated coil sensitivity images) or the
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combined spectrum is computed from the transformed signals by singular value decom-
position. The GLS method is optimal solution in the linear regression model when coil
sensitivities are known or can be measured with sufficient accuracy (SENSE like techniques)
and can be used here by setting the acceleration equal to 1.

However, GLS method incorporates a smoothness constrains on the coil sensitivities and
therefore, one problem area that could cause the inversion errors would be the use of a very
low resolution images as coil sensitivity maps, which are known to have anatomy-related
contrast that diverges from the actual sensitivity values. By smoothing the coil sensitivity
maps as suggested in previous works we believe these errors can be minimized.

Therefore, in this work, the coil sensitivity maps were initially calculated in two ways. The
integral of the complex-valued unsurpressed water peak or NAA peak (22) was used to create
the sensitivity map either by itself or using ESPIRiT algorithm (34) for each channel. Then
the combined spectrum was computed according to SENSE reconstruction as follows:

m = (sHΨ−1s)−1sHΨ−1P (4.11)

where the receiver noise matrix Ψ = NNH . The phase and amplitude estimations are in the
complex term (sHΨ−1s)−1sHΨ−1.

ESPIRiT is a new technique to estimate sensitivity maps from auto-calibration signal (ACS)
data (34). In the ideal case, this technique yields a single set of sensitivity maps, which can
be used in SENSE. For data that is corrupted (by motion, chemical shift, aliasing, ghosting,
etc), the SENSE model using a single set of smooth sensitivity maps is inconsistent and often
yields additional artifacts. For corrupted data, ESPIRiT often yields multiple sets of maps
in an attempt to fit the data into a subspace. Coil sensitivities can be estimated in the image
domain as eigenvector maps from a point-wise eigen decomposition of a related operator.
In case of corruption, additional eigenvalues appear which correspond to signal components
not consistent with a single set of maps. In our experiments the generated ESPIRiT coil
sensitivity maps and complex integral coil sensitivity maps produced the same results and
no improvement was evident (Figure 4.2).

If the sensitivity maps are real valued, with assumption of no noise in the system, the
Equation 6.1 simplifies to

m = (sHI−1s)−1sHI−1P

m =
1

sHs
sHP

m =
sH

|s|2 P (4.12)

which is the weighted sum as discussed earlier.
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Figure 4.2: Singular value decomposition (SVD) of the integrated water peak matrix is
shown. The zoomed view of the V matrix of the SVD and a plot of the singular values
show that the calibration matrix (that is created form the integrated water peaks) has a null
space. Explicit sensitivity maps using eigenvalue decomposition are shown. The last set of
eigenvectors corresponding to eigenvalue of 1 looks like sensitivity maps,

4.3 Materials and Methods

4.3.1 Experiments

Single-cycle and lactate-edited 3D H-1 PRESS localized EPSI data were acquired from a
commercially available MR spectroscopy phantom, 6 healthy volunteers and 55 patients
with glioma (30 males, 25 females, 25-71 years old). Volunteers and patients provided
informed consent as approved by the Institutional Review Board at our institution. Data
were obtained using a 3T scanner (GE Medical Systems, Milwaukee, WI) with body coil
transmit and commercially available 8-channel (MRI Devices, Gainesville, FL) or 32-channel
(Nova Medical, Wilmington, MA) phased array receive coils.

4.3.1.1 Phantom Data

The MR spectroscopy head phantom comprised 3 mM choline, 10 mM creatine, 12.5 mM
NAA, 12.5 mM glutamate, 7.5 mM myo-Inositol and 5 mM lactate. Calibration and 3D
volumetric T1-weighted images were also obtained. The 3D EPSI data were obtained as
described previously with 2-D phase encoding and a flyback echo planar readout in the
superior-inferior direction that provided 712 dwell points and 988 Hz bandwidth. The PRESS
selected volume was prescribed as 120×120×60 mm3, but utilized over-PRESS factors of 1.5
in all three spatial dimensions (TR/TE = 1500/144 ms, FOV = = 18×18×16 cm3, nominal



CHAPTER 4. ROBUST COIL COMBINATION TECHNIQUES FOR MRSI 76

Water Cycle noWater Cycle

Figure 4.3: Lactate-edited 3D PRESS localized EPSI data set from a volunteer

voxel size = 1 cm3). Very spatially selective (VSS) pulses were applied to remove signal
from the voxels on the edge of the over-PRESS region and hence eliminate chemical shift
artifacts (35). The acquisition included an unsuppressed water scan, a single-cycle scan with
CHESS water suppression and a two-cycle lactated-edited scan with BASING and CHESS
water suppression (36). For the latter, the cycle using the editing pulse had low residual
water and the cycle without the editing pulse had much larger residual water.

4.3.1.2 Volunteer Studies

Three healthy volunteers received 2 MR exams on different days within a period of 2 weeks
using the 8-channel coil. The 3D EPSI acquisitions were automatically prescribed (37)
and acquired using the PRESS sequence described above (38, 39). Three other healthy
volunteers received 2 sets of MR exams, the first with the 8-channel and the second with the
32-channel head coil. Each dataset included 3D PRESS localized EPSI acquisitions that were
automatically prescribed from similar regions based on an atlas definition (40) single-cycle
with CHESS, single-cycle without CHESS, and lactate-edited with CHESS (36). These 3
acquisitions were prescribed with excited volumes of 150× 180× 60 and over-PRESS factors
of 1.2, 1.2, and 1.5, respectively, with both octagonal and automatically generated saturation
bands (38).

4.3.1.3 Patient Studies

A total of 105 MR exams were acquired from 55 patients with brain tumors. The scan
protocol included low-resolution calibration images for estimating coil element profiles, T2-
weighted FLAIR images, pre- and post-contrast T1-weighted images, 3D lactate-edited PRESS
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localized H-1 EPSI data with TE = 144 ms, TR = 1104-1500 ms, spectral array = 16×16×16
or 18× 18× 16 and effective spatial resolution = 1.014/1.013 cc (Tacq = 4.7-8.1 min). The
selected volume (prior to applying over-PRESS factors of 1.2, 1.2 and 1.5) varied from 192
to 1512 cm3.

4.3.1.4 Simulations

The performance of the combination algorithms was tested with the phantom data by
simulating spectra with different SNRs. The noise level was estimated from the average
standard deviation of 75 points at the end of the FID (σ). Complex-valued Gaussian-
distributed white noise was added to the raw data to generate noise levels of λσ, where
λ = 1, 1.2, 1.4, . . . 8, 10, . . . , 16. For volunteer data, the impact of the magnitude of the resid-
ual water on the reliability of coil combination was assessed using weighted sums of the
lactate-edited data. The residual water was added with weight levels of 0, 5, 10, 15, . . . , 100.
The magnitude of the residual water peak relative to NAA (H2O/NAA) in these experiments
ranged from 0 to 18-fold.

4.3.2 Data Processing

Processing of individual channel MRSI data

Steps used to process the data are represented in Figure 4.4. These included reconstruction of
individual channel spectral arrays, coil combination, and post-processing to perform baseline
subtraction, removal of residual phase variations in the metabolite peaks, and quantification
of peak intensities. The reconstruction and peak quantification used software previously
developed in our laboratory (41). The input to the coil combination algorithms comprised
spatial arrays of spectra, with 1 array per channel for unsuppressed water or single-cycle
data, and 2 arrays per channel for lactate-edited data. To examine the effect of poor lipid
suppression, four patients with the poorest performance in WSVD were selected to examine
the impact of pre-processing to remove the undesirable lipid signal using non-iterative time-
domain fitting with the Lanczos-based version of HSVD to filter out signals from 1.8 to -1.0
ppm (42).

4.3.2.1 Evaluation of phase variations among channels between coils

The phase in voxels from each channel includes contributions due to field inhomogeneity,
applied gradients, sequence encoding, and coil receiver phase offset (φc). It was assumed that
phases from datasets with unsuppressed water represented ground truth. These corrections
were used to generate phase maps for both 8- and 32-channel coil arrays. By subtracting
the average phase (θc) from the central voxels for each element, the remaining net phase
difference (Ψc) should depend only on the geometry of the coil and will highlight the spatial
phase variations between individual coils (Equation 4.13).

ψc(x̄) = (φc(x̄)− θc) (4.13)
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Figure 4.4: 3D MRSI Processing Diagram. The flowchart describes the pre and post-
processing routines for our spectroscopy data.

The between-channel variation in phase maps was assessed by taking the standard deviation
of phase values as follows

ψ(x̄) = SD[ψc(x̄)] (4.14)

4.3.2.2 Coil Combination

To obtain a combined spectrum with optimal SNR the phase offsets φc(x̄) in Equation 4.1
must first be removed and the individual channel spectra weighted to account for differences
in the amplitude factors Ac(x̄) in Equation 4.1.

p(x̄, f) =
C∑
c=1

|wc|√∑C
i=1(|wi|2)

× exp(jφ̂(x̄))× pc(x̄, f) (4.15)

The data from individual channels were combined based on Equation 4.15 using a phase
estimate of (φ̂(x̄)) and a weighting function that divides by the square root of the sum
of squares of the amplitudes of the individual coil weights. This is preferred for initial
analysis and viewing of the data because it maintains similar noise levels in each spectrum.
Direct comparison of metabolite levels between voxels must also take into account the spatial
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Table 4.1: Summary of the coil combination methods that were evaluated.

Method Abbrevation Phase Estimation Amplitude Weights

Unsuppressed water peak from
separate dataset

Wvoxel voxel by voxel
reference peak hight or
calibration images

Residual water peak from same
dataset

RWvoxel voxel by voxel
reference peak height or
calibration images

Residual water peak from same
dataset

RWcentral constant offset
reference peak height or
calibration images

Generalized least squares using
residual water peak

GLSRW direct estimation from peak region

NAA peak from same dataset NAAvoxel voxel by voxel
reference peak height or
calibration images

NAA peak from same dataset NAAcentral constant offset
reference peak height or
calibration images

Generalized least squares using
NAA peak

GLSNAA direct estimation from peak region

First point FID phasing FPphasing voxel by voxel
first FID point height or
calibration images

Whitened singular valued de-
composition

WSVD direct estimation from spectra

weighting of signals in individual voxels that is caused by the non-uniformity of the combined
coil reception profiles.

The combination methods evaluated in this chapter are summarized in Table 4.1. The first
seven strategies are characterized by using a reference peak for estimation of the relevant
parameters. For Wvoxel, the water peak from a separate dataset that was acquired with-
out water suppression was used to provide the phase reference and the amplitude weight-
ing factors were obtained either from the height of the reference water peak or from in-
tensities in proton-density-weighted gradient-echo (GRE) calibration images acquired using
the manufacture-provided parallel imaging calibration sequence (ASSET CAL). The related
methods (RWvoxel and NAAvoxel) used similar strategies but obtained estimates for com-
bining the data using either the residual water or NAA peaks from the same acquisition
as the reference. For voxels with reference peaks having SNR less than 4, the phase es-
timate was obtained by interpolating values from the surrounding voxels. The RWcentral
and NAAcentral methods used similar amplitude weighting but assumed that there was a
constant phase offset between channels and estimated its value from the reference peaks in
the central voxels of the spectral array.



CHAPTER 4. ROBUST COIL COMBINATION TECHNIQUES FOR MRSI 80

The GLS algorithms used the complex integral of the spectra over the reference peak (residual
water or NAA) to measure coil sensitivity maps for individual channels. The combined
spectrum was then calculated according to sensitivity encoding (SENSE) reconstruction
described by Equation 6.1 (22).

The other two methods (FPphasing and WSVD) apply corrections to each voxel indepen-
dently but differ in that they make use of information from the entire frequency range. The
simplest of these, which is used by several scanner manufacturers, is the FPhasing strategy.
As its name suggests, it applies a correction based on the phase from the first point of the
free induction decay (FID) from each voxel. If one considers the properties of the discrete
Fourier transform, it can be readily appreciated that this is equivalent to averaging the sig-
nals from the real and imaginary parts of the spectrum and then using them to provide the
phase estimate at that voxel location.

For the WSVD method, the phase and amplitude estimations are intrinsic to the calculation
itself. The first step is to whiten the noise contribution using an additional noise prescan as
described in (20). For cases in which the noise acquisition was not available, the covariance
matrix was estimated from a region of the spectra between -0.4 and -1.0 ppm that contained
75 noise samples.

4.3.2.3 Post-processing

The spectral arrays were processed as described previously (41). For the lactate-edited data
this included summing the two cycles of data to produce a 3D spectral array containing
choline, creatine, NAA, and lipid, and subtracting them to provide a 3D array containing
only lactate. Quantification of peak intensities for individual spectra included additional
frequency, phase, and baseline correction on a voxel-by-voxel basis. This was necessary be-
cause, although the spectra from different channels had been correctly phased, the phases of
the metabolite peaks in the combined spectra were not always identical. Maps of metabolite
peak intensity were determined from the phase-sensitive, baseline-subtracted data. In each
case, a region of 75 spectral points without metabolite signals was selected to estimate the
standard deviation (SD) of the noise for each voxel in the selected volume and then averaged
to obtain a single normalization factor for each subject.

For the patient and volunteer data, final SNRs were normalized according to Equation 4.16
in order to account for differences in acquisition and repetition times using the relaxation
constant (43) for individual metabolites and an estimate of the effective spatial resolution
by accounting for the point spread function of the acquisition matrix (44).

nSNR =
SNRmeasured

res
√
Tacq ×Nacq(1− exp(−TR

T1
))

(4.16)

Metabolites peaks were considered detectable if the they had a raw SNR value greater than
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5. Lipid peaks were considered detectable if they had a peak height greater than 25% of the
mean NAWM NAA peak. Voxels in the volunteers and patients that contained a detectable
lipid peak were considered to have lipid contamination.

4.3.2.4 Image processing

The spectral data from volunteers and patients were referenced to the 3D anatomic T1-
weighted images, assuming that there was no movement of the subjects between the image
and spectra acquisitions. FLAIR images were aligned to the corresponding 3D T1-weighted
images using FSL’s linear registration tool (FLIRT (45)). Segmentation of the brain was
performed automatically using a program that is based on a Markov random field model
(46). The segmented white matter (WM) mask was then used to identify spectral voxels
that had at least 75% normal-appearing white matter (NAWM) to use for comparative
analysis of metabolite levels for volunteer and patient data. Metrics used for comparison
were the average SNR of NAA and the coefficient of variance (CV) of the SNR of NAA.
For volunteer and phantom experiments where an additional, non-water suppressed MRSI
dataset was obtained, the phase estimates that it provided (Wvoxel) were used to assess the
performance of the other methods.

4.4 Results

4.4.1 Noise Analysis

Noise Correlations Among channels: Because of some the combination methods pre-
sented in this study account for the noise correlation between the channels, it is beneficial
to investigate noise correlation levels for considered datasets. The noise covariance matrices
were estimated by calculating the covariate matrix of the noise data acquired with RF exci-
tation disabled. The noise correlation matrices of both 8- and 32-channel coils for a phantom
and a volunteer are shown in Figure 4.5 and demonstrate low noise correlation between the
coil elements with mean value of off-diagonal correlation coefficients being 0.22 for 8-channel
and 0.11 for 32-channel.

Noise Behavior After Combination: Colored-noise inherently exists in any kind of coil-
weighted summation. One thing to be aware of is that for the WSVD and the GLS methods,
the noise is not uniformly distributed across FOV and therefore the SNR calculation and
comparison may be questionable. SNR was calculated in the same manner for all the tech-
niques, however, as indicated throughout this chapter, an additional measure (coefficient of
variance) was considered solely for that reason, however the outcome was similar. Figure 4.6
shows the spatial distribution of estimated SD of the noise for each combination technique
(slice by slice) for one volunteer for both 8- and 32-channel coils. As expected it is not
uniform and the maps vary for each technique; It is true that SNR is not the most optimal
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Figure 4.5: The noise correlation matrix for phantom and volunteer data with 8- and 32-
channel detection.

measure in these cases due to the behavior of the noise, but it is robust, easy to calculate
and used in almost all previous studies in coil combination.

4.4.2 Analysis of Phantom Data

One Voxel with overlayed spectra from the two cycles of lactate-edited data is shown in
Figure 4.7(a). The average SNR of the residual water and NAA peak in the combined spectra
from the lactate-edited cycle that had high residual water were 5500 and 70 respectively, and
from the lactate-edited cycle with low residual water were 44 and 75, respectively. Note the
differences in phase between the metabolites and residual water peaks, as well as the elevated
baseline caused by the tail of the residual water peak that remains prior to post-processing.
The residual water signal is only used in the phase correction step, meaning even if it is
significantly altered by CHESS water suppression module compared to the metabolites, as
long as it is altered the same way for every coil element, after phase correction we will be
adding voxels from every coil element constructively (which is the main goal: achieving the
same ”relative” phase across channels). Note that after constructive addition, we removed
the baseline and phased the metabolites of the combined data again. (These steps are
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Figure 4.6: Spatial distribution of estimated standard deviation of the noise for each combi-
nation technique (slice by slice) for both 8- and 32-channel coils.

shown in the flow chart in Figure 4.4). In Figure 4.9 we showed that the amplitude maps
of unsuppressed water and residual water were very similar to one another, ultimately, the
calibration images which are more representative of the coil sensitivity map were used as
weighting factors for our combination.

Spectra from the center four voxels for the combined lactate-edited 8-channel head coil data
with simulated noise levels are shown in Figure 4.7(b) where the phase offsets and amplitude
factors were estimated using the Wvoxel method. These simulated spectra were used to test
the algorithms performance and patient data lies somewhere between 5σ and 7σ noise level.

Table 4.2 summarizes the raw SNR performance and the percent signal increase relative to
the gold standard (Wvoxel method) in a phantom for all the algorithms for both 8- and
32-channel coils. A comparison of these head array coils showed 25% increase in SNR across
all techniques for larger array elements. This SNR improvement reaches 40% for volunteer
data sets (as shown in Table 4.3). This is because the head phantom is smaller than average
human head and while the central SNR is nearly identical, the peripheral SNR increases in
the higher channel coils (47) which accounts for the 15% difference.
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Figure 4.7: Phantom Data. (a) Comparison of one voxel of lactate-edited 3D MRSI sequence.
The spectra in the cycle with large residual water (rWater) is presented in dashed line and
the spectra in the cycle with very little residual water is presented in solid line. (b) The
central four voxels of the combined spectra is shown with additional simulated noise levels.

8-channel: When using the cycle with residual water to estimate parameters for combina-
tion, the performance of the relevant techniques was similar for all except the RWcentral
method, which was 14% worse than the Wvoxel method (NAA SNR for Wvoxel = 69.39, for
RWvoxel = 69.76, for GLSRW = 67.18, for FPphasing = 69.63, for WSVD = 70.06 and for
RWcentral = 60.23). For the cycle with very little residual water, NAA was used as the ref-
erence peak. In this case, the performance of NAAvoxel, FPphasing and WSVD was similar
to Wvoxel (NAA SNR = 74.98, 74.40, 74.95 compared with 74.6), but worse for GLSNAA
(NAA SNR = 69.48, 7.3% lower) and NAAcentral (NAA SNR = 63.60, 15.2% lower).

32-channel: The estimates of NAA SNR were higher for data obtained using this coil but
the trends for the coil combination algorithms were the same as for the 8-channel coil. For
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Figure 4.8: Summary of coil combination performance as a function of SNR in phantom.
(a,b,c) plots present the results from the cycle with minimal residual water. (d,e,f) plots
present the results from the cycle with large residual water. Three measures are compared:
(c,d) SNR, (b,e) coefficient of variance, (c,f) percent increased of all techniques compared to
the gold standard which is Wvoxel.

the cycle with residual water the NAA SNR for Wvoxel, RWvoxel, GLSRW , FPphasing and
WSVD were (86.80, 86.6, 83.79, 86.2, and 87.47) but for RWcentral was 70.89 (19% lower
than Wvoxel). For the cycle with very little residual water, the NAA SNR for Wvoxel, NAA
voxel, FPphasing, WSVD were 93.55, 94.25, 92.82 and 94.25 respectively, for GLSNAA the
SNR was 78.68 (16.5% less than Wvoxel) and for NAAcentral was 75.76 (19.6% less than
Wvoxel).

Figure 4.8 summarizes how these algorithms behaved for synthetic data generated from the
phantom results in the 8-channel dataset by adding higher noise levels. Three measures are
provided: the average combined SNR the coefficient of variance (CV), and the percent signal
increase (PI) relative to the gold standard (Wvoxel method). When the additional random
noise was added, the performance remained strong for the cycle with high residual water
but rapidly degraded for the cycle where NAA was used as a reference peak Figure 4.8(a,d).
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Table 4.2: Raw SNR and Percent Change compared to Wvoxel Values for All Techniques
for NAA in a Phantom

8-Chennel

Cycle w/ rWater Cycle w/o rWater

Methods SNR % Methods SNR %

Wvoxel 69.4 - Wvoxel 74.6 —
RWvoxel 69.7 < 1% NAAvoxel 75.0 < 1%
GLSRW 67.2 -3% GLSNAA 70.0 -6%
FPphasing 69.6 < 1% FPphasing 74.4 < 1%
WSVD 70.1 < 1% WSVD 75.0 < 1%
RWcentral 60.2 -13% NAAcentral 63.6 -15%

32-Chennel

Wvoxel 86.8 - Wvoxel 93.6 —
RWvoxel 86.6 +2% NAAvoxel 94.3 < 1%
GLSRW 83.8 -4% GLSNAA 78.7 -16%
FPphasing 86.2 < 1% FPphasing 92.8 < 1%
WSVD 87.5 < 1% WSVD 94.3 < 1%
RWcentral 70.9 -19% NAAcentral 75.8 -19%

+25% + 25%

The performance of the Wvoxel method was unchanged because it uses the data from a
reference scan to compute values for phase and amplitude. All of the other methods became
unstable as the SNR decreased, especially when a strong reference peak did not exist. It is
important to note that these data-driven methods failed at different SNR values, although
it is difficult to determine which algorithm performed the best in the absence of a strong
water peak. For the cycle with large residual water, the WSVD marginally outperformed the
other techniques in terms of having high SNR, low CV, and the largest PI. At lower SNRs,
the RWvoxel and FPphasing combination methods were comparable to WSVD in SNR, CV,
and PI (e.g. at 12σ, SNR = 5.5, 5.5, and 5.7, respectively; CV = 0.38, 0.39, and 0.31; PI
= 0.2, -0.3, and 3.8), while the GLSRW method performed poorly (SNR = 4.8, CV = 0.52,
PI = -13.9 at 12σ) and the RWcentral method performed the worst across all SNRs (e.g. at
12σ SNR = 4.9, CV = 0.46, PI = -13.4).

4.4.3 Amplitude Factors and Phase Offsets for Volunteer Data

Combined amplitude factor maps for calibration images, non-suppressed water, residual
water and NAA peaks for 8-channel and 32-channel data are shown in Figure 4.9(a,b). The
differences observed are not only due to variations in SNR in the reference peaks, but to the
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Figure 4.9: Amplitude factors and phase offsets for volunteer data. (a,b) Amplitude maps
with cross sectional plots for a volunteer with 8 and 32 channel coil respectively. (c,d) Phase
variation maps in axial, coronal, sagittal, and 3D view for the same volunteer.

longer T2 of water in cerebrospinal fluid (CSF) and the distribution of NAA. Intensities in
the central voxels relative to the outer voxels were 1.08, 0.92, 0.81, and 0.90 for the four maps
(Water, residual-water (rWater), NAA, and ASSET CAL) for the 8-channel coil compared
to 1.13, 1.24, 0.82, and 0.81 for the 32-channel coil. Clearly the SNR of the NAA reference
peak was too low to be reliable in weighting data from different channels and one of the
other weighting methods would need to be used.

The impact of the different coil geometries on the spatial variation of the phase offset is
represented in the phase offset deviation maps calculated from the non-suppressed water
acquisition shown in Figure 4.9(c,d). In the center of the selected volume the offsets were
relatively constant, but the between-channel deviation increased for voxels closer to the coils
up to an average of 94◦ − 89◦ degrees, and was larger for the 32- versus the 8-channel coil.
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The net phase difference for each channel was calculated by relating the phase of each voxel
to an arbitrarily designated reference channel. The mean offsets varied substantially between
acquisitions, by 10◦ to 40◦ degrees for the 8-channel coil and 5◦ to 30◦ degrees for the 32-
channel coil, and followed no clear pattern. The presence of such large variations implies that
phase offset values could not be pre-calculated and stored for reconstructing other datasets.
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Figure 4.10: Coil Combination Techniques with Different Weighing Factors.

4.4.4 Comparison of Combination Methods for Volunteer Data

As mentioned earlier, weighting by the reference peak intensity/first FID intensity is an op-
tion and we have performed the analysis on our volunteer data using both that option and
the calibration image intensities. We found that using the calibration image intensities gave
either similar or better results than the reference peak intensities (see Figure 4.10). In addi-
tion, as Figure 4.9 suggests, the calibration (ASSETCAL) images are more representative of
the true coil sensitivity map. Since these are typically generated for the imaging component
of the examination, they are available for use in the spectral reconstruction. We therefore
used this weighting method in the analysis of the robustness of the algorithms for the patient
data.

The differences between methods for the 3 volunteers and for the 8- versus 32-channel coil
spectral arrays with large residual water are represented in Figure 4.11. The RWvoxel
combination gave 18% and 25% higher NAA SNR for these coils compared to the RWcentral
method, with the 32-channel coil having 40% and 33% increases in NAA SNR over the
8-channel coil for the RWvoxel and RWcentral methods, respectively. The performance of
the other methods showed similar trends between these two extremes. For the data that
was acquired using lactate-edited MRSI, we evaluated the combination methods for the two
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cycles individually by choosing residual water as a reference when the cycle had high residual
water, and choosing NAA as a reference when the editing cycle had a very low residual water
peak.

Table 4.3 shows mean raw SNR and mean nSNR (±SD) of NAA from NAWM in addition
to the percent signal increase relative to the gold standard (Wvoxel method) in 3 volunteers
for all the algorithms for both 8- and 32-channel coils. In addition mean percentage of
voxels containing aliased lipid and mean percentage of detectable voxels were computed
(not shown in the Table). Analysis of spectral quality showed that between 98% to 100%
of all voxels outside the ventricles had detectable NAA peak (SNR > 5) for all techniques
except GLSNAA which the value was 88%. For the 8-channel coil, for the cycles with high
residual water, the mean±SD percentage of voxels with lipid peaks greater than 25% of the
mean NAA signal from NAWM for Wvoxel, RWcentral, RWvoxel, GLSRW , FPphasing, and
WSVD methods were 4.2%±2.6, 4.6%±3.4, 4.0%±2.6, 4.7%±2.2, 4.0%±2.6, and 4.2%±3.1
respectively. For the cycles with low residual water, for the Wvoxel, NAAcentral, NAAvoxel,
GLSNAA, FPphasing, and WSVD methods the values were 3.4%±3.8, 3.7%±2.3, 3.9%±3.4,
8.5%±3.0, 4.6%±3.8, and 3.9%±3.4 respectively. It is important to note that for both cycles,
no voxels had lipid peaks equal or greater than mean NAA SNR in NAWM.

For the cycles with high residual water, the RWvoxel and FPphasing had the maximum
values and RWcentral was the only method with significantly lower performance. For the
8-channel coil, the average NAA SNR in NAWM for the 3 volunteers for Wvoxel, RWcentral,
RWvoxel, GLSRW , FPphasing, and WSVD methods were 17.2, 15.0, 17.5, 16.0, 17.5, and
16.9 respectively, whereas for the 32-channel coil the values were 24.1, 19.8, 24.5, 22.6, 24.4,
and 23.9. The performance of each technique relative to the Wvoxel method was -12%, +2%,
-7%, +2%, and -1% respectively for the 8-channel coil and -18%, +2%, -6%, +2%, and -1%
respectively for the 32-channel coil.
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Table 4.3: Mean Raw SNR, Normalized SNR (nSNR : cm−3min−1/2) and Percent Change
compared to Wvoxel Values for All Techniques for NAA in 3 Volunteers*

8-Chennel

Cycle w/ rWater Cycle w/o rWater

Methods SNR % nSNR Methods SNR % nSNR

Wvoxel 17.2±1.9 - 9.9±1.1 Wvoxel 18.1±1.3 — 10.4±0.8
RWvoxel 17.5±1.9 +2% 10.1±1.1 NAAvoxel 17.7±1.6 -2% 10.5±0.9
GLSRW 16.0±1.7 -7% 9.3±1.0 GLSNAA 9.2±1.2 -49% 5.3±0.7
FPphasing 17.5±1.9 +2% 10.1±1.1 FPphasing 17.±1.1 -2% 10.2±0.6
WSVD 16.9±1.9 -1% 9.8 ±1.1 WSVD 17.3±1.5 -5% 9.9±0.9
RWcentral 15.0±1.9 -13% 8.7±1.1 NAAcentral 15.9±1.4 -12% 9.2±0.8

32-Chennel

Wvoxel 24.1±2 - 13.9±1.2 Wvoxel 25.3±2 — 14.6±1.2
RWvoxel 24.5±2 +2% 14.1±1.3 NAAvoxel 24.8±2 -2% 14.3±1.4
GLSRW 22.6±3 -6% 13.0±1.5 GLSNAA 14.2±4 -44% 8.2±2.6
FPphasing 24.4±2 +2% 14.1±1.3 FPphasing 23.1±1 -8% 13.3±0.6
WSVD 23.9±2 -1% 13.8±1.3 WSVD 24.4±2 -3% 14.1±1.0
RWcentral 19.8±1 -18% 11.4±0.9 NAAcentral 20.6±2 -19% 11.9±1.1

+40% + 40%

*Standard deviation between the 3 volunteers is shown as mean±SD.

For the cycles with low residual water, the maximal SNR value was obtained from the
Wvxoel combination. The NAAcentral and GLSNAA methods both performed poorly. For
the 8-channel coil, the average NAA SNR in NAWM for the 3 volunteers for the Wvoxel,
NAAcentral, NAAvoxel, GLSNAA, FPphasing, and WSVD methods were 18.1, 15.9, 17.7,
9.2, 17.7, and 17.3 respectively, whereas for the 32-channel coil the values were 25.3, 20.6,
24.8, 14.2, 23.1, and 24.4. The performance of each technique relative to the Wvoxel method
was -12%, -2%, -49%, -2%, -5% and -19%, -2%, -44%, -8%,-3% respectively for the 8- and
32-channel coils.

4.4.5 Impact of the Magnitude of Residual Water

Given that the lactate-edited data had one cycle with large residual water and one cycle
with very little water, it was possible to simulate single-cycle datasets with intermediate
residual water peaks by adding different combinations of the cycles together. Figure 4.12
shows the impact of the amount of residual water left in the dataset on the NAA SNR for
the RWvoxel, RWcentral, GLSRW , FPphasing, and WSVD methods. This result indicates
that modifying the sequence acquisition parameters to leave residual water at least 10-15
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Figure 4.12: The performance
of all the techniques in terms
of SNR for one volunteers with
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ter (simulated) for both receive
coils.

times higher than NAA would obviate the need for a reference scan for both head coils and
stabilize the performance of the techniques.

4.4.6 Application to Patients with Brain Tumors

The challenge for clinical applications is to have a robust method for distinguishing varia-
tions in metabolite levels in different regions of the brain within a modest acquisition time.
Figure 4.13 summarizes the performance of the methods described above for voxels from
NAWM for 105 lactate-edited datasets from 55 patients with brain tumors.
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Figure 4.13: The average nSNR of 3 main metabolites and their ratios in NAWM from 55
patients (105 exams) with brain tumor are shown in different color bars representing each
technique.

For the reference methods, the combination parameters were estimated from the cycle with
the larger residual water. Overall, the performance was similar to that in normal volunteers,
even though a wide range of selected volumes, patient ages, and disease states were included.
The improvement in SNR for RWvoxel was more noticeable for volumes larger than 720 cc,
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with a 4% increase at 200 cc, 10% increase at 700 cc, and 14% increase at 1500 cc for
the RWvoxel method relative to the RWcentral method. The WSVD method gave a more
modest improvement in SNR for larger selected volumes. It is important to note that the
results being reported are from within the NAWM, which lies more in the central region
than periphery of the brain. Figure 4.15 shows an example of 16 voxels of lactate-edited
data from a region of T2-hyperintensity for the various combination techniques in a patient
with a brain tumor. Differences in the pattern of metabolite levels are clearly visible in the
area of T2-hyperintensity and contrast enhancement. Although the choline is significantly
increased relative to creatine and NAA in these voxels, all methods that used the residual
water for coil combination produced similar average metabolite ratios.

An added complication for applying methods that use the whole spectrum rather than refer-
ence peaks to estimate phase corrections for patient data is the increased likelihood of lipid
artifacts, due to either prior surgery or the lesion being in a location that is difficult to cover
using PRESS volume selection. Figure 4.14 demonstrates the influence of lipid contamina-
tion on the quality of the WSVD algorithm when there is low residual water. While the
method performed well in some voxels, regions near the lesion have lipid contamination that
caused the coil weightings and phases to be inconsistent and led to low intensity spectra in
regions of tumor. The combined spectra in Figure 4.14 that were obtained using WSVD
had good SNR for voxels a and b, but voxels c and d lacked any signal (magenta spectra).
This is due to large lipid signals in channels 1 and 8 of the uncombined spectra that impact
the overall estimation. After lipid removal, the performance of the WSVD algorithm was
improved in voxels c and d, but degraded for voxel b (black spectra). An examination of the
individual channel data showed that the HSVD lipid removal algorithm (42) did not perform
well in voxel b for channels 1 and 8 so that these voxels ended up with higher lipid levels
than in the original data. For voxels c and d, where the lipid was successfully removed, the
combined spectra improved.
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Figure 4.14: Impact of the lipid contamination on WSVD combination with imperfect solu-
tion.
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Figure 4.15: Combined spectra from all presented techniques. Pre and post-gadoliniumT1-
weighted, fluid-attenuated inversion recovery (FLAIR) and partial MRSI data from a patient
with grade IV is shown. The combined spectra from each technique for 16 voxels around
the tumor region are displaced in corresponding colors with additional one voxel from contra
lateral region. In the presence of sufficient residual water, all methods produced consistent
metabolite levels and ratios.
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Figure 4.16: Outcome of the WSVD and FPphasing on patients with large lipid contamina-
tion with practical solution.

A better solution is to add sufficient residual water to recover some of the missing signals in
these voxels and make both WSVD and FPphasing less sensitive to lipid artifacts as shown
in Figure 4.16. Several spectra from some of the most interesting regions near the lesions
are shown for WSVD and FPphasing algorithms with and without sufficient residual water.
The presence of a large lipid signal results in a lack of metabolite signals in the combined
spectra in voxels where there was an absence of a large reference peak such as residual water
or NAA. This was improved when sufficient residual water was added (voxels with the most
improvement are shaded gray for direct comparison).

Tabel 4.4 shows mean normalized SNR of NAA from NAWM in 51 patients (105 scans) for
all techniques possible along with percentage of voxels containing aliased lipid. Voxels were
considered to either have normal amount of aliased lipid if the lipid SNR was greater than
25% of the mean SNR of NAA in NAWM or extreme amount of aliased lipid if the lipid
SNR was equal or greater than the mean SNR of NAA in NAWM. The latter case influences
the result of WSVD and FPphasing combination significantly and causes them to fail in
many voxels. The patient that is used as an example in Figure 4.14 and 4.16 to illustrate
the visual differences among the methods only had extreme lipid contamination in 2% of its
voxels. 30% of the patient data sets had extreme lipid contamination in 1% to 87% of their
voxels. Within that cohort, for cycles with low residual water the mean±SD percentage of
voxels with lipid peaks equal or greater than mean NAA SNR in NAWM for WSVD and
FPphasing methods were 15.1%±20.2, and 8.3%±9.7 respectively with detectable voxels of
78.2%±20.5 and 80.3%±13.00 respectively. However, If the combination parameters were
estimated from the cycles with high residual water (RWvoxel method), the lipid contamina-
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Table 4.4: Mean Normalized SNR (nSNR : cm−3min−1/2) Values for All Combination Tech-
niques for NAA in Patients*

Cycle w/ rWater Cycle w/o rWater

Methods nSNR
% voxels

(Lip>25%NAA)

% voxels
(Lip≥NAA)

Methods nSNR
% voxels

(Lip>25%NAA)

% voxels
(Lip≥NAA)

RWvoxel 8.0±1.5 25.4±19.9 1.4±3.7 NAAvoxel — — —
GLSRW 7.8±1.5 26.1±20.4 1.2±3.5 GLSNAA — — —
FPphasing 8.0±1.5 25.4±20.0 1.4±3.9 FPphasing 8.2±1.7 31.3±21.8 2.4±6.3
WSVD 7.7±1.4 25.5±19.4 1.5±3.9 WSVD 8.0±1.8 33.5±23.8 4.3±2.7
RWcentral 7.3±1.3 26.1±19.2 1.1±3.2 NAAcentral — — —

RWvoxel† 8.6±1.6 28.8±20.9 1.0±2.8

*N=105 exams, 51 Patients.
*Standard deviation between scans are shown as mean±SD.
† Combination parameters estimated from the other cycle.

tion decreased to average of 3.6%±4.2 with higher detection of 88%±10. For the cycles with
high residual water the mean±SD percentage of voxels with lipid peaks equal or greater than
mean NAA SNR in NAWM for WSVD, FPphasing and RWvoxel methods were 6.3%±5.3,
5.5%±5.9 and 5.8%±5.3 respectively with detectable voxels of 83.4%±11.3, 85.6%±9.6 and
85.6%±9.4 respectively. This is because aliased lipid signals didn’t contribute as much to
the combination parameters since there was a large reference peak present.

4.5 Discussion

The study presented here addresses the performance of different coil combination methods
for 3D single-cycle and lactate-edited multi-channel H-1 PRESS localized EPSI studies from
large regions of the brain. Critical requirements are that these methods are robust across
various locations, can be used for a wide variety of selected volumes, and can cope with vox-
els with relatively low SNR. While it is clear that a separate non-water suppressed scan can
be used to estimate amplitude factors and phase offsets for individual channels and apply
them to the data of interest (Wvoxel), there are many circumstances where limitations on
acquisition time make it preferable to do the combination without obtaining an additional
scan. Several strategies for achieving this were evaluated, including those that use resid-
ual water and NAA peaks as a reference (RWcentral, RWvoxel, GLSRW , NAAvoxel, NAA
central, GLSNAA (22), FPphasing (15), and WSVD algorithms (20, 21).

In a previous study, Rodgers et al (20) showed that using WSVD, FPphasing, and Wvoxel
all gave good results for analysis of single voxel spectroscopy data obtained from a normal
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volunteer using a 3T scanner with 12 receiver elements, but that WSVD gave the best overall
performance. In a subsequent study, An et al (22) demonstrated that, for data obtained with
a 7T scanner and 32-channel RF coil, the WSVD method was more sensitive than the GLS
method to baseline errors that originate from water or lipid signals coming from outside
the voxels of interest. This resulted in the GLS method outperforming the WSVD method
with respect to the coefficient of variance. It is important to note that in this latter paper,
NAA rather than unsuppressed or residual water was used as the reference peak. The results
obtained from our analysis of multi-voxel MRSI data from a phantom, which had no lipid
contamination and different simulated noise levels, were consistent with these data.

In another recent study, Abdoli et al (32) used a volumetric spin-echo EPSI acquisition
with an interleaved water-reference data (TR = 1.71s, TE = 70ms and Tacq = 26min) to
evaluate amplitude weighting and combination strategies for data from normal volunteers.
They reported that using the signal, signal-to-noise, and signal-to-noise squared weighting
from the water reference scan performed similarly and gave better results than the SVD,
WSVD, and GLS combination methods. For the normal volunteers considered in our study
we found that using calibration image intensities to estimate amplitude weighting factors
gave similar or better results than the non-suppressed water (Wvoxel) or large residual water
(RWvoxel) reference peak intensities and the intensities from the FPphasing algorithm. The
SNRs obtained from our large patient cohort verified the initial finding that the RWvoxel
methods consistently had maximum metabolite SNR.

For the in-vivo analysis of 3D MRSI that included tumor voxels with very little to no NAA
and some lipid contamination for voxels within the selected volume, a residual water peak of
10-15 times higher than the NAA in NAWM was found to give robust estimates of phase and
amplitude parameters. Note that an overpress factor of 1.5 was used for these data to avoid
chemical shift artifacts and spatial variations in the residual water peak on the edge of the
selected volume. This meant that there was a residual water peak in almost every voxel of the
3D array for the cycle without the editing pulse. We also showed that, with sufficient residual
water, the RWvoxel combination method was the most robust and accurate method, with
low computational complexity. The response of these methods to baseline/signal artifacts
was variable, but the overall performance became similar if the largest peak in the spectrum
was the residual water.

For in-vivo data, the techniques that incorporated spatially varying phase offsets outper-
formed the RWcentral and NAAcentral methods, which assumed a constant offset between
channels. Voxel-by-voxel phase correction was especially important for coils with higher
numbers of elements and for larger excitation volumes. Among the voxel-by-voxel correction
techniques, the RWvoxel and FPphasing methods performed better than the WSVD and
GLSRW methods. This behavior was consistent among all volunteer exams, but different
from that obtained in the phantom study, mainly due to baseline errors and lipid contami-
nation. In the absence of a strong residual water peak, the WSVD and FPphasing methods
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suffered due to the presence of large lipid signals from outside the voxel of interest, but
the distinction between these two algorithms is that FPphasing uses information from an
average of all the points to estimate phases and weights while WSVD uses each of the data
points individually.

The impact of the different coil geometries on the spatial variation of phase offset was studied
using deviation maps that were calculated from the non-suppressed water acquisition. In
the center of the selected volume these offsets were relatively constant, but the between-
channel deviation increased for voxels nearer to the coils up to an average of 94◦ - 89◦ and
was larger for the 32- versus the 8-channel coil. The accuracy of the combination methods
depends on the quality of the phase and amplitude maps that are estimated either implicitly
or explicitly. One way to compare the methods is to look at the consistency of the phases and
weights in different datasets compared to the unsuppressed water reference scan. We showed
empirically that adding sufficiently high levels of residual water will make these maps very
similar to those calculated from the unsuppressed water scan reference. To test the sensitivity
of the maps to differences in coil loading, we compared results from three volunteer scans and
showed that the amplitude varied by factors of 2 to 10 while the phase varied from 5◦ to 40◦.
This suggests that between subject variations in coil loading is significant and extrapolating
from phantom or other previously acquired data may be unreliable.

The spectroscopic data used in this study were acquired with 8 and 32 channel RF coils at
3T with PRESS localization using an overpress factor of 1.2 for single-cycle or 1.5 for lactate
editing data, with CHESS pulses for water suppression, and VSS pulses for suppression of
unwanted signals outside the region of interest. Even with these conservative strategies, it
was observed that there were unsuppressed residual lipid resonances in some of the voxels
from the 3D array. In some cases this was due to the point spread function (PSF) of the phase
encoding method and in other cases to artifacts or physical motion. Lipid contamination
from signals outside the prescribed voxel resulted in suboptimal combination for the WSVD
and FPphasing methods. When processing in-vivo data, it may therefore be better to employ
a combination technique that suppresses such artifacts, even if it sacrifices some SNR in the
combined spectra.

Previous studies have also proposed a number of methods for reducing or removing unwanted
lipid by post-processing approaches such as time domain fitting (48), data extrapolation (49),
or using the sensitivity information of the 8-channel phased array coil and SENSE to unalias
the lipid resonances (50). In this study, we applied non-iterative time-domain fitting with
the Lanczos-based version of the HSVD method to reduce the outer volume lipid signals
(42). The results obtained demonstrated that this provided improved results in some voxels
but in others made the situation worse. Our analysis suggested that the WSVD algorithm
cannot robustly combine channels when the unwanted lipid signal is at a level comparable
in magnitude to the true metabolite signals. In a recent paper by Rodgers et al (21), it was
suggested that this could be avoided by either reducing the acquisition bandwidth so the
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contaminating signals are not recorded, or by zeroing the signal for the range of chemical
shifts around the contaminated signal before applying the WSVD combination method. This
is not a practical solution for brain tumors, as the presence of high lipid can provide evidence
for apoptosis or necrosis and it is important to be able to detect these peaks for voxels within
the tumor. However, modifying the acquisition parameters to leave sufficient residual water
seems to be a more effective solution.

4.6 Summary and Conclusion

The most common methods proposed for coil combination have been applied to multi-voxel
single-cycle and lactate-edited PRESS localized EPSI data from the brain obtained with
two different head coils (8- and 32-channel). Results obtained in volunteers and from a large
cohort of patients with brain tumors indicate that the method which employed large residual
water peaks to estimate voxel-by-voxel phase offsets for each channel, is able to outperform
more sophisticated algorithms. This is based on our analysis of SNR and coefficient of vari-
ance of NAA in normal-appearing white matter. Although WSVD was shown to be a viable
technique for analyzing spectra with small selected volumes and limited lipid contamination,
it was not a robust choice for evaluating multi-voxel spectra from larger regions of the brain.
While the GLS method was less sensitive to these issues and performed well in terms of the
coefficient of variance, it provided a lower average SNR.
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Chapter 5

Development of Compressed Sensing
for MRSI Applications

5.1 Introduction

While MRI is a popular noninvasive medical imaging method due to its capability in provid-
ing excellent soft tissues contrast in human body and has its advantages over other medical
imaging modalities, it suffers from much longer acquisition times compared to other modal-
ities, such as CT imaging. To reconstruct an image, conventional MRI requires the entire
spatial Fourier domain of the image to be sampled according to Nyquist criteria. Rapid sam-
pling in Fourier domain is further limited by MR physical constraints (e.g. gradient strength
and slew rate) and human physiological conditions (e.g. avoiding nerve stimulation). There is
an increasing interest in speeding up the MRI sampling process to make it more comfortable
for patients, compensate for their minor movements, increase end throughput.

Since the data collection has its fundamental limits, many researchers have focused on devel-
oping methods to reduce the amount of acquired data without degrading the image quality.
These reduced sampling methods are based on the fact that MRI data is redundant, so that
the underlying information should be able to be extracted from fewer measurements than
traditionally considered necessary by Nyquist rate. The source of these redundancies can be
divided to two main categories: (I) the use of multiple receive channels (II) the compress-
ibility of images. One of the most significant clinical impacts of reduced sampling methods
has been accomplished by parallel imaging with multiple receiver channels which will be
discussed in detail in the next chapter. This can be seen intuitively in Figure 5.1 because
combining the signals from the different coils in the array to mimic the modulations (spatial
harmonics) that would normally be produced by a phase encoding gradient would provide
fewer acquisitions per scan. Another source of redundancy that has been gaining significant
attention is the sparsity and compressibility of various MR signals. This effort has been
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Figure 5.1: Redundancy I: multiple receive channel. Spatial differences in coil sensitivity
can reduce the number of gradient encoding steps.

motivated by the fact that images often have a sparse representation in some domain (such
as finite difference, wavelet), where the number of coefficients needed to describe the image
accurately is significantly less than the number of pixels in the image. This observation is
based on the theory of compressed sensing, a general theory for sampling of sparse signal
(1–3), but is particularly applicable to MRI. The sparsity is exploited by constraining the
reconstruction to have a sparse representation and be consistent with the measured k-space
data (Figure 5.2).

Compressed sensing (CS) is a non-traditional signal processing method, which allow us to
recover undersampled signal even though the sampling violates the Nyquist criteria. This
appealing characteristic makes it a new rapidly growing research topic in MR imaging. It
is potentially a technology that provides a new way of thinking about how to acquire and
code signals in the most efficient manner. Traditionally, data acquisition typically works by
collecting massive amount of data only to be discarded at the compression stage in order
to facilitate storage and transmission. One can think of this process as acquiring a high
resolution pixel array, computing the complete set of transform coefficients, encoding the
largest coefficients and discarding all the others. This is a very wasteful process. What CS
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Figure 5.2: Redundancy II: most images are compressible. Images can be described in
significantly less number of coefficients in some domain.

does instead, is directly acquire the important information about the object of interest from
the beginning. In other words, CS protocols essentially translate analog data into an already
compressed digital form so that one can decompress the measured data later.

Once undersampled data are obtained, a concomitant issue is how to reconstruct the signal.
Signal reconstruction or recovery is a long existing topic in signal processing, and a number
of algorithms have been developed. However, there is no doubt that some modifications
must be done to tailor these algorithms to CS data. Signal reconstruction in CS can be
converted to a problem of signal denoising once certain undersampling scheme is satisfied.
Although optimal undersampling is a key step in CS signal reconstruction, in this chapter,
the following discussion will focus more on the reconstruction algorithms that are well suited
to be applied for MR image reconstruction.

In this chapter, the theories and shortcomings behind compressed sensing techniques are
thoroughly reviewed in the context of MRI applications and are then extended to MRSI
applications. The chapter is organized in the following manner: first the theory of CS
is introduced with emphasis on the key steps that guarantee the success of CS; followed
by an simple 1D example that is provided to illuminate how those ideas in the theory
can be applied in practice; finally, three different non-linear reconstruction techniques for
CS-MRI are considered: Non-Linear Conjugate Gradient (NL-CG), Stagewise Orthogonal
Matching Pursuit (StOMP) and Projection Over Convex Sets (POCS). These algorithms
are studied, implemented, and applied to a Shepp-Logan phantom and a 2D MRI brain
image. The efficiency of these algorithms was compared and are shown in terms of image
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reconstruction quality and computation time. The best performed technique is then applied
to an MRSI application: “multi-channel spectroscopic imaging reconstruction using water-
referencing with compressed sensing”

5.2 Theory of Compressed Sensing

Underlying the most well-known image compression methods such as JPEG, JPEG2000 are
the Discrete Wavelet Transform (DWT) and Discrete Cosine Transform (DCT). In practice
these methods are used to compress the data soon after capturing (sensing) the image.
The transforms are useful because they convert the image content into a vector of sparse
coefficients, and the standard strategy is, with some tolerable error, to encode only the most
significant coefficients and store them for later decoding. The images are fully reconstructable
and with compression they take less space for storage or transmission.

The question that has sparked a lot of research interests in recent years however is, since the
data can be compressed after sensing (e.g., by DCT or DWT), is it possible to just acquire
less measurements to begin with? According to Candes (1) and Donoho (2), if the under-
lying image exhibits transform sparsity, and if k-space undersampling results in incoherent
artifacts in that transform domain, the image can be recovered from randomly undersampled
frequency domain data, provided an appropriate nonlinear reconstruction scheme is used.

When k-space is undersampled, the Nyquist criterion is violated and aliasing artifacts are
introduced. As indicated in (4), many schemes have been proposed to deal with the reduced
sample data and they all fall into three main categories:

1. Methods generating artifacts that are incoherent at the expense of reduced SNR
2. Methods exploiting redundancy in temporal, spatial or both domains
3. Methods exploiting redundancy in k-space such as parallel imaging

In this chapter the approaches in 1 and 2 are combined. Sparsity in MR images are exploited
in a pixel, wavelet or any other possible transform domain. The important condition is that
the underlying object that is being recovered needs to have a sparse representation in a known
and fixed mathematical transform domain. In Shannon theory the signals are bandlimited
and the limited non-zero coefficients are grouped together. In compressed sensing theory the
spread of these limited number of non-zero coefficients applies to a more general case (1). In
short, to successfully apply Compress Sensing (CS) in MRI, there are three key requirements:

1. Transform Sparsity: The image domain or one of its transform has to be sparse.
2. Incoherence of Undersampling Artifacts: The aliasing artifacts in a linear reconnstruc-

tion of udersampled data must be incoherent (noise-like) in the sparse domain.
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3. Recovery by Solving a Non-Linear Convex Optimization: The reconstruction meth-
ods should enforces both sparsity and data consistency.

Natural images can often be compressed with little or no loss of information which has
been demonstrated countlessly by images on the web everyday . As shown in (5), MR
images can also be represented using only subset of the largest coefficients by applying a
sparsifying transform. This indicate that first requirement is met. The MR acquisition can be
designed to achieve incoherent undersampling by carefully designing the gradient waveforms
that allow for incoherent measurement of k-space and so the second requirement is also
met. There are several efficient and practical schemes proposed for non-linear reconstruction
of undersampled data which could fulfill the last requirement. To develop an intuition
and deeper understanding of the importance of these three requirements, a very simple 1D
example will be considered.

5.3 Intuitive Examples of 1D/2D Signals

This 1D example illustrates the correlation between the compressed sensing and denoising.
The main idea in compressive sampling is that the number of samples needed to capture a
signal depends primarily on its structural content, rather than its bandwidth. As a concrete
example, suppose that f(n) is a discrete signal of length 128 which is composed of 5 complex
sinusoids of whose frequencies, phases, and amplitudes are unknown.

The DFT of f(n) has 5 nonzero components as shown in Figure 5.3(a). If there are no
restriction on the frequencies in f(n) then any of the 128 components of DFT can be nonzero.
According to Shannon/Nyquist criteria to recover this signal via linear sinc interpolation,
all 128 samples are needed in the time domain.

0 50 100 150
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0.4
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0.8

1

(a) Original Signal

0 50 100 150

(b) Equispaced undersampled

0 50 100 150
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Figure 5.3: An intuitive example of the importance of incoherence undersampling
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Now let’s assume two sets of 32 samples exist. One set is obtained by equispaced under-
sampling of f and the other set is obtained by random undersampling. Then the zero-filled
inverse Fourier Transform of each set. With equispaced undersampling, this reconstruction
generates a superposition of shifted signals resulting in unreversible aliasing distortion. This
reconstruction is the `2 norm solution and recovery is impossible since it is equally likely for
each of the replica to be the solution, shown in Figure 5.3(b).

With random undersampling, the zero-filled Fourier reconstruction presents incoherent alias-
ing that behave like additive random noise. Random undersampling causes energy leakage
from each individual nonzero value of the original signal and this energy appears in other
reconstructed coefficients. In this example the largest component in the original sparse signal
stands above the level of interference and maybe recoverable by appropriate iterative thresh-
olding which suggest a nonlinear reconstruction scheme. So, there is hope for recovering the
signal. That is why incoherent undersampling and nonlinear reconstruction are important in
compressed sensing. In other words, by random undersampling, the ill-conditioned problem
has been turned into a sparse signal denoising problem. Hence, the “noise” is not really
noise but incoherent aliasing that is contributed by the signal itself, shown in Figure 5.3(c).

By knowing that the signal of interest is sparse, a different approach can be taken to this
problem. Given the 32 observed samples, the set of all 128-length signals with samples
matching our observations is an affine subspace of dimension 96 (128 − 32). From the
candidate signals in this set, the one whose DFT has minimum `1 norm is chosen, that is, the
sum of the magnitudes of the Fourier transform is the smallest. In doing the original signal
is recovered. Figure 5.4(a) shows the original signal and Figure 5.4(b) shows the Fourier
transform of randomly undersampled data. Figure 5.4(c,d) illustrates the reconstructed
signals that have gone under 300 iterations with two different threshold values.

In general, if there are K sinusoids in the signal, it is possible to recover the signal using `1

minimization from (on the order of) K log n samples (1). The framework is easily extended
to multidimensional measurements. Suppose that instead of taking m samples in the time
domain, the signal is projected onto a randomly chosen m-dimensional subspace. Then if
f is K sparse in a known orthobasis, and m is on the order of K log n, f can be recovered
without error by solving an `1 minimization problem.

Before diving into 2D applications and addressing their non-linear reconstruction algorithms
in detail, Figure 5.3 summarizes the three essential ingredients for successful compressed
sensing approach for MRI applications. Finding the optimal domains where the images are
spares are important (Ingredient I). Creating an incoherent aliasing artifact in the image by
random sampling is essential (Ingredient II), however, another important aspect of random
sampling of 2D signals is matching the power spectrum of the image. Meaning, if the energy
is concentrated in lower spatial frequencies (in the case of MR k-space), more samples should
be allocated there.
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Figure 5.4: An intuitive reconstruction of a sparse signal from random undersampling

To illustrate this point, the zero-field Fourier reconstruction of two randomly undersampled
k-space data with same number of samples were compared: one being randomly undersam-
pled from uniform probability distribution function (pdf) (Figure 5.3) and the other from
variable density pdf (Figure 5.3). The difference image of each case that are shown in Fig-
ure 5.3 and Figure 5.3, suggest the aliasing artifacts is only “white noise” like when the
appropriate pdf is chosen for random sampling based on the underlying data. Non-linear
reconstructions (Ingredient III) are studied in detail in the following chapter.



CHAPTER 5. CS APPLICATIONS FOR MRSI 111

100% samples

80% samples

center

80%
 samples

Uniform
undersampling

80%
 samples

Poisson Dis
cundersampling

I: Sparsity II: Incoherent Sampling
III: Nonlinear Recon.

 of CS

POCS

NL-CG

StOMP

or

or

Ingradients

N pixels

K<<N 

pixels

Finite-difference wavelet
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Figure 5.6: Randomly undersampled k-space by uniform pdf

5.4 Compressed Sensing Reconstruction Methods for

MRI Images

An underdetermined system of linear equations (y = Ψx) has more unknowns than equations
and generally has an infinite number of solutions. In order to choose a unique solution to
such a system, one must impose extra constraints or conditions. In the compressed sensing
framework, as shown in Figure 5.8, one adds the constraint of sparsity, allowing only solutions
which have a small number of nonzero coefficients. Not all underdetermined systems of
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Figure 5.7: Randomly undersampled k-space by gaussian pdf

linear equations have a sparse solution. However, if there is a unique sparse solution to the
underdetermined system, then the compressed sensing framework allows the recovery of that
solution.

y = Ψx

combinatorial 

problem, which is 

NP-hard in general.

x 1 =
i

|x i | x 2 = (
i

|x i |2 )1/ 2x 0 = K

x̂ = argmin
x

{ x 0 : y = Ψx } x̂ = argmin
x

{ x 1 : y = Ψx } x̂ = argmin
x

{ x 2 : y = Ψx }

0 minimization 1 minimization 2 minimization

Figure 5.8: Unique sparse solution (`0,`1,`2 minimization) to underdetermined system of
y = Ψx

Let’s assume x is a vector [n× 1] with K non-zero coefficients, Ψ is a matrix [m× n], and y
is vector [m× 1]. As an engineer, we may try to use least-squares i.e., to find the minimum
`2 norm solution since `2 minimization has a closed form solution, provides minimum energy,
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and the algorithm is very fast. Unfortunately, in doing one is looking for the intersection
of a sphere and a plane, which will most likely not be on a coordinate axis where sparse
solutions lie.

The next approach is to minimize cardinality by `0 minimization which is number of non-zero
coefficients. So, if we look for the minimum `0 solution, we will find the original signal but
unfortunately, looking for such a solution is a combinatorial problem, which is NP-hard in
general. However, for most large underdetermined equations we can obtain the same answer
as the minimum `0 norm, for a trade off of acquiring (m = K log(n)) measurements rather
than (m >= K) measurements and minimizing `1 norm (6).

Looking for the minimum `1 solution is a convex optimization problem, which can be solved
numerically very efficiently. Intuitively, using `1, we are looking for the intersection of a
plane and a polyhedron. we can think of the polyhedron as being “peaky”, so this time the
intersection will most likely lie on an axis.

Many schemes can be found which implement different algorithms performing the `1 min-
imization. For example, one reconstruction can be obtained by solving the following con-
strained optimization problem:

minimize
x

‖Ψx‖1

subject to ‖FUx− y‖2 < ε
(5.1)

Where x is complex vector representing the reconstructed image, Ψ is the linear operator that
transforms from pixel domain into sparse domain, FU is undersampled Fourier Transform,
y is the measured k-space from MRI scanner and ε is the noise level. Obviously minimizing
the `1 norm of ‖Ψx‖1 develop sparse solution and the constraint ‖FUx − y‖2 < ε enforces
consistency.

In the following sections, a brief intuitive description will be given of three different iterative
algorithms that solve the underdetermined system y = Ψx with a sparsity constraint and
they will be applied to the MRI applications. There are:

1. Non-Linear Conjugate Gradient in (4): Converting the constrained convex optimization
to a unconstrained one and solving it using non-linear conjugate gradient descent with
back-tracing line search.

2. Stagewise Orthogonal Matching Pursuit in (6): It uses matched filter and hard thresh-
olding to selects all predictors that have high correlation with original data at each
stage, adds to current model and fits by least squares.

3. Projection Over Convex Sets: includes two projections for each iteration: the first
projection applies a threshold to the input data, the second projection inserts the orig-
inal observed measurement into the solution and essentially ensures that any solution
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proposed exactly fits the observed data or equivalently only the missing measurements
are predicted.

5.4.1 Non-Linear Conjugate Gradient (NL-CG)

Converting the constrained convex optimization problem in Equation (5.1) to unconstrained
optimization problem gives the following objective function to be minimized:

argmin
x

‖FUx− y‖2
2 + λ‖Ψx‖1 (5.2)

where FU is the undersampled Fourier operator associated with the measurements, y is k-
space measurements, λ is a regularization parameter that determines the trade-off between
the data fidelity and the sparsity, Ψ is sparsifying transform operator (e.g. Wavelet trans-
form operator), and x is the reconstructed image. Since the objective function is convex,
optimization using gradient method is a natural choice. The diagram of the algorithm is
summarized in Figure 5.9.

Initialization 

Compute gradient f (x i )

f (x i ) 0 ?The magnitude of gradient

f (x i )Compute decent direction d based on 

αCompute decent step size

x i = x i + α · dupdate 

YES
FIN

NO

Figure 5.9: The diagram of Non-Linear Conjugate Gradient (NL-CG) algorithm

Different gradient methods have different strategies to find out decent direction and step
size. Usually, using a conjugate gradient method to find the descent direction makes the
iteration converge faster than the steepest descent method. The convergence can usually
be guaranteed when no backtracking line search method is used to find the step size. The
conjugate gradient requires computation of the gradient of the object function. A problem
with this is that `1 norm is not differentiable at origin (x=0). One way to overcome this is to



CHAPTER 5. CS APPLICATIONS FOR MRSI 115

approximate the `1 norm with a smooth function, e.g. |x| ≈ √x′x+ µ and µ ∈ [10−15, 10−6].
Another method to circumvent the problem is to use sub-gradient method, which needs
not to choose smooth function but is known for slower convergence. The regularization
parameter, λ, can be determined empirically. For example, different λ can be tried to solve
the optimization problem, and then choose the one that gives the best result. Alternatively,
it can be determined automatically using generalized cross validation.

In practice, when Ψ is chosen to be wavelet operator and wavelet based CS reconstruction
is performed, small high frequency artifacts may appear in the reconstruction. To attenuate
these artifacts, a small Total Variation (TV) penalty is added and the objective function
becomes:

argmin
x

‖FUx− y‖2
2 + λ‖Ψx‖1 + λTV (x)

By adding TV term into objective function, it seeks to represent the image sparsely both in
wavelet domain and finite-differences domain, where λ determines the trade-off of sparsity
between two domains.

5.4.2 Stagewise Orthogonal Matching Pursuit (StOMP)

While `1 minimization, which finds the solution having minimal `1 norm, enjoys some partic-
ularly striking theoretical properties, such as rigorous proofs of exact reconstruction under
seemingly quite general circumstances, `1 minimization is much too slow for large-scale ap-
plications. StOMP is a method for approximate sparse solution of underdetermined systems,
which is claimed to be significantly faster that general `1 norm based minimization. Con-
sidering MR image reconstruction usually involves large scale matrix computation, it seems
worthwhile to adapt this algorithm to compressed sensing MR image reconstruction.
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Figure 1: Schematic Representation of the StOMP algorithm.

performance.

3.1 The Procedure

StOMPoperates in S stages, building up a sequence of approximations x0, x1, . . . by removing detected
structure from a sequence of residual vectors r1, r2, . . . . Figure 1 gives a diagrammatic representation.

StOMPstarts with initial ‘solution’ x0 = 0 and initial residual r0 = y. The stage counter s starts at
s = 1. The algorithm also maintains a sequence of estimates I1, . . . , Is of the locations of the nonzeros
in x0.

The s-th stage applies matched filtering to the current residual, getting a vector of residual correlations

cs = ΦT rs−1,

which we think of as containing a small number of significant nonzeros in a vector disturbed by Gaussian
noise in each entry. The procedure next performs hard thresholding to find the significant nonzeros; the
thresholds, are specially chosen based on the assumption of Gaussianity [see below]. Thresholding yields
a small set Js of “large” coordinates:

Js = {j : |cs(j)| > tsσs};

here σs is a formal noise level and ts is a threshold parameter. We merge the subset of newly selected
coordinates with the previous support estimate, thereby updating the estimate:

Is = Is−1 ∪ Js.

We then project the vector y on the columns of Φ belonging to the enlarged support. Letting ΦI denote
the n× |I| matrix with columns chosen using index set I, we have the new approximation xs supported
in Is with coefficients given by

(xs)Is
= (ΦT

Is
ΦIs

)−1ΦT
Is

y.

The updated residual is
rs = y − Φxs.

We check a stopping condition and, if it is not yet time to stop, we set s := s + 1 and go to the next
stage of the procedure. If it is time to stop, we set x̂S = xs as the final output of the procedure.

Remarks:

4

Figure 5.10: StOMP Schematic [Courtesy of (6)]

StOMP aims to achieve an approximation to the solution of y = Φx0 where Φ is random
matrix and x0 is the sparse signal and y is the measurement. StOMP diagram is shown in
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Figure 5.10.

The algorithm starts with initial solution of x0 = 0 and initial residual r0 = y and iterates
in S stages to obtain the final x̂ which is equal xS. Each stage applies matched filtering
to the current residual (ΦT rs), obtaining a vector of residual correlations (cs) which only
has few non-zero element. The procedure next performs hard thresholding to find those
non-zero elements and put them in a set Js = {j : |cs(j)| > ts} where ts is a threshold
parameter. Given Is is the index value of those nonzero element, we merge the subset
of newly selected coordinates with the previous one (Is = Is−1 ∪ −Js). Then the vector
y is projected on the columns of Φ that are chosen using index set I. This is our new
approximation: xs = (ΦT

Is
ΦIs)

−1ΦT
Is
y and the updated residual is rs = y − Φxs.

The statistical modeling of this problem goes as follows. One is given data y = Φx, Φ is
random matrix with independent columns that are predictors and x is a vector of coefficients
that is sparse. It is believed that most potential predictors are irrelevant, and only a few
predictors should be used, but it is unknown which ones are most likely to be. Equivalently,
most of the coefficients in x are zero, but the positions of the nonzeros are unknown. The
StOMP method selects all predictors that are having a significant correlation with the original
signal at each stage and adds it to the current model, which is then fits by least squares.

5.4.3 Projection Over Convex Sets (POCS)
A

B

C

x 0
x 1

x 2

x 3

x 4

x

Figure 5.11: POCS algorithm
solves by projection for
{x ∈ Rn s.t. x ∈ A ∩B}

Explaining the POCS method requires a trip to the ab-
stract function space. In the infinite function space, every
point represents a solution function for an arbitrary inver-
sion problem. This figure shows two function sub-spaces.
Each set represents all solution functions with a common
characteristic. For example, set A contain all solutions that
are positive, and set B contain all solutions that are real
for any arbitrary problem. Initial solution is picked and is
iteratively projected onto sets A and B until the solution
converges to one answer in set C.

Schematic Representation of the POCS algorithm is shown in Figure 5.18. The proposed
POCS algorithm includes two projections for each iteration. The first projection applies a
threshold to input data. The second projection inserts the original observed measurement
into the solution. This projection essentially ensures that any solution proposed exactly fits
the observed data or equivalently only the missing measurements are predicted.

This diagram represents the iterative process as follows: a 2D inverse Fourier transform is
applied to the undersampled k-space that is obtained from the MRI scanner. Then a 2D dis-
crete wavelet transform (DWT) is applied to the resulted image for sparsity transformation.
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Figure 5.12: POCS Schematic

The algorithm applies the threshold to the resulting wavelet coefficients. An inverse DWT
is then applied to bring the data back to the image domain and then a DFT is applied to
bring back the data to the k-space domain before the original, observed data are placed into
the solution. This procedure is applied for a number of iterations before the output is taken.

5.5 Results and Discussion for CS-MRI Images

In order to get an exposure to how CS reconstruction algorithm works, three algorithms were
examined and their performance compared in term of relative error and processing time for
MR image reconstruction.

Projection Over Convex Set is simply a 2D extension of the method mentioned earlier in 1D
example. The POCS algorithm is very flexible. Additional constraints can be applied to the
reconstruction by implementing suitable projections in the algorithms. We have observed
that the way the threshold is chosen or even varied with iteration affects the convergence and
the results of the reconstruction. Non-linear Conjugated Gradient method was proposed in
(4), which is one of the very first paper that applies CS theory specifically to MR imaging.
NL-CG is used to solve an unconstraint optimization problem iteratively based on gradient
method. Stagewise Orthogonal Matching Pursuit is an algorithm to finding sparse solution
for large scale system. The StOMP method selects all predictors that are having a significant
correlation with the original signal at each stage and adds it to the current model, which is
then fits by least squares.
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Demo scrips provided in SparseMRI-v0.2 were used to show the NL-CG result. The code
provided in SparseLab200 qas modified to apply the StOMP algorithm to MRI data. The
POCS method was implemented in MATLAB.

(a) Original Image (b) NL-CG Recon (b) Differene Image

   = 0.15012

T = 280 sec

ξ

Figure 5.13: NL-CG algorithm with Error = 0.150152 and Time = 280 seconds.

In implementating the POCS algorithm, different values of λ, the threshold, and the number
of iterations were considered. The algorithm iterated about 20 times which took about 30
seconds each. The results are shown in Figure 5.15. As illustrated, lower λ resulted in
sharper reconstructed image with more high-frequency noise, whereas, the higher threshold
resulted in blurrier image but less high-frequency noise. Table 5.1 summarizes the POCS
results with different λ’s and associated relative errors. The relative error was calculated as
following:

ξ =
‖I − Î‖frobenius
‖I‖frobenius

When λ = 0.1 we obtained the best image based on visual quality and ξ error.

Algorithms Threshold (λ) Relative Error (ξ)

POCS

0.006 0.26129
0.06 0.21813
0.1 0.18839
0.3 0.22743

Table 5.1: λ’s choices and associated relative error

Figure 5.13 shows the result from the NL-CG algorithm. Figure 5.13(a) shows the original
image, Figure 5.13(b) shows NL-CG reconstruction, and Figure 5.13(c) shows the difference
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(a) Original Image (b) StOMP with FAR (c) Difference Image

(d) Original Image (e) StOMP with FDR (f) Difference Image

ξ   = 0.20461

T = 2.597 sec

ξ   = 0.21145

T = 0.750 sec

Figure 5.14: StOMP algorithm with FDR and FAR threshold.

image. The algorithm iterated about 5 times which took about 280 seconds with relative
error of ξ = 0.150152.

The results from the StOMP algorithm is shown in Figure 5.14. FAR threshholding with
ξ = 0.20461 gives a better image than FDR threshholding with ξ = 0.21145. However,
the total computation time of FAR thresholding was over 3 times longer than the total
computation time of FDR threshholding.

The computation times and relative errors from all three algorithms are listed in Table 6.4.
NL-CG generated the best results in terms of both relative error and visual quality, while
StOMP provided the fastest reconstruction as the algorithm expected to be. POCS, on
the other hand, provided the simplest algorithm, but required choosing the value of lambda
whose value plays a critical role in image reconstruction quality subjectively. This drawback
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(a) Originial Image λ = 0.006

ε = 0.26129

λ = 0.06

ε = 0.21813

λ = 0.1

ε = 0.18839

λ = 0.3

ε = 0.22743

(c) Difference Image(b) POCS w/ thresh

Figure 5.15: POCS algorithm with several different threshold, 30 seconds
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(a) Original Image (b) StOMP with FAR (c) Difference Image

(d) Original Image (e) StOMP with FDR (f) Difference Image

ξ   = 0.13702

T = 28.4 sec

ξ   = 0.16728

T = 7.7646 sec

Figure 5.16: StOMP algorithm with FDR and FAR threshold.

may prevent its practical use in clinical setting. StOMP had the worse performance with
the fastest computation time, we think this is due to the fact that StOMP doesn’t deal with
complex data sets since the reconstruction of the phantom was almost perfect as shown in
Figure 5.5.

The interesting observation is that there may be oscillating high frequency artifacts showing
up somewhere around skull in both StOMP images and POCS algorithms, and this may
verify the reason behind using Total Variation (TV) in conjunction with wavelet transform
in NL-CG. By adding TV in StOMP, it is presumed that one can further reduce the relative
error. A comparison of the difference-image of all the algorithms showed that some of
them exhibit “structured” traces. Presumably the algorithms that result in non-structured
“difference image” have a higher quality reconstruction even though their calculated relative
error may not necessary reflect that conclusion. This means one should not rely purely on
the relative error as it may not give the best outcome.
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It should be noted that the comparison of computed time made here may not represent the
true difference among the algorithms, because none of the MATLAB codes used to compare
these algorithms have been optimized. In addition, it is hard to analytically justify the
quality of medical images, even though one may look better than the other one from the
SNR, CSNR, or any other error measure perspective. At the end of the day, radiologist are
the ones who will judge the quality and accuracy of these reconstructed images.

Algorithms Relative Error Time (sec)

POCS (λ = 0.1) 0.18839 30
StOMP (w/ FAR) 0.20461 2.597
StOMP (w/ FDR) 0.21145 0.751
NL-CG 0.15015 280

Table 5.2: Summary of computation times and relative errors of all the algorithms

5.6 Multi-Channel MRSI Reconstruction Using

Water-Referencing with Compressed Sensing

As discussed in great details in Chapter 4, although the use of multi-channel receiver coils
can increase the SNR of MRSI data, obtaining the optimal SNR from the raw data requires
robust phase correction to achieve the constructive combination of signal from different
receiver coils. The simplest strategy was to assume that there is a constant phase offset
between the spectra in different channels and use the residual water from voxels in the
central region of the selected volume to estimate these offsets prior to coil combination (7, 8)
(RWcentral). While this is robust for data with moderate SNR, voxels on the outer edge of
the selected volume may not be optimally phased as shown in Figure 5.17.

We have demonstrated in (9) that the best strategy is the one which incorporates the as-
sumption of spatially varying phase offset by calculating the phase between the spectra in
different channels using the residual water on voxel-by-voxel bases (RWvoxel). Another po-
tentially robust approach is to obtain a second dataset with unsuppressed water and use
that to estimate phase and frequency corrections (9, 10) (Wvoxel). Acquiring a separate
dataset with no water suppression is time consuming, but the high signal to noise of the
water resonance allows for an accurate estimate of frequency and phase parameters for all
voxels in the selected region. In a more recent study, Abdoli et al (11) obtained a water
reference data with minimal impact on scan time using volumetric spin-echo EPSI acqui-
sition that includes an interleave water-reference data (TR = 1.71s, TE = 70ms and Tacq

= 26min) at 3T Siemens scanner. In our cohort, the limitations on clinical scan-time for
PRESS localized (a.k.a double spin-echo) Lactate-edited sequence precluded the implemen-
tation of interleaved acquisition of a water-reference on its own. A more effective solution
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Figure 5.17: Phantom MRSI acquisition
of one coil is presented with and with-
out water-referencing. The blue spectra
shows the water referenced spectra and
the improvement in phase is apparent.

will be to apply compressed sensing technique that is based on random undersampling and a
nonlinear reconstruction technique to acquire the water reference data in order to obtain the
optimal speed and spatial coverage. These techniques can also be applied to the first-cycle
of the lactated-edited data for the recovery of residual water peaks.

According to compressed sensing theory, if the underlying data exhibits transform sparsity,
and if k-space undersampling results in incoherent artifacts in that transform domain, then
the data can be recovered from randomly undersampled k-space data, provided an appro-
priate nonlinear scheme is used. Compressed sensing works well when underlying signals
exhibit sparsity and have adequate SNR, but may fail if any of those conditions are not met
(4). Being only interested in recovering a single peak which is water in the spectrum, makes
the frequency domain an ideal and efficient domain to exploit the sparsity. Additionally, the
natural abundance of hydrogen typically provides high SNR water spectra making this an
excellent application for compressed sensing.

One of the key design challenge in implementing compressed sensing for specific MRSI ap-
plications is the development of pulse sequences and acquisition schemes that incorporate
“incoherent” sampling, which is achieved by pseudo random undersampling (4). An ini-
tial flexible design incorporating pseudo random undersampling in two spatial dimensions
and one temporal dimension (kx, ky, kf ) into a spectroscopic imaging sequence to achieve
accelerations is discussed in details in the next section. This random undersampling pulse
sequence design that our laboratory has used extensively for 3D-MRSI with flyback readout
was simulated in MATLAB from the fully acquired k-space data for our initial investigation.
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Threshold

Data 

Consistency

Time Domain (kf)

Freq. Domain (f)Time Domain (kf)

Freq. Domain (f)

Figure 5.18: This diagram represents the iterative process as follows: a 1D inverse Fourier
transform is applied to the undersampled k-space that is obtained from the MRI scanner.
The DFT (Discrete Fourier Transform) is also used as sparsity transformation. The spectra
domain is sparse since we are only looking for one peak in our case. Then the algorithm
applies the threshold to the resulted spectrum. An inverse DFT is then applied to bring
the data back to the k-space domain before the original, observed data are placed into the
solution. This procedure is applied for a number of iterations before the output is taken.

Based on the results from the previous sections, the compressed sensing reconstruction tech-
nique that was chosen to be implemented into this MRSI application to improve the quality
of the reconstructed data while reducing the computational complexity was POCS that uses
an efficient 2-stage nonlinear iterative algorithm. As illustrated in Figure 5.18, the proposed
POCS algorithm includes two projections for each iteration. The first projection applies a
threshold to input data. The second projection inserts the original observed measurement
into the solution. This projection essentially ensures that any solution proposed exactly fits
the observed data or equivalently only the missing measurements are predicted. To the best
of our knowledge, this was the first time that POCS was implemented for undersampled
MRSI reconstruction.

Anatomic MR images and MRSI data were acquired from a commercially available MRS
phantom and from human subjects using a GE 3T scanner (GE, Medical Systems, Milwaukee,
WI) with 8 channel phased-array head coil using PRESS pulse sequence. The parameters for
the data acquisitions were TR/TE = 1110/144ms, with a FOV of 16× 16× 16 using flyback
echo-planner encoding in the SI direction. The MRSI data were first reconstructed using
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Figure 5.19: Conventional Acquisition: (a)
and (b) show the unsuppressed water peak
and metabolite peaks respectively phased
with water-referencing (in red) and with-
out (in blue). (e) and (f) show the initial
and final phase-map from water-referencing
respectively. Rapid Acquisition: (c) and
(d) show the unsuppressed water peak and
metabolite peaks respectively phased with
water-referencing (in red) and without (in
blue). (g) and (h) show the initial and fi-
nal phase-map from water-referencing re-
spectively. The comparison suggests the
phase information is preserved by com-
pressed sensing.

either conventional Fourier transforms or a custom designed compressed sensing algorithm.
The steps to process undersampled H-1 3D-MRSI data have been described previously.

The major steps were as follows: 1) the readout data were reordered to pick out the data
from flat portions of the flyback readout and organize all the data into a 4D (kf , kx, ky, kz)
array 2) the missing k-space data in each undersampled (kf , kx, ky) set were filled in with
the iterative nonlinear `1 algorithm and 3) standard processing was performed, including
apodization, linear phase correction for the flyback’s tilted k-space trajectory, and a 4D
Fourier transform. The additional component beyond conventional processing needed to
account for the missing data fromundersampling. The optimal phase for each voxel in each
channel was then determined using the unsuppressed water peak by imposing symmetry
upon the reference peak in the spectrum. For the voxels with a water peak having a SNR of
less than predefined threshold, nearest neighbor estimation was used to interpolate the phase
values to yield a piece-wise constant interplant. The estimated phase and frequency correc-
tions were then applied to the data set acquired with water suppression and the channels
were combined.

Figure 5.19 illustrates the initial and improved phase estimation map for conventional vs
rapid compressed sensing acquisition. The compressed sensing with POCS reconstruction
does preserve the water phase information. Simulations showed that our algorithm would
reduce the acquisition time by a factor of 5 (from 5 min to 1 min) for 3D data with a matrix
size of 16x16x16. Unlike the method described by Hu et al (12) which uses NL-CG, the
sparsity is forced in the spectral domain vs. wavelet domain, which reduces the complexity
and computation time tremendously. With 50 iterations the reconstruction took about 1.6
minutes. Applying the estimated frequency and phase correction to each voxel of each
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channel prior to coil combination results in constructive interference producing uniformly
high SNR of metabolite peaks in the final data (Figure 5.20). As demonstrated in the
previous section, the amplitude of the reconstructed water peak is not preserved, however,
the fact that the amplitude of separately acquired calibration images were used for the coil
combination weighting rather than the water peaks from separately acquired data was a
further advantage that is directly scalable for many different coil configurations.

Figure 5.20: (a) T1 weighted image from a healthy volunteer superimposed with PRESS
box. The grid shows the voxel locations corresponding to the spectra on the right. (b)
water-referenced spectra of the volunteer (after coil combination)

5.7 Schemes for CS-MRSI Pulse Sequence Design

and k-space Trajectories

To implement compressed sensing for MRSI, the main design challenge was to incorporate
pseudo-random undersampling into a practical pulse sequence. The starting point was a
PRESS localized sequence with phase encoding in x and y direction and a flyback echo-
planar spectroscopic imaging (EPSI) readout in z and frequency dimensions (13).

The design inputs are spectral bandwidth, spatial resolution, spatial coverage (FOV), and
gradient performance parameters (slew rate and amplitude). In the flyback readout, the time
between flyback lobes controlled spectral bandwidth, and the number of lobes in conjunction
with spectral bandwidth determined the spectral resolution possible. The GE 3T clinical
MRI system equipped with 0.4(mT

cm
) and 1.50( mT

m ms
).
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Design Inputs
spectral bandwidth 988Hz
spatial/spectral resolution 1cm/1.4Hz
spatial coverage 20× 24× 16 (RL× AP × SI) cm3

gradient amplitude 0.4 (mT
cm

)
gradient slew rate 1.5 ( mT

m/ms
)

To take advantage of the sparsity in frequency domain as was done in the simulations, a
method was needed to undersample three k-space dimensions, including the time dimension
(kx, ky, kf ) but excluding the fully sampled kz EPSI readout dimension. To accomplish this,
the design trick of placing gradient blips during the rewind portions of the flyback readout
was employed to randomly hop around in k-space as described in (14). Figure 5.21 shows the
schematic of the complete pulse sequence with double spin-echo refocusing pulses (PRESS),
flyback readout, and x and y gradient blips.

90°
180° 180°

RF

Gz

Gy

Gx

CHESS VSS PRESS EXCITATION PE Flyback EPSI w/ Blips

Figure 5.21: Schematic of Compressed Sensing 3D-MRSI pulse sequence. Phase encode
localization occurred in x/y with flyback readout in z/f. The key design trick was placing x/y
gradient blips during the rewind portions of the flyback readout. The blip areas were integer
multiples of phase encode steps, allowing for hopping around and random undersampling of
(kx, ky, kf ) space using blips. The blips segmented out the acquisition over several lines in
k-space during one TR.

In this project, the compressed sensing methodology was substantially enhanced to incorpo-
rate a very flexible k-space trajectories for 3D spectroscopic imaging in both acquisition and
reconstruction pipelines, which then was investigated through simulations, phantom testing,
and in-vivo experiments. Development of these flexible features and ensuring their seamless
interoperability is very important for future research in this area.
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Current Data Acquisition Methodology: The software development toolkit is provided
to institutions that have research agreements with the vendor. Over the years UCSF re-
searchers have implemented many features to the branches of the product pulse sequences of
GE scanners. Some of these features have been incorporated by the vendor into the product
sequence and are now available on clinical scanners. GE Pulse sequences are developed in a
custom programming language (EPIC) that is preprocessed into C code. The preprocessor
generates two sets of source files: one for the Linux-based console computer and the other
one for the embedded computers, responsible for pulse generation, data acquisition and real
time control over the sequence being executed. This toolkit also handles the conversion and
transfer of variables and data structures between these systems. Other executable and object
files can be installed on the MRI scanner, running in a “Research” mode.

Current Data Reconstructions and Visualizations: The evaluation of MRSI data is
made more complex than typical MRI data because files are typically encoded with vendor-
specific file formats and there is a lack of standardized tools for reconstruction, processing,
and visualization. SIVIC is a flexible open-source software framework and application that
enables a complete scanner to workstation workflow for evaluation and interpretation of
MRSI data. SIVIC is routinely used at UCSF to support the acquisition and analysis
of clinical H-1 MRSI datasets. It supports conversion of vendor-specific formats into the
DICOM MR spectroscopy (MRS) standard, provides modular and extensible reconstruction
and analysis pipelines, and provides tools to support the unique visualization requirements
associated with such data (15).

Traditionally, obtaining data with undersampled and/or non-linear k-space trajectories re-
quires the development of customized softwares both in acquisition and reconstruction pro-
cess per each trajectory design. My initial attempts at simplifying this whole process for
future developments applied MATLAB routines to define a subset of rectilinear points in
k-t space and output them as a file of weights that could be fed into the sequence in order
to specify which points were acquired. The pulse sequence code for H-1/C-13 MRSI data
acquisition were modified to make sense of these files and execute accordingly. The file was
then linked to the raw data and used to define the reconstruction modules to be applied.

Figure 5.22 shows examples of random sampling in both k-space and time axes that generated
in MATLAB and is converted to a readable text file for data acquisition and reconstruction.
The strategy being proposed here is essentially dividing the k-space into arbitrary blocks
which are distinguished by their associated number. For example, the blocks that are identi-
fied by number “1” are fully sampled and generally belong to the central region of the k-space
with no gradient blips; the other blocks each have specific set of gradient blips in both x
and y directions that moves the reading of kf data up or down to a particular location in kx
and ky as desired. Therefore, the corresponding trajectory descriptor file format has three
main sections. The first line is a “comment line” and it is ignored by the pulse sequence
code, however can be used as an identifier in the reconstruction pipeline. The second line
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Figure 5.22: Preliminary MATLAB version of the rectilinear time/k-space sub-sampling file
formats. Random undersampling pattern in (kf , kx, ky)

has three parameters indicating the MRSI matrix size (Nx, Ny, Nf ): the first two values are
the number of phase encodings in x and y direction, the third value is the number of flyback
lobes and an identifier for whether the random sampling is only spatially or both spatially
and temporally. The next section provides information for each k-space location (kix,∆kiy)
whether to not acquire data (0’s) or acquire data ( 6=0) where then the pulse sequence code
will search for (block#x and block#y) identifiers in the following sections of the file to play
the corresponding gradient blips based on the weights that presented to achieve the desired
sampling patten for that particular block.



CHAPTER 5. CS APPLICATIONS FOR MRSI 130

CV: Sampling_Pattern

Read and Setup 

Sampling_Nx 

Sampling_Ny 

Sampling_Nf

Nf1 =1

Undersampled: 

(kx,ky,kf) 

check flyback type 

setup blips

Undersampled: 

(kx,ky) 

check flyback type 

no blips

Scan & Save 

Pfile 

Pfile_Sampling_Pattern.dat

= [ 0:12 ]

Figure 5.23: Flowchart of the Epic Implementation.

A user control variable,“sampling pattern” ,toggled by the operator on the scanner pre-
scription screen, controls loading of this externally defined k-space trajectory file and its
parameters into the pulse sequence code. Figure 5.23 shows the diagram of the Epic code
logic. These parameters were saved by the prescription software as an ASCII text file with
a name of “Pfile sampling pattern.dat” in a special directory on the scanner’s hard disk and
were loaded by the pulse sequence before the start of the acquisition.

The headers in the raw data files that are currently output by MR scanners contain a
relatively small number of parameters for describing the data acquisition procedures. Re-
constructing data obtained using these new modified sequences that are developed with
undersampled and/or non-rectilinear k-space trajectories requires the development of cus-
tomized software to re-order, re-grid or otherwise pre-process the data so that it can be
reconstructed and processed with standardized modules in SIVIC. This was addressed in
MATLAB by creating data mappers to read the “Pfile sampling pattern.dat” to apply hard-
coded parameters to re-order and zero-fill that data into a full, rectilinear k-space grid.
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Figure 5.24: Flexible arbitrary random k-space sampling strategy.

Expanding this concept to the larger range of k-space trajectories are very intuitive as
shown in Figure 5.24. In these cases the blips areas are allowed to be qual the area of
two or more phase encode steps, providing larger (kx, ky) blocks to increased acceleration or
randomization (given the limitation of the gradient of MRI scanner).

5.8 Summary and Conclusion

In this study the focus was given to the performance of non-linear reconstruction techniques
for CS-MRI. Three different algorithms were studied, and their efficiency was compared in
terms of image reconstruction quality and computation time. Based on the results provided
in this chapter, the compressed sensing reconstruction technique that was chosen to be
implemented into the MRSI application was POCS that uses an efficient 2-stage nonlinear
iterative algorithm. CS-MRI is still in its infancy and many crucial issues remain unsettled,
such as optimizing sampling trajectories and developing improved sparse transforms that
are incoherent to the sampling operator. Without taking these factors into consideration,
reconstruction algorithm design would be suboptimal.

In this work, a method for applying POCS compressed sensing to MRSI was presented
to obtain a water-reference dataset for a purpose of correcting phase and frequency, and
coherently combining multichannel 1H MRSI data from the brain with a 5-fold reduction
in acquisition time. This is an encouraging step forward in automating and optimizing the
analysis of such spectra so that they can be used routinely in a clinical setting. In addition,
the random undersampling of the compressed sensing was incorporated in the MRSI pulse
sequence and should be generally applicable for other MRSI studies as well. Future work will
include evaluation of the performance of this technique in whole-brain MRSI data sets for
which phase correction is more of a challenge, investigating the benefits in terms of efficiency
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and quality in combining the compressed sensing and parallel imaging techniques to achieve
higher accelerated 3D dataset.
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Chapter 6

Development of Parallel Imaging for
MRSI Applications

6.1 Introduction

Multiple receiver coils have been used since the beginning of MRI, mostly for the benefit
of increased signal-to-noise ratio (SNR). In the late 1980s and early 1990s, several groups
proposed to use the multiple receivers for scan acceleration (1–7) however the first practical
technique didn’t develop till late 1990s. The phrase “parallel imaging” refers to the simul-
taneous, or parallel, acquisition of data from multiple coils in order to reduce the necessary
number of phase-encoding steps and hence to reduce the MRI acquisition time.

In 1987, the first k-space parallel imaging method was introduced by Carlson (then at Uni-
versity of California, San Francisco). He realized very early on that one could accelerate
image acquisition using a combination of both phase-encoding gradients and RF coils to
reconstruct an image (1–3). His method successfully reconstructed phantom data as early as
1989 and in vivo reconstructions were acquired using his method as early as 1993. In 1989,
the first image-domain parallel imaging reconstruction was proposed by Kelton, Magin and
Wright (4) from the University of Illinois. While any of these early methods could have
started the parallel imaging revolution, they did not catch on due to important limitations
such as lack of scanners with multi-channel capability, suboptimal system electronics and
inefficient sequences.

It was not till late 1990s, when the idea of parallel imaging found wide acceptance in all areas
of MRI because the scanner technology was starting to change by providing multi-channel
array coils, better imaging sequences and improved electronics. The method that initiated
the modern parallel imaging era was SMASH (8), which was introduced by Sodickson and
Manning in 1997. It was the first technique to be successfully implemented in vivo and
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worked with a broad range of coil arrays. Later, Pruessmann et al. proposed the SENSE
(9) with an SNR-optimized reconstruction and a coil sensitivity mapping methodology that
ensured the robustness of its process.

Over the past two decades, many different parallel imaging reconstruction methods have
been developed. They are summarized in Table 6.1. These differ by the way the sensitivity
information is estimated and used in reconstruction. Based on historical precedents, most
researchers divide the techniques into three groups: those that operate in the image space,
those that operate in k-space and those that operate partially in both spaces (hybrid).
Image-domain methods like SMASH(8), SENSE (9), PARS (10) and kSPA (11) explicitly
require the coil sensitivities to be known and operate in image domain. k-space methods
like AUTO-SMASH (12), PILS (13), GRAPPA (14), and SPRiT (15) implicitly use the
sensitivity information for reconstruction and operate in k-space. Hybrid approaches like
SPACE-RIP (16), GEM (17), and the generalized SMASH (18) combine features of both
image and k-space reconstruction for improving robustness. In practice, it is very difficult to
measure the coil sensitivities with high accuracy. Errors in the sensitivity are often amplified
and even small errors can result in visible artifacts in the image. It is worth noting, the
auto-calibration methods avoid some of those difficulties that are associated with explicit
estimation of the sensitivities.

Table 6.1: Properties of some parallel imaging reconstruction methods.

Methods Reconstructed
Image

Sensitivity Reconstruction

SMASH single explict indirect, “restricted” coil sensitivities

SENSE single explict direct, iterative non-cartesain

AUTO-SMASH single implicit direct, cartesian

SPACE-RIP single explict direct, 1D non-cartesian

kSPA single expilict direct, non-cartesian

PILS coil-by-coil implicit “restricted” coil arrangment

GRAPPA coil-by-coil implicit indirect, cartesian

PARS coil-by-coil explicit direct, non-cartesian

SPIRiT coil-by-coil implicit iterative cartesian and non-cartesian

SAKE coil-by-coil n/a iterative

Another way to categorize the methods is whether the technique arrives at its solution di-
rectly or indirectly. Most image-domain methods and some k-space methods reconstruct
the image by directly inverting the reconstruction problem such as SENSE, which effectively
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unfolds the aliased image. To name a few more, SPACE-RIP, PILS, generalized SENSE
(19), GEM, and generalized SMASH all directly invert the reconstruction problem. The
other category of methods includes those that use a small amount of acquired data to re-
construct the data that were skipped in the acquisition, such SMASH, in which one line of
acquired k-space is used to regenerate several lines in the reconstructed k-space. AUTO-
SMASH and GRAPPA are in this category and the key feature of these indirect methods is
that no assumption is made about the source data used in the reconstruction. Parameters
can be derived to provide the minimum error reconstruction from nearly any configuration
of source lines to any set of missing lines and this provides a large degree of freedom in
the reconstruction. In general, all of the above parallel imaging methods result in similar
reconstructed images if accurate coil sensitivity information can be obtained. One area of
practical importance where these two classes of methods perform differently is how they deal
with aliasing in the full-FOV of the reconstructed image. It has been reported and widely
observed that SENSE reconstruction fails whenever the reconstructed FOV is smaller than
the object being imaged (20, 21). This can be a hindrance in practice, since the operator
must ensure that the chosen FOV is always larger than the object. On the other hand,
GRAPPA has been used to reconstruct images with aliasing in the reconstructed FOV, as
in conventional imaging, without any modification of the reconstruction code (14, 21).

A further key difference between these techniques is presented in the reconstruction target.
SMASH, SENSE, SPACE-RIP, kSPA and AUTO-SMASH attempt to directly reconstruct a
single combined image. Coil-by-coil methods, PILS, PARS, GRAPPA and SPIRiT directly
reconstruct the individual coil images leaving the choice of combination to the user. Roemer
et al.’s (22) observed that the optimal SNR in a reconstructed image from multiple coils
is achieved by combining the signals on a pixel-by-pixel basis, weighting each coil by the
sensitivity of the coil at that location in space. In this way pixels close to a single coil
element obtain the vast majority of their information (and noise) from only that coil, and
pixels located between elements have shared information. Of course, what Roemer et al.
also observed was that in general the spatial sensitivity of the coils is unknown, and varies
throughout space. Although, they observed that for most SNRs, the sum-of-squares combina-
tion approximated the sensitivity-combined result to within approximately 10%, in practice,
coil-by-coil methods tend to be more robust to inaccuracies in the sensitivity estimation,
often exhibit fewer visible artifacts, (23) and are better suited for MRSI applications.

In this chapter, the theories and shortcomings behind Parallel Imaging (PI) techniques alone
and in combination with compressed sensing (PI&CS) are reviewed in MRI and then ex-
tended to some MRSI applications. More specifically, SENSE, GRAPPA, SPRiT, and `1-
SPIRit algorithms are briefly introduced, the auto-calibration options are implemented, and
applied to a 2D MRI brain image of a 8-channel array coil to compare the efficiency of these
algorithms in terms of image reconstruction quality and computation time. Furthermore,
the obstacles of applying these techniques to MRSI applications are presented along with
ways to overcome some of the complications associated with MRSI application.
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6.2 Theory of Parallel Imaging for MRI images

The basic idea of parallel imaging is as simple as employing several independent receiver coil
elements and acquire data in parallel to reduce the number of phase-encoding steps which
leads to faster MRI acquisition time. The acceleration factors are achieved by skipping every
second, third, or forth k-space line depending on the desired acceleration rate. Undersam-
pling in k-space reduces the FOV and leads to aliasing in the image domain as illustrated in
Figure 6.1 (fully sampled vs undersampled by a factor of 2).

Full

 FOV

Reduced

 FOV

coil#1 coil#2

PI 

Recon

Fourier

Transform

Fourier

Transform

∆ ky =
1

FOV y
∆ y

2kx,max =
1

∆ x FOV x

Figure 6.1: Data in k-space are usually collected on a Cartesian Grid. The Fourier Transform
is used to convert the k-space data to an image of size (Nx×Ny) pixels. The extent of k-space
covered (kxmax and ky,max) is inversely proportional to the image resolution (∆x and ∆y).
The spacing between adjacent samples in k-space (∆kx and ∆ky is inversely proportional to
the filed-of-view (FOVx and FOVy). A high resolution image covering the full FOV requires
collection of data in closely-spaced lines that span a large region of k-space. Increasing
∆ky, while holding ky,max constant maintains the image resolution but decreases the FOV,
resulting in spatial aliasing in the corresponding image.

Recalling the relationship between k-space and the image domain, the FOV (as determined
by the spacing of the phase-encoding lines) should be at least as large as the size of the
object. This requirement on the FOV (and the k-space sampling interval) is known as the
Nyquist criterion. If this criterion is satisfied in both kx and ky directions, an image can
be reconstructed from the k-space data without spatial aliasing. However, if fewer phase-
encoding lines are collected (ex. ky direction is undersampled as shown), this undersampling
results in reduction of the FOV and aliasing in the phase encoding direction of the image.
The following algorithms will unfold these aliased images in different ways:
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6.2.1 SENSE

SENSE is a general image-domain parallel imaging method which has been successfully im-
plemented by many groups and is available on most modern clinical scanners. In contrast to
other previous image-domain reconstruction methods that are mentioned, SENSE includes
a practical coil mapping procedure as well as an SNR-optimized reconstruction. The ad-
vantage of the SENSE approach is that it is very general. It can be used with arbitrary
sampling trajectories, and other priors on the image can be easily incorporated. It is the
optimal solution when the coil sensitivities are exact. However, it is often very difficult to
accurately and robustly measure the sensitivities, and even small errors can lead to visible
artifacts in the image.

SENSE poses parallel imaging reconstruction as an inverse problem in image space. Provided
that the coil sensitivities are known or can be measured with sufficient accuracy, the problem
can be formulated as a set of linear equations. Let m be the underlying magnetization image,
sc be the sensitivity of the cth coil and let FP be a partial Fourier operator corresponding to
the k-space undersampling scheme. For simpler mathematical representation, matrix E can
be defined as an encoding matrix that incorporates the coil sensitivities sc and the partial
Fourier operators FP in vector format as following:

qc = FP sc m =⇒ q = E m (6.1)

The system in Equation 6.1 is then solved by least-squares either directly (9) or iteratively
(19). It is important to note that SENSE reconstruction can be achieved by unfolding the
aliased pixels, but only strictly enforces the elimination of aliasing in the voxel centers.
It is therefore labeled as a weak reconstruction and residual aliasing may occur when coil
sensitivities vary considerably over the extent of the voxel and it’s significant side lobes.
This is not a concern for high resolution imaging where coil sensitivities vary smoothly at
the scale of common voxel sizes but it is a big problem for MRSI due to the low-resolution
nature of spectroscopy. Two techniques can reduce these artifacts (1) extrapolating the coil
sensitivity beyond the subject border and (2) applying a cosine filter in k-space.

6.2.2 GRAPPA

In contrast to the SENSE method, which works entirely in the image domain, there are
many methods which work entirely in k-space. Currently, the only k-space method available
on clinical scanners is GRAPPA-like. The intuition behind the k-space based approach
is that the image weighting applied to the image by multiple array coils is equivalent to
k-space blurring so that the k-space becomes locally correlated as depicted in Figure 6.2
and each potential missing k-space point can be estimated from its neighboring points.
GRAPPA poses the parallel imaging reconstruction as a synthesis problem in k-space and
it is a self-calibrating coil-by-coil method that attempts to reconstruct the individual coil
images directly.
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In traditional GRAPPA (14), a non-acquired k-space point (pc(r̄)) in the cth coil, at position
r̄, is synthesized by a linear combination of acquired neighboring k-space data from all C
coils as depicted in Figure 6.3(b). Let Pcr̄ be a vector of all points on a Cartesian grid in the
neighborhood of pc(r̄) in the cth coil, and let P a

cr̄ be a subset of Pcr̄ that chooses only those
points acquired. The retrieval of the missing point pc(r̄) is given by:

pc(r̄) =
C∑
j=1

〈W a
jc,P a

jr̄〉 (6.2)

where W a
jc is the vector set of weights for the acquired neighboring points obtained by cali-

bration. The cth coil corresponds to coil that has the missing point and jth coil corresponds
to all the other coils. Thus the full k-space grid is reconstructed by solving Equation 6.2 for
each missing point in all coils and all positions.

The GRAPPA calibration kernel, W a
jc, used in Equation 6.2, are obtained by calibrating a

fully acquired central k-space region as depicted in Figure 6.3(c). The calibration finds the
set of weights that is the most consistent with the calibration data in the least-squares sense.
Mathematically this process transfers to solving the following equation:

argmin
W a

ji

∑
x̄∈CalibRegion

∥∥∥∥∥∑
j

〈W a
ji ,P a

jx̄〉 − pi(x̄)

∥∥∥∥∥
2

(6.3)

This equation is often solved as Tikhonov regularized least-squares, which has an analytic
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Figure 6.2: Intuition behind auto-calibration approach: image weighting is equivalent to
k-space blurring. Coil sensitivities are smooth, therefore the blurring kernel is compact and
therefore the k-space becomes locally correlated.
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Figure 6.3: Traditional 2D GRAPPA: Missing k-space data are synthesized from neighboring
acquired data. The synthesized kernel depends on the specific sampling pattern in the
neighborhood of the missing point. The reconstruction of a point is independent of the
missing points.

solution. The main assumption here is that if the calibration consistency holds within the
calibration area (central k-space), it also should hold in other parts of k-space.

In traditional GRAPPA ,different sets of weights must be obtained for each sampling pattern.
The 2D GRAPPA reconstruction depicted in Figure 6.3(b), portrays three equations to solve
three missing data points. Each of the equations uses a different set of calibration weights.
The neighborhood size is a matrix of three by three k-space pixels.

6.2.3 SPIRiT

SPIRiT is similar to GRAPPA in that it uses auto-calibration lines from the densely sampled
center of k-space to find linear weights to synthesize missing k-space but it differs in the way
it enforces data consistency. SPRiT describes the reconstruction as an inverse problem
governed by the data consistency constraints that are split into two parts: (1) consistency
with the calibration, and (2) consistency with the data acquisition. These constraints are
formulated as sets of linear equations and the desired reconstruction is the solution that
satisfies these equations according to a suitable error measure criteria.
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(1) The calibration consistency equation for any k-space data point is given by,

pc(r̄) =
C∑
j=1

〈Wjc,Pjr̄〉 vector
===⇒ p = Wp (6.4)

where Wjc is set of weights obtained by calibration, similar to Equation 6.2 and W is a
matrix containing the weights in the appropriate locations. The important difference from
the traditional GRAPPA kernels, W a

jc, and SPIRiT kernels, Wjc, is that SPIRiT kernel is a
full kernel where all the k-space points are included whether they are acquired or not. While
traditional GRAPPA enforces calibration consistency only between synthesized points and
the neighboring acquired points, SPIRiT enforces calibration consistency between every point
on the grid, pc(r̄), and its entire neighborhood across all coils, Pcr̄ which in exchange requires
an additional data consistency constraint to be enforced for the algorithm to converge. More
simply put, Equation 6.2 defines a large set of “decoupled” linear equations that can be
solved separately however, Equation 6.4 defines a large set of “coupled” linear equations
which need to be solved iteratively. Thus, during each iteration an additional constraint
needs to be enforced by keeping the acquired data the same through out the N iterations.

(2) The data acquisition consistency equation for any k-space data point is given by,

qc(r̄) =
C∑
j=1

〈Vjc,Pjr̄〉 vector
===⇒ q = V p (6.5)

where Vjc is an operator that selects only acquired k-space locations and V is a matrix that
selects an arbitrary sampling pattern in Cartesian coordinates and an interpolation matrix
in non-Cartisian ones. In other words, the reconstruction must also be consistent with the
acquired data q and it is satisfied with this operation.

Considering Figure 6.4 which has a similar sampling setup as the 2D GRAPPA problem
in Figure 6.3. In the figure, two equations are portrayed. It shows that the synthesis of a
missing central point depends on both acquired and missing points in its neighborhood and
that the equations are coupled.

Calibration is computed once prior to image reconstruction. Due to noise and calibration
errors the linear equations in Equation 6.4 and 6.5 can only be solved approximately.
Therefore, the k-space reconstruction is a solution to an optimization problem given by:

minimize
p

‖(W − I)p‖2

subject to ‖Dp− q‖2 < ε
(6.6)

The parameter ε is introduced as a way to control the consistency by trading off the data
acquisition consistency with calibration consistency. A useful reformulation of Equation 6.6
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Figure 6.4: 2D SPIRiT: Missing k-space data are estimated iteratively from the entire neigh-
boring points acquired or not acquired. The reconstruction of missing point depends on the
reconstruction of other missing points. The SPIRiT kernel is independent of any specific
sampling pattern.
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Figure 6.5: `1-SPIRiT Diagram for MRI images.

is the unconstrained Largangian which can be solved by methods such as the conjugate
gradient (CG) algorithm or projection over convex sets (POCS) and is given by:

argmin
p
‖(V p− q)‖2 + λ(ε) ‖(W − I)p‖2 (6.7)

where the parameter λ can be chosen experimentally. The POCS algorithm does not solve
the constrained minimization exactly, but instead minimizes the related Lagrangian objective
function. The POCS algorithm converges to a fixed-point that satisfies the above constraints,
often within 50-100 iterations.

6.2.4 `1-SPIRiT

The `1-SPIRiT is an extension of the original SPIRiT that in addition to enforcing consis-
tency constraints with calibration and acquired data, enforces joint-sparsity of the coil images
in the Wavelet domain as illustrated in a diagram in a Figure 6.5. The reconstruction prob-
lem solves a constrained non-linear optimization over the image matrix. The non-linearity
of this optimization necessitates an iterative reconstruction.

`1-SPIRiT is an approach for accelerated acquisition by combining compressed sensing with
an auto-calibration parallel imaging technique. In this case, the sampling pattern needs
to be optimized to provide the incoherence that is required for compressed sensing yet be
compatible for parallel imaging as depicted in Figure 6.6. Uniform undersampling makes
coherent aliasing which harms CS reconstruction. Random undersampling is either bunched
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(a) Parallel Imaging (PI) (b) Compressed Sensing (CS) (c) PI & CS

Figure 6.6: (a) Uniform undersampling (Not incoherent) harms compressed sensing recon-
struction. (b) Random undersampling (bunched or too many “holes”) harms parallel imag-
ing reconstruction. (c) Locally uniform and globally random undersampling (Poisson-Disc
Sampling).

together or has too many “holes” which harms PI reconstruction because coil information
is local in k-space and uniform local acceleration has a good noise properties. Therefore for
`1-SPIRiT one needs a locally uniform and incoherent sampling pattern such as Poisson-Disc
Distribution.

It is important to note that `1-SPIRiT is computationally more intensive than SPIRiT.
There are four operations which dominate runtime: SPIRiT auto-calibration, Fourier trans-
forms during the k-space consistency projection, Wavelet transforms during the joint soft-
thresholding, and the image-domain implementation of SPIRiT interpolation. Note that PI
calibration must be performed only once per reconstruction, and is not part of the itera-
tive loop. The resulting runtimes demonstrate that computational expense is a substantial
obstacle to clinical deployment of `1-SPIRiT.

Although the underlying mechanism of SENSE, GRAPPA, SPIRiT, and `1-SPIRiT are rea-
sonobly simple, there are many factors to consider in developing the most optimal and ap-
propriate reconstruction techniques for particular MRI applications. These can be divided
into three broad main categories: (1) hardware, (2) software, (3) theory and algorithms.

Hardware requirements and components:

• Multiple Receiver Coils must be positioned so that each coil has a different sensi-
tivity over the FOV, especially in the direction that the acceleration is applied. One
major consideration is the choice of the optimal relationship among the arrangement of
coil elements, coil positioning, and desired orientation of the imaging plane, since these
factors directly influence the g-factor of the acquisition. For array coils to produce max-
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imum SNR they must be “independent”, i.e. there is no crosstalk between coils. The
maximum acceleration factor (R) is then limited by the number of independent coil
elements. However, there is still a gap between the theoretical speed-ups that should
be achieved and those that actually are. Coil design is a rapidly evolving area with
parallel imaging criteria and approaches can differ depending on the reconstruction
method being considered (more details in Chapter 3).

• SNR: The reduced SNR of PI-MRI is an intrinsic disadvantage common to all accel-
erated techniques that acquire a reduced data set in order to shorten the scan time.
The classic SNR equation for parallel imaging that was proposed by Pruessmann is
SNRR = SNRO

g
√
R

. The baseline SNR is proportional to the square root of the total time

spent for data acquisition SNRO = ∆x ×∆y ×∆z ×
√
Tacq × B0. Accelerating by a

factor of 2 produces 50% loss in SNR. Therefore PI is only suited for applications with
high SNR. The SNR losses become even more significant if PI is applied to increase the
spatial resolution. Keeping the acquisition time constant but increasing 1× 1× 1mm3

spatial resolution to 0.5× 0.5× 0.5 mm3 reduces the voxel volume by eight-fold.

• Noise or g-factor: The noise distribution in parallel imaging is described by a spa-
tially varying geometry noise called g-factor (g). The g-factor is related to coil geom-
etry, image orientation, the FOV, the speed-up factor (R), and the k-space sampling
pattern. The g-factor noise originates in the aliased input data, not in the sensitivity
measurement of the coils; however, the sensitivity data amplifies this noise, in other
words, the g-factor term arises as a result of the coil sensitivities being too similar. The
ideal g-factor is 1. Parallel imaging is fundamentally limited by the g-factor. There are
numerous strategies available to reduce its impact, much of which involves improved
coil design.

• Sequence development for undersampling Reducing the sampling density and in-
creasing the number of coil elements can be combined with almost all types of MR pulse
sequences. The only precondition with respect to the pulse-sequence design is that the
phase-encoding sampling density in k-space can be varied, and this is true for virtually
all pulse sequences that acquire at least two-dimensional k-space data. Therefore, the
implementation of parallel imaging in conventional pulse sequences is relatively un-
complicated. Parallel imaging can be combined with conventional Cartesian k-space
trajectories as well as with non-Cartesian sampling strategies such as radial or spiral
trajectories; however, the complexity of the image reconstruction differs substantially
depending on the k-space sampling strategy. In Cartesian k-space sampling, reducing
the sampling density simply corresponds to choosing a smaller field of view. Only if the
acquisition of coil-sensitivity profiles is to be integrated into the sequence, additional
considerations are required to avoid inefficient sequence designs. In the case of MRSI,
more complex pulse-sequence modifications are required (more details in Chapter 5).

Software requirements and components:
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• Computation Intensities In PI, the hardware delivers one dataset per channel, and
the role of the software computation is to reconstruct a clinically useful image. A
big challenge for massively accelerated image acquisition is therefore the increase in
time and hardware capability for post-processing. The more independent receiver coils
employed, the higher the allowance the reduction rates and the lower the g-factors
achieved at the expense of computation intensities. Some PI techniques pose feasibil-
ity limits in terms of invertibility and storage, even on state-of-the-art workstations. A
speed up factor of 2 with an 8-channel array coil and Cartesian sampling are compu-
tationally an entirely different issue from speed up factor of 5, with 32-channel coils,
and non-Cartesian or arbitrary sampling.

• Parallel computing Although the required operation does not necessarily need thou-
sands of lines of code, the factors that slow down the reconstruction are related to the
number of channels, number of iteration, and the use of very large matrices. For
this reason using parallel computing is very beneficial and necessary. Real-time par-
allel MRI is feasible, though challenging, because fast parallel imaging reconstruction
requires powerful computers and optimized reconstruction algorithms.

Theory and algorithm optimizations:

• Assumptions and Conditions Underlying requirements and assumptions of each
parallel imaging method vary quite a bit, and since these directly relate to the poten-
tial image artifacts seen in images reconstructed with any particular parallel imaging
method, one needs to pay particular attention to them. For example, this class of meth-
ods works very well in situations where there is enough time to acquire coil sensitivity
images of moderate resolution without patient motion, e.g., in brain exams; however,
these methods can be sensitive to patient motion, particularly in breath-hold exams,
and can produce serious errors whenever aliasing is present in the coil sensitivity maps,
since the assumption of smoothness used in the polynomial fit is violated.

• Optimization of reconstruction parameters In order to optimize the reconstruc-
tion, one needs to be able to manipulate the parameters which affect it. That means
finding and defining these parameters for each application. For example, the recon-
struction equations are often badly conditioned, which means that if they are solved
using a straightforward method, the errors due to noise get amplified. Two procedures
that can be implemented in software to handle this are preconditioning and regular-
ization which need to be defined empirically. Regularization allows for a practical
trade-off between noise minimization, effective voxel size, and unaliasing.

• Iterative methods Sometimes approximate iterative methods enable fast reconstruc-
tions where they would have not been possible otherwise. However, they may be
numerically unstable and slow (compared to the direct methods) with the stopping
criteria and convergence of the techniques being important factors.
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6.3 From GRAPPA to SPIRiT to `1-SPIRiT

Implementation for MRI images: Lessons Learned

The auto-calibration methods discussed earlier in this chapter are summarized in Table 6.2.
Although the mathematical foundation of the various reconstruction methods is similar, they
involve different assumptions and approximations. Consequently, each method performs dif-
ferently under given conditions (e.g. array geometry, k-space sampling schemes and under-
lying applications). Methods also vary in terms of numerical stability and computational
complexity.

To develop and deploy parallel imaging techniques for a specific application, it is desirable to
qualitatively and quantitatively characterize and analyze the different techniques. Therefore,
GRAPPA, POCS SPIRiT and POCS `1-SPIRiT were implemented in MATLAB to provide
data simulation, image reconstruction, and performance analysis for a 2D brain images.
The current version of the algorithms works with rectilinear k-space data that could be
undersampled along any phase encoding direction with an arbitrary pattern.

The SPIRiT-like algorithms can easily cope with arbitrary sampling patterns and have ad-
vantages in reconstructions for highly nonuniform sampling patterns since the calibration
step for SPIRiT is very simple and happens once. In GRAPPA, reconstruction from such
sampling schemes requires numerous calibration calculations. The difference in computation
times are very noticeable in a 2D brain MRI images and are presented in Table 6.3.

Three undersampling patterns were used with two of them being designed by choosing sam-
ples according to Poisson-Disc sampling density and the other one uniformly undersampled
as shown in Figure 6.7 . The fully sampled area of 24× 24 samples was left in the center of
k-space for calibration.

The undersampled data sets were reconstructed using GRAPPA, POCS SPIRiT and POCS
`1-SPIRiT, followed by a square root of sum of squares combination of the 8 coils images.
Comparing Figure 6.8 and Figure 6.9 illustrates that upgrading from uniform random sam-
pling to Poisson-Disc random sampling gives better quality images. Also with Poisson-Disc
random sampling, the POCS `1-SPIRiT outperforms the POCS SPIRiT and GRAPPA. At
higher acceleration, where each data measurement counts, the difference in the reconstruc-
tion becomes even more significant.

In all our experiments, the SPIRiT and `1-SPIRiT reconstruction had better noise perfor-
mance than GRAPPA, specially when the acceleration is pushed to the limit (example:
Figure 6.10) . This is because SPIRiT-like algorithms use the acquired data more efficiently.
Since, SPIRiT is an iterative process, the operation is repeated in every iterations so the
“information” travels in kspace. The acquired data in one location of k-space affects the
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Table 6.2: Summary of the formulation, conditions and assumptions for compressed sensing
techniques as well as parallel imaging techniques for GRAPPA, SPIRiT, and `1SPIRiT.

Algorithms Formula Conditions

CS
minimize

p
‖Ψp‖1

subject to ‖Fsp− q‖2 < ε

Objective enforces sparsity.
Constraint enforces data consis-
tency.

GRAPPA pc(r̄) =
C∑
j=1

〈W a
jc,P a

jr̄〉
Enforcing calibration consistency:
between synthesized points and
the acquired neighbor points.

SPIRiT

(1) pc(r̄) =
C∑
j=1

〈Wjc,Pjr̄〉 =⇒ p = Wp

(2) qc(r̄) =
C∑
j=1

〈Vjc,Pjr̄〉 =⇒ q = V p

minimize
p

‖(W − I)p‖2

subject to ‖Dp− q‖2 < ε

Enforcing consistency w/
(1) Calibration: between every
point and its entire neighbor-
hood.
(2) Data acquired: replaces the
estimated points to acquired
points

Objective enforces consistency
with calibration.
Constraint enforces consistency
with data acquisition.

`1SPRiT

minimize
p

Joint `1(Ψp)

subject to Wp = p

p|acq = q

Enforcing consistency w/
(1) Calibration
(2) Data acquired
(3) Joint-sparsity of the coil im-
ages.
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(a) Uniformaly Random (3.98x) (a) Poisson-Disc (3.98x) (a) Poisson-Disc Random (8.50x)

Figure 6.7: Random Undersampling Patterns of kspace used in our experiments

reconstruction of k-space locations far beyond the kernel radius and this is very similar to
averaging the effect of noise.

The calculation of SNR in the reconstructed image in parallel imaging is potentially complex.
Autocalibrating parallel imaging methods, such as GRAPPA and other variable density k-
space sampling techniques, maintain full sampling at the center of k-space in order to obtain
calibration information to use for unwrapping the aliased data, which adds tremendous
complexity to the SNR analysis of these images. The central part of k-space provides most
of the contrast information (background) in an image and carries most of the image power
(signal intensity) which affects SNR. Higher spatial frequencies (details) that carry important
edge information are undersampled and the noise distribution will be non-uniform across the
image. Therefore, the SNR calculation requires multiple measures. In our comparison, the
results are presented in terms of relative difference error and computation time. The relative
error was calculated as follows:

ξ =
‖I − Î‖frobenius
‖I‖frobenius

The results for 3.98x acceleration is summarized in Table 6.3, where the longest computation
time and the largest error belongs to GRAPPA. Although POCS SPIRiT has similar relative
error to POCS `1-SPIRiT with much lower computational time and complexity, `1-SPIRiT
provides the benefit of compressed sensing. It is important to note that the computation
time for the iterative algorithms varies based on their number of iterations and convergence.
The Figure 6.10 shows that introducing an additional `1 constraint to the basic SPIRiT
algorithm allows accelerations beyond the level that parallel imaging alone would tolerate.

The POCS algorithm is efficient, converges rapidly, and performs a minimal number of
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Original GRAPPA SPIRiT
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Figure 6.8: Actual acceleration of 3.980 (2x in each direction), Uniformly Undersampled

Algorithms Relative Error Time (sec)

GRAPPA 0.1318 193.7
POCS-SPIRiT 0.0945 39.08
POCS-`1-SPIRiT 0.0930 119.8

Table 6.3: Summary of computation times and relative errors for actual acceleration of 3.98

operations per iterations. However, a massively parallel and well-optimized software imple-
mentation is still needed to achieve clinically feasible runtimes. As it is discussed in (24)
the computational complexity of SPIRiT-like calibration alone is of the order of C4, where
C is the number of channels. This is prohibitively expensive for large coil arrays. The
term O (C2 v), where v is number of voxels per channel, is representation of SPIRiT-like
interpolation and is asymptotically the bottleneck for the POCS algorithm.

Despite the fact that SPIRiT and `1-SPIRiT are iterative and computationally intensive
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Original GRAPPA SPIRiT
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Figure 6.9: Actual acceleration of 3.98 (2x in each direction), Poisson-Disc Undersmapled

algorithms, with more parameters to define/tweak for particular application, they provide
more flexibility and acceleration that can be tailored towards a particular application. There-
fore, these promising results provided motivation to extend these implementations to MRSI
applications.

6.4 Barriers to Adopting Parallel Imaging &

Compressed Sensing techniques for MRSI (H-1

and C-13) Applications

Although MRSI uses the similar phase encoding techniques that are used in MRI, MRSI
faces additional challenges to embrace PI and CS techniqes. For H-MRSI, the signals are
produced by metabolites within the tissue being imaged. The molecular concentrations of
these metabolites are at least 10,000 times lower than water, which produces a relatively
low SNR. To provide sufficient sensitivity for quantification, H-MRSI must be acquired with
much larger voxel sizes (in order of cm3 rather than mm3). Although phased array coils



CHAPTER 6. PI APPLICATIONS FOR MRSI 152

Original GRAPPA SPIRiT
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Figure 6.10: Actual acceleration of 8.496920 (3x in each direction)

allow for smaller voxel volumes or shorter acquisition time, the maximum acquisition time
or voxel volume reduction is ultimately limited by the metabolite’s low concentration.

Consequently, the low spatial resolution of MRSI makes consideration of the spatial point
spread function (PSF) more important. For MRI applications, a pixel can be approximated
by a Dirac function, but in MRSI acquisitions, the PSF or “shape of a pixel” is represented by
a sinc-like function only remotely resembling a Dirac function. A pixel in the aliased dataset
is therefore not only a sum of corresponding unaliased signals, but contains contributions
from many other spatial positions. Therefore, for successful reconstruction of accelerated
MRSI data, the design of optimal sampling patterns becomes more critical by controlling
the aliased artifacts in the image domain.

MRSI is also highly sensitive to macroscopic magnetic field inhomogeneity within a voxel and
across the volume of the interest. This introduces regionally varying spectral line broadening.
In H-MRSI there may also be artifacts related to water and lipid signals caused by field
inhomogeneity and the PSF. This can severely harm the PI reconstruction.
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Figure 6.11: Additional parallel imaging obstacles of MRSI vs MRI.

Self-calibrating parallel imaging techniques are attractive for MRSI because coil sensitivity
information is estimated from the data itself, but the dense sampling of the center of k-
space required for accurate reconstruction is disadvantageous for MRSI, where the typical
16 × 16 phase encodes allows for at most a 5 × 5 calibration region. It is important to
note that in MRI application the calibration regions are usually on the order of 27 × 27.
Acceleration in PI-MRSI is also limited by noise amplification due to reduced number of
phase encodes (g-factor – similar to MRI), instability in the inverse reconstruction (due
to not enough independent measurements), condition numbers and “converge-ability” of
iterative reconstruction methods.

Acceleration of H-MRSI is highly desirable to increase coverage volume, reduce motion sensi-
tivity and decrease scan time, if SNR permits. Several approaches are available to reduce the
SNR penalty and thus increase the acceleration capability, such as use of a ultra high-field
scanner (e.g. 7T), coil arrays with large number of elements (e.g. 32- or 64-channel), and
regularization of the inverse reconstruction techniques; each of which comes with additional
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costs. At ultra high-fields, MRSI benefits from increased SNR, as well as the possibility
to quantify more metabolites as a result of better separation of neighboring resonances. In
this case the gain can be translated to either higher spatial resolution or faster scanning.
However, there are several technical limitations with higher field, such as stricter specific
absorption rate (SAR) constraints, SNR loss as a result of shorter T2 relaxation times, spa-
tially varying flip angles caused by B1 inhomogeneities, less reliable lipid/water suppression,
increased chemical shift artifacts and larger B0 inhomogeneities. While array coils with
higher number of elements and 3D geometry result in higher SNRs and higher acceleration
factors (at-least up to the g-factor limit), they also add to the computation complexity (time
and storage).

Acceleration of hyperpolarized C13-MRSI is desirable due to the amount of time available
before the signal decays. Hyperpolarized technology uses Dynamic Nuclear Polarization
(DNP) to enable a direct monitoring of C13 metabolites in-vivo at relatively a high SNR
compared with natural abundance C13 (25, 26). The major technical challenge for in-vivo
applications of hyperpolarized C13 MR is the subminute lifetime of the hyperpolarized signal
(due to T1 decay). Since the polarization is from an exogenous source, each excitation pulse
destroys a portion of the available signal, which also limits our measurement times. Conse-
quently, hyperpolarized C13-MRSI acquisition necessitates very efficient and rapid k-space
sub-sampling and reconstruction. The high SNR and sparse spectrum of C13-MRSI along
with the necessity of fast acquisition makes this a perfect application for utilizing parallel
imaging and compressed sensing techniques. we anticipate that we will need to combine
all the strategies in order to achieve the desired temporal resolution, spatial resolution and
increased volumetric coverage within the required time window.

Parallel imaging was initially applied to 2D spectroscopic imaging employing SENSE method
(27). However, phase cancellations reduced metabolite signal and introduced artifacts. In
MRSI, to avoid phase cancellation, coherent phase alignment between the data from the in-
dividual coils in a phased array is required. However, spectral phase alignment is difficult to
integrate into the SENSE algorithm because in SENSE, aliased images are constructed from
each coil element prior to image unfolding and combination. Therefore, phase alignment of
the spectra is confounded by contamination from aliased voxels at this stage. In contrast,
GRAPPA which allows reconstruction of unfolded images for each coil element, provides
greater flexibility for spectral phase alignment. Furthermore, the need for coil sensitivity in-
formation could be a major challenge to reconstruct optimally. In Hyperploarized 13C-MRSI
imaging, external sensitivity references can be impractical due to low natural abundance of
13C. Therefore, self-calibrating parallel MR techniques are more attractive because neces-
sary coil sensitivity information is acquired as part of the acquisition. Thus we investigated
GRAPPA-based methods and their feasibilities in our studies. GRAPPA is one of the self-
calibrating techniques, and SPIRiT algorithm is just a generalized GRAPPA, however, it has
the ability to enforce an additional `1 constraint to take advantage of compressed sensing as
well. `1-SPRiT allows the compressed sensing method to be used to accelerate beyond what
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parallel imaging alone would support.

6.5 From GRAPPA to SPIRiT to `1-SPIRiT

Implementation for MRSI data: Lessons Learned

The purpose of next few studies were to develop and validate a strategy for combining
echo planar k-space sampling with self-calibrating parallel imaging and compressed sensing
techniques to rapidly acquire and reconstruct metabolic imaging data from the brain. Due to
our promising preliminary results in MRI applications, we initially started with SPIRiT-like
reconstructions.

In the first two projects, we introduced a new approach for the reconstruction of accelerated
3D-EPSI-MRSI data using our “modified-SPIRiT” and “modified-`1SPIRiT” algorithms for
two separate MRSI applications (7T 32-channel H1-MRSI and 3T 8-channel C13-MRSI)
and to the best of our knowledge these are the first MRSI studies based on these iterative
algorithms. In this approach the whole spectrum is used to offset the small calibration
region for robust estimation of SPIRiT calibration kernels, and voxel-by-voxel spectral phase
alignment between metabolites from individual coil elements is performed in the frequency
domain. The performance of these techniques were compared to the fully encoded 3D-EPSI.

The data from 3D-MRSI acquisition has 3 spatial frequency dimensions and a time dimension
for free induction decay (kx, ky, kz, kf ). After an inverse Fourier transform in the z-direction
(“slice” direction), the spectral data can be processed by two-dimensional SPIRiT-based
reconstruction for each slice separately. Figure 6.12 shows a flow chart for the 2D-SPIRiT-
based reconstruction. The SPIRiT kernel is calibrated from autocalibrations lines from all
the coils and all the time points kf of the FID using least-squares. The consistency equation
for any k-space data point is given by,

pc(r̄, f) =
C∑
j=1

〈Wjcf ,Pjr̄f〉 vector
===⇒ p = Wp (6.8)

The calibration matrix W has lower spatial-frequency but additional frequency information
compared to its MRI counterpart. This matrix is very ill-conditioned and the implementa-
tion of Tikhonov regularization and/or truncated-SVD technique should further improve the
conditioning of the this matrix. In each iteration SPIRiT kernel is applied to all the k-space
points to enforce consistency with calibration. In the case of `1-SPIRiT, sparsity is enforced
next in the transform domain (frequency: the spectrum is sparse) by soft-thresholding (cho-
sen experimentally as discussed in Chapter 5) which is equivalent to minimizing the `1-norm.
However, this step is skipped for SPIRiT. Then acquired k-space data points will replace
their estimated values to enforce data consistency and the algorithm moves to the next
iteration until the stopping criteria is reached.
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Figure 6.12: Modified SPRiT and `1-SPIRiT Diagram for MRSI.

It turned out that accuracy of reconstruction in k-space strongly depended on the selection
of the k-space subset, and/or reconstruction kernel specially for MRSI. In general there is
an insufficient understanding of how to automatically control these parameters and their
associated errors. Obviously, the optimal k-space subset depends on coil sensitivities, coil
placement, and the object itself. Increasing the subset size from a single sample to a few
samples distributed in the phase encoding direction and enlarging it to two-dimensional
configurations significantly improved image quality. However, increasing the size of subsets
degrades the benefits of implementing parallel imaging acquisition in k-space. Moreover,
there is no guarantee that simply enlarging k-space subsets will provide acceptable image
quality.

6.5.1 SPIRiT, `1SPIRiT, and CS for Metabolic Imaging Using
Hyperpolarized C-13 MRSI at 3T

The subject was a 9-year old female cynomolgus monkey (body weight=4.3 kg) who was
imaged on multiple occasions to verify the experimental setup being developed for human
brain studies (Figure 6.13). A clamshell volumetric C13 transmit coil and bi-lateral 8-channel
phased array receive coil were used on a GE 3T scanner (GE, Medical Systems, Milwaukee,
WI).

Acquisition: Prior to each C13 imaging experiment, T1-weighted anatomical images were
obtained in the axial and sagittal planes using an inversion recovery spoiled gradient echo
(IRSPGR) sequence (echo time/repetition time/inversion time = 2.5/8.4/400 ms, 25 cm
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FOV, 256×256 matrix, 3 mm slice thickness, and 5 NEX) from the body coil. The hy-
perpolarized [1-13C]-pyruvate was produced using a prototype SpinLab (General Electric,
Niskayuna, New York, USA). Fully sampled 2D dynamic datasets with a symmetric EPSI
in RL direction providing an in-plane resolution of 1cm were acquired (TE/TR=4.6/130ms)
from a 20 mm slice through the brain at a time resolution of 3s following an injection of 5.9
mL [1-13C]-pyruvate (250 mM) through the saphenous vein.

Figure 6.13: bi-lateral 8 channel 13C receive coil and its simulation. Setup for C13 primate.

Reconstruction: Poisson-Disc undersampling patterns with acceleration factors of 2, 4 and
6.7 (corresponding to undersampling of 50%, 75% and 85%) were simulated from the fully-
sampled individual channel data and were reconstructed using SPIRiT, CS (Chapter 5) and
`1-SPIRiT algorithms with POCS implementation. This is an effective implementation that
requires very simple operations: convolutions, Fourier, and Sparsity transforms and soft-
thresholding. For each pattern, to understand the effect of k-space subset size, calibration
regions of size [4× 4],[5× 5] and [6× 6] were used with kernel size of [3× 3].

An example of using a numerical phantom with calibration size of [6× 6] with kernel size of
[3 × 3] and undersampling of 75% is presented in Figure 6.14. The reconstructed Pyruvate
and Lactate maps for fully sampled data, zero-filled, POCS SPIRiT, POCS CS and POCS
`1-SPIRiT show promising outcomes for feasibility. SPIRiT performs a better reconstruction
for Lactate (lower peak) and CS performs a better reconstruction for Pyruvate (higher peak)
and `1-SPIRiT combines the advantages of both techniques. This observation supports the
intuition that POCS CS algorithm is sensitive to low SNR of the metabolites and to a
certain degree, it is controlled by the adjustable empirical thresholding. However, lowering
the threshold too much will add a lot of noisy-peaks to the data.

Figure 6.15 shows the reconstructed Pyruvate and Pyruvate-Hydrate maps of the non-human
primate for the fully sampled, zero-filled, POCS SPIRiT, POCS CS, and POCS `1-SPIRiT
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reconstructions ([abcde],[fghij]) of the hyperpolarized C13 data using a calibration size of 4,
kernel size of 3 and 50% undersampling. In the same figure, two voxels with overlaid spectra
for the different techniques are also presented. The maps are well estimated in all cases but
CS is more successful in recovering the Pyruvate peak, whereas SPRiT is more successful in
recovering the Pyruvate Hydyrate. The combination of SPIRiT and CS (hence `1-SPIRiT)
produced the better result.

The metabolite (Pyruvate and Pyruvate-Hydrate) intensities from accelerated data were
plotted against those form fully sampled k-space data in Figure 6.16. Linear regressions
show similar correlations between the techniques. Correlation between SPIRiT and gold
standard is presented with correlation coefficients of R2

pyr = 0.99 and R2
pyrhyd = 0.98. The

correlation coefficients calculated from the pairs of CS and the gold standard are R2
pyr = 0.99

and R2
pyrhyd = 0.97. The correlation of coefficients from `1-SPIRiT and the gold standard

are R2
pyr = 0.99 and R2

pyrhyd = 0.97. The raw mean Ratio of Pyruvate and Pyruvate-Hydrate
calculated from the full, SPIRiT, CS, and `1-SPIRiT spectra in brain is also summarized in
Table 6.4.

Algorithms Pyr/PyrHyd

Full 0.3± 0.03
SPIRiT 0.3± 0.04
CS 0.2± 0.03
`1SPIRiT 0.3± 0.03

Table 6.4: Mean ratio of Pyr/PyrHyd for all the accelerated reconstructions.
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Figure 6.14: A numerical phantom representing brain with lesions with corresponding
metabolites maps from the simulated reconstruction methods.
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Figure 6.15: 2D-localized Hyperpolarized C13 spectroscopic data from a non-human primate
brain acquired using the clamshell phased array coils. Pyruvate (a-e) and Pyruvate-Hydrate
(f-j) maps are from fully-sampled (a,f), zero-filled (b,g), SPIRiT (e, h), CS (d,i) and `1-
SPIRiT (e,j). The corresponding C13 spectra for all the techniques are overlaid on the
right.

A novel approach was described in “modified-SPIRiT” and “modified `1-SPIRiT” that was
based on the original MRI-SPIRiT algorithm to show the feasibility of these approximate
iterative techniques for 2D-MRSI data. We have shown that utilizing the whole spectrum
from each coil in calibration stage is essential for correct spectral reconstruction and yields
similar image quality and metabolite intensities compared to results from the full k-space
data. Note that the high signals from Pyruvate and Pyruvate-Hydrate that were observed
in both the brain and the surrounding tissues of the non-primate human with no baselines,
along with the limited number of peaks both worked in favor of the chosen algorithms and
their implementation. Therefore, the soft-thresholding parameter of the POCS implemen-
tation was easily and manually adjusted from high penalty to low penalty for a particular
example which often lead to much faster convergence of the iterations. In future work, this
parameter should automatically and continuously be modified during the iteration for the
best performance.

There are several details that are worth mentioning: (a) using the whole spectrum for calibra-
tion adds to the reconstruction complexity by increasing runtime and storage requirement.
Although in most MRI cases both W and V operations and their adjoints (calibration stage)
can be calculated very quickly, MRSI suffers from the additional complexity due to the over-
all condition of the matrices and the number of spectral points. (b) Another limitation of
this study is the the additional hurdle of imposing an appropriate stopping criteria to insure
convergence in MRSI applications. This criteria is not well understood for spectroscopy
applications and the convergence properties are less favorable. In short, dealing with low
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Figure 6.16: The linear fit of the Pyruvate and Pyruvate-Hydrate intensities calculated from
a non-human primate’s SPIRit, CS, ` − 1-SPIRiT versus full spectra. Linear regressions
indicate a strong correlation between SPIRiT, CS, `1-SPIRiT and the gold standard (fully-
sampled).

resolution data such as spectroscopy highlights the need for optimizing the calibration area
and kernel size necessary for robust reconstruction.

6.5.2 2D-SPIRiT and traditional-GRAPPA for accelerated
H1-MRSI of the brain at 7T

The purpose of this project was to acquire a 3D H1-MRSI acquisition with matrix size of
18× 22× 16 and 1cc resolution in about 5-7 minutes which requires a robust reconstruction
of 3-5x acceleration factor.

We further developed our previous“modified-SPIRiT” and “modified `1-SPIRiT” algorithms
in MATLAB to accommodate the MRSI data from the 32-channel array coil at 7T. Since the
readout direction (slice direction) was fully sampled, we were able to compute the inverse
Fourier transform and work on the separable 2D reconstruction problem. This approach
reduced the complexity, simplified the implementation, and made it easier to parallelize
the process internally within a slice. We have successfully improved the reconstruction
runtime using multi-core CPUs as parallel execution platform for SPIRiT, however failed
to achieve the same result for `1-SPIRiT on our machines due to its higher computational
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intensity. Combination of large matrices (18 × 22 × 16 × 712 × 32, (kx,ky, kz,kf ,C)), high
acceleration factors and many iterations create very large numerical problem that requires a
lot of memory and processing power beyond MATLAB’s capability. Therefore, in this study
we only evaluated the SPIRiT reconstruction strategy using various sampling patterns and
calibration regions to achieve the most accurate and robust accelerated MRSI data at 7T.

Subjects: An MRS phantom and 6 healthy adult volunteers were involved in the study.
Written informed consent from the volunteers was obtained in accordance with the guidelines
of the local ethics regulations.

Acquisition: Anatomic MR images and MRSI data were acquired using a 32-channel receive
array with volume coil transmit on a GE 7 Tesla scanner. 2D H-1 MRSI was localized with
CHESS water suppression, 8 VSS outer volume suppression, and spin echo slice selection,
using a TE/TR= 90/2000ms and spectra array= 18 × 22. A B1-map was acquired to
calculate the optimal transmit power for H-1 MRSI. Fully-sampled, water-suppressed (WS)
and nonwater-suppressed (NWS) data were acquired in 13 min and used as either a gold
standard or to determine the optimal calibration region for a 60% undersampling scheme,
respectively. The % undersampling was then increased to 63, 71, 76, and 80%, corresponding
to acquisition times of ≈ 5, 4, 3 and 2 min, acceleration factors of 2.7x, 3.5x, 4.2x, and 5x
using the four variable density sampling patterns shown.

Pulse Sequence: Capability of arbitrary sampling patterns was incorporated in spectro-
scopic imaging on the GE scanner to allow undersampling along any of the phase encoding
directions. These variable density k-space sampling patterns were also combined with an
interleaved flyback echo-planar trajectory that can be applied in the SI or AP direction.
Also, to undersample in time domain, modification of the flyback echo planar readout with
desirable blips based on specific sampling patterns was incorporated allowing undersampling
in three directions (kx, ky, kf ). Sampling patterns were generated in MATLAB and played
out on the scanner as explained in Chapter 5.

Reconstruction: The cartesian MRSI k-space samples were converted from the individual
channels’ raw data into MATLAB. SPIRiT acceleration for higher factors were simulated.
The encoding matrix was constructed explicitly based on the assumed Cartesian k-space
sampling pattern. The reconstruction matrix was calculated as explained previously with
the additional option of using the entire fully sampled NWS data as its calibration region.

To evaluate the accuracy of each reduced k-space and calibration scheme, the fully sampled
data was reconstructed as a gold standard and regression plots of all brain voxels were used
to compare metabolite peak heights and ratios among the different calibration regions and
between each undersampling scheme and full k-space data. The correlation coefficient R2

value from each linear regression was then used as a measure of accuracy.
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Figure 6.17: Phantom: Fully sampled spectra with enlargement of three voxels of 32-channel
data with varying degrees of simulated acceleration and SPIRiT reconstruction are presented.

The full FOV reconstruction of fully-sampled spectra in a phantom is shown in Figure 6.17.
The three enlarged voxels from various locations in a phantom show the SPIRiT reconstruc-
tion using 5 × 5 calibration region (from its central k-space) for the 4 sampling patterns.
The variable density pattern with more structure near the center and pseudo-random pat-
terns outside performed best, tolerating a higher acceleration even in areas of lower SNR
(Figure 6.17, bottom row purple voxels).

Although in the phantom, the difference between R2 values obtained from SPIRiT using
fully-sampled NWS and 5 × 5 calibration region compared to the original data were not
significantly different (0.99 for peak heights and 0.90 for ratios for both calibrations), the
choice of calibration region impacted the performance of SPIRiT in the volunteer data,
as shown in Figure 6.18, where the SPIRiT reconstruction with 18 × 22 NWS acquisition
serving as the auto-calibrating signal (in blue) more closely reflects the fully sampled spectra
(in white) than the center 5 × 5 calibration region (in pink). The overestimation of the
metabolite intensities of the smaller calibration region is clearly seen in the enlarged voxels.
Additionally, significantly higher R2 values were observed for all metabolic peak heights
and ratios using the fully-sampled 18 × 22 NWS compared to the 5 × 5 calibration region.
Utilizing the fully-sampled NWS calibration subsequently allowed for accelerations of up to
80% undersampling without compromising reconstruction quality as shown by the R2 values
in Figure 6.19.
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Figure 6.18: Volunteer: Example of an MRSI obtained from 32-channel array coil for 1
sampling pattern and a choice of two different calibration regions. Full FOV of fully sampled
spectra (in white), SPIRiT 2.5x acceleration with 5 × 5 calibration region (in pink), and
SPIRiT 2.5x acceleration with 18 × 22 calibration region (in blue) are presented. Voxel
metabolite intensities and ratios of the whole brain from SPIRiT with 5 × 5 calibration
region (top) and SPIRiT with 18× 22 calibration region (bottom) are plotted against those
obtained with full k-space.
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Figure 6.19: Correlation coefficient results from a volunteer for the 4 distinct sampling
patterns using the 18× 22 NWS calibration region.

The impact of different calibration regions is visible in Figure 6.18. The result clearly
demonstrates that the reconstruction accuracy is much higher with a tighter linear regression
fit for reconstructed data from 60% undersampling (2.5x acceleration factor) using 18 ×
22 reference NWS calibration. This is because as the number of k-space fits increases,
the calibrated kernel more accurately represents actual frequency shifts rather than noise,
improving the reconstruction. The impact of various sampling patterns and acceleration
factors are revealed in Figure 6.19. Using the less ill-conditioned calibration region allowed
for farther acceleration even up to 80% undersampling (acceleration factor of 5x) while
maintaining a comparable result.

This work advocates that MRSI at 7T can be accelerated by 5-fold to provide high quality
spectra in under 3 min if a NWS dataset is also acquired. It has become evident that
achieving a high acceleration factor with SPIRiT is highly dependent on the calibration
region, especially with small matrix size acquisitions like MRSI. We were able to improve
the conditioning and quality of the calibration using a fully-sampled NWS acquisition which
is often acquired and is useful for automatic phase and frequency alignment to increase SNR
(28) and for enhancing spectral quality (29), however the overall scan time is not reduced as
desired. Implementation of Tikhonov regularization and truncated-SVD of the calibration
region should improve the conditioning to potentially reduce the size of the calibration region.
Another alternative is to explore a faster way to acquire a fully-sampled calibration region
using a PD image of the MRSI region, which will allow for greater flexibility when a NWS
acquisition is not feasible. These calibration improvements will allow for ultra-fast whole
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brain MRSI acceleration suitable for routine patient studies at 7T.

Since iterative methods have certain challenges in regards to their runtime, stopping criteria
and convergence conditions, we used the traditional GRAPPA as explained in (30, 31) for
several data sets. 5 patients with brain tumors were studied using a 32-channel receive-
only array with a volume transmit head coil on a GE 7 Tesla scanner (GE Healthcare,
Waukesha, WI). 3D H-1 MRSI was localized with CHESS water suppression, 8 VSS outer
volume suppression, spin echo slice selection TE/TR= 30/2000ms, spectra array= 18×22×8
with an interleaved flyback echo-planar trajectory with spatial resolution of 1 cm. The total
acquisition time is about 10 minutes. The 32 channels of data were combined, processed
as described previously and then quantified using LCModel. Undersampling by a factor
of 2 was simulated by eliminating the appropriate k-space components and the data were
reconstructed with traditional GRAPPA.

Figure 6.20 shows the GRAPPA for 3D H1-MRSI obtained from the brain using an 32-
channel head coil. The array on the top (in blue) was fully sampled with an acquisition
time of 10 min and the one on the bottom (in pink) uses traditional GRAPPA with an R=2
factor with an acquisition time of 5 min. The enlarged voxel shows the overlay spectra of
fully sampled data and GRAPPA. Figure 6.21 summarizes the results for all 5 patients in
a table format. No significant difference (P>0.05) was found in (GPC+PC)/NAA between
fully sampled spectra and spectra with the GRAPPA reconstruction; and the number of
voxels with quantifiable Glu was similar between the two methods. These results are very
promising and when implemented experimentally would reduce the acquisition time to 5
minutes, which is ideal for patient studies.

Although `1-SPIRiT appeared to operate well for 8-channel C13-MRSI data, it became
completely infeasible (in the current implementation) for 32-channel H-MRSI data at 7T.
Even for SPIRiT alone (without enforcing sparsity), to reduce the burden of post-processing
to a manageable scale, we only acquired a 2D-MRSI data which had to further be parallelized
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Figure 6.21: The ratio of (GPC+PC)
NAA

from T2, NAWM and GM regions of 5 patients for fully
sampled data and 2x GRAPPA reconstruction.

using multi-core CPUs. As an iterative reconstruction, the computational complexity of
SPIRiT can be more intensive than direct reconstruction. The Cartesian POCS algorithm
requires in each iteration an operation similar to a single GRAPPA reconstruction. The
algorithm often requires about 15-20 iterations to converge; however with a larger number of
iterations, while the algorithm may converge initially, the residual of the objective function
may diverge at the end. Although the solution becomes more accurate with each iteration,
the noise in the reconstruction is increased and at some point (7-10 iterations), it might be
worthwhile to terminate the reconstruction as the POCS iterations start fitting the noise
creating large artifacts in the data probably due to the low SNR of MRSI data. While
the results demonstrated were promising in general, there were clearly trade-offs in terms
of artifacts, stability and reconstruction time. Furthermore, sampling patterns, calibration
region size, kernel size, stopping criteria, tolerable error measure (objective function and its
residual), and conversion criteria were too many parameters to optimize over for large MRSI
matrices with large number of individual coils while dealing with long processing time.

The SPIRiT approach has an advantage of using highly nonuniform sampling patterns while
the traditional-GRAPPA has much accurate, faster, and stabler reconstruction. It seems
that modifying and reformulating the traditional-GRAPPA to handle arbitrary sampling
patterns will increase its flexibility while avoiding optimizing numerous parameters all at
once.

6.5.3 Arbitrary Variable Density (AVD)-GRAPPA with EPSI of
short-echo whole brain 3D-MRSI

The purpose of this project was to achieve short-echo 3D whole-brain MRSI with higher
spatial resolution of 0.56cc in < 10min with adequate SNR at 3T if possible. This work
investigates the impact of the sampling patterns, calibration regions, and kernel sizes of
AVD-GRAPPA on the reconstructed MRSI data with the feasibility of using AVD-GRAPPA
for future routine clinical exams.
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A number of studies have investigated the use of GRAPPA for H1-MRSI and were pre-
sented by Banerjee et al (30, 31), Zhu et al (32), Rueckert et al (33), and Sabati et al al
(34). Zhu et al (32) proposed an approach, called “spectral phase correction in GRAPPA”
(SPC-GRAPPA). The SPC-GRAPPA was modified to apply the GRAPPA reconstruction
algorithm developed by Griswold et al (13) to undersampled metabolites and interleaved
water reference k-space data at each time point of the FID, following voxel-by-voxel spec-
tral phase alignment prior to coil combination. Sabati et al (34) implemented a modified
GRAPPA reconstruction algorithm based on the method of Zhu et al (32) utilizing the whole
spectrum from the interleaved water reference. Rather than obtaining the GRAPPA recon-
structing kernel weights from a single time point of the FID signals and then using the same
weights for the GRAPPA reconstruction of other time points, the weights were determined
at each time point of FID for a GRAPPA reconstruction of that same time point, since this
was shown to improve performance in (33).

2D AVD-GRAPPA enabled EPSI: The key feature of this reconstruction scheme is
supporting arbitrary cartesian sampling patterns with an option of using a high-resolution
external sensitivity information for calibration (GRAPPA meets SENSE meets random sam-
pling). The reconstruction was implemented in MATLAB and it operates by looking at a
point and calibrating according to its neighborhood to synthesize the missing point. The
AVD-GRAPPA incorporates the spectrum domain in a way of either obtaining the kernel
weights from a single time-point of the FID and then using the same weights for all the
other time-points, or the weights can be determined at each time-point of FID for the same
time-point. This reconstruction also incorporates the option of using an external calibration
for training its data set. The GRAPPA kernel weights that are calculated from the previous
options are then used so that the missing k-space data points are synthesized as a linear
combination of the acquired data. The Tikhonov’s regularization was implemented to condi-
tion the calibration matrix in all of the options. The individual reconstructed channel data
was pre-processed, phased-aligned then combined as previously described in Chapter 4.

Subjects: An MRS phantom and 3 healthy adult volunteers were involved in the study.
Written informed consent was obtained from all the volunteers prior to the examination.

Data Acquisition: Anatomic MR images and MRSI data were acquired on using a 32-
channel receive array on a GE 3T scanner. A high resolution spin echo (SE) imaging sequence
with matched spectroscopy parameters (TR/TE=35/1300ms) was acquired (≈1min) to be
used as an external calibration. 3D H-1 MRSI was localized with CHESS water suppression,
10 VSS outer volume suppression, and spin echo slice selection, TE/TR=35/1300ms, spectra
array=28 × 32 × 16 using flyback echo-planner trajectory in the SI direction and spatial
resolution of 0.56cc. Fully-sampled MRSI data were acquired (≈20min) and used as a gold
standard and then retrospectively under-sampled by factor of 2, 3, and 4 corresponding to
acquisition times of ≈ 10, 7, and 5 min using the five variable density sampling patterns
shown in Figure 6.22.
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Figure 6.22: Sampling patterns (structured and random) with acceleration factors of 2x
,3x, and 4x with their corresponding Point Spread Function (PSF) are illustrated. All the
sampling patterns are computed with variable density and the random ones are based on
Poisson distribution ensuring certain number of points within a given region with the largest
incoherence. For uniform k-space sampling, the PSF is a sinc function, however, the PSF
of non-uniform sampling patterns are not simple sinc and are more complex resulting on
different type of errors in reconstruction.

Data Analyses: The reconstructed combined spectra were fitted with LCModel. The basis
set was simulated using jMRUI package. Metabolite levels were quantified for voxels within
the brain using LCModel for the volunteers. Metabolite ratios included in the analysis were
those with Cramer-Rao lower bounds (CRLB) lower than 10% for tCho, tCr and NAA, and
20% for the others. To evaluate the accuracy of each reduced k-space sampling and cali-
bration scheme, the fully sampled data was reconstructed as a gold standard and regression
plots of all brain voxels were used to compare metabolite peak heights and ratios as shown
in the diagram in (Figure 6.23).

k-space Sampling Pattern Strategies (structured vs random) The design of an op-
timal sampling pattern (for a given acceleration factor and coil geometry) must take into
account two different objectives: the k-space samples must contain as much information
about the sampled image as possible and the inevitable subsampling artifacts in the recon-
struction should be as small as possible. These are complementary but not identical aims.
Intuitively we are suggesting one should acquire predominantly those coefficients of the im-
age which have the largest magnitude. Of course, this is one of the reasons for the good
performance of variable density sampling; central frequencies, where the energy of images is
concentrated, are more densely sampled than the outer frequencies. Figure 6.24 shows an
example of where these large magnitudes are located in k-space for two coil-array configura-
tions (8- and 32-channel). Given a reference or calibration image, we took the magnitude of
its Fourier transform of each individual channel. These maps then served as density maps
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Figure 6.23: Data processing flow chart of AVD-GRAPPA reconstruction for 3D-EPSI per
slice.

on a Cartesian grid in k-space, defined by the desired resolution. The density maps of the
8-channel array coil are very similar among the individual channels due to the symmetric
geometry of the head coil. The large k-space variability in the individual channels of the 32-
channel array coil suggests that optimized sampling patterns covering influential regions will
have more impact on the higher coil arrays due to their anti-symmetric geometries. There-
fore, for higher acceleration factors, the k-space sampling pattern (specially the location of
the calibration region) needs to be adaptive and smart in regards to the coil configuration
and the relative position of the acquisition region to each individual channel. Based on
our observation, since good reconstruction of each individual channel strongly depends on
capturing regions that have higher magnitude coefficients during undersampling, the various
sampling patterns were generated from a Poisson-Disc distribution to ensure certain number
of points within a given region and then manually modified to cover the important regions
of all the channels. Our observation is that a template taken from any of these calibration
scans that cover the whole-brain will give good results. It is important to note, the way
that we implemented these randomized sampling trajectories on the MRI-scanner for ac-
celerated MRSI (Chapter 5) gives complete freedom to choose any sample point in the 2D
phase encode plane easily.
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Figure 6.24: Fourier Transform of the reference or calibration image used for the sensitivity
information. (a) 8-channel array coil: k-space magnitude for individual coils while has been
summed over all the slices. (b) 32-channel array coil: k-space magnitude for individual coils
while has been summed over the all the slices. (c) 32-channel array coil: individual channels
for slice 8. (d) 32-channel array coil: individual channels for slice 11. It is clearly seen
that the largest k-space magnitude for the slice 8 and 11 are observed in different regions in
different channels. The sampling pattern imposed included all of these regions to improve
reconstruction performance.



CHAPTER 6. PI APPLICATIONS FOR MRSI 171

Structured 2x

Auto-Calib: 9x9

Random 2x

Auto-Calib: 9x9

Random 3x

Auto-Calib: 7x7

Structured 3x

Auto-Calib: 7x7
Random 4x

Auto-Calib: 7x7

High Resoltion 

External-Calib 32-channel 32-channel 

Image k-space

Figure 6.25: Phantom: Matrix 24×24×16, Res:0.56cc. Spin-Echo Calibration with TR/TE=
1300/35ms and Matrix 64× 64× 32

Lipid Contamination Artifacts: The large brain coverage of conventional low resolution
MRSI data suffers from lipid contamination in terms of fat signals bleeding into nearby vox-
els due to its inherit point spread function. When whole brain coverage is necessary, many
of the lipid suppression methods face severe limitations in the presence of strong B1 and B0

inhomogeneities and fail to suppress the fat signals optimally. When it comes to accelerated
MRSI data, these artifacts are expressed in much larger scale degrading the performance
of the traditional MRSI parallel imaging techniques especially with higher acceleration fac-
tors. Since these bleeding fat signals usually have a different phase from the metabolites
in the contaminated voxels, the traditional PI reconstructions cannot always fully unfold
the aliasing of cranial lipids which can severely compromise the final spectral quality inside
the brain, in particular the quantification of NAA can be severely compromised. In these
cases, the random sampling patterns have the added benefit that the aliased lipid signals
are incoherent and noise-like, and thus amenable to removal during reconstruction. The
undesirable lipid signal is then removed from each channel prior to GRAPPA reconstruction
using non-iterative time-domain fitting with the Lanczos-based version of HSVD to filter out
signals from 1.8 to -1.0 ppm (35).

Calibration Region and Size: The stability and integrity of the estimated kernel weights
are compromised due to the limited spatial frequency of the MRSI and the lipid contam-
ination which leads to inaccuracy of the spectral reconstruction of the metabolites under
investigation. We believe in accelerated MRSI, using an external calibration region (with
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higher resolution and matching the spectroscopic imaging sequence) as ACS data to construct
the calibration matrix and to estimate the kernel weights will improve the reconstruction
outcome by increasing the spatial frequency and minimizing the effect of lipid contamina-
tion. It is important that the matched imaging sequence mimics the first FID point of the
MRSI data as closely as possible. In our case a spin-echo (SE) MRI sequence with the same
TE and TR is used as a reference sequence. If the same point spread function and the
same phase evolution of MRSI becomes necessary in our reconstruction, an additional fat
suppression module is implemented on top of the calibration sequence to further suppress
the effect of the fat signals. While the size of the internal calibration region (central k-space)
are very limited in MRSI (in order of [9× 9], [7× 7], [5× 5] due to the lengthly acquisition
times), the large external calibration region (in order of [64 × 64], [32 × 32]) provides the
flexibility of experimenting with various kernel sizes and their impacts on the AVD-GRAPPA
reconstruction.

Interpolation Kernel Size: The MRSI data were processed in the following way: each data
set was reconstructed several times, using AVD-GRAPPA, each time with a different kernel
size ([3×3], [5×5], [7×7] and [9×9]). The AVD-GRAPPA kernels were calibrated for each
unique local sampling pattern set. Overall, the reconstruction is insensitive to the kernel
size, achieving similar results, with slightly more accurate results for smaller kernel sizes.
Larger kernel sizes propagate the aliased lipid signals more throughout the brain. The total
number of correlated k-space points (as a result of the multi-channel coils) were estimated
empirically for the 32-channel array coil from the 3D-PSF of the acquired “sensitivity” maps
that had been summed over all channels and all slices. The number of k-space points greater
than 50% of the maximum signal in the 3D-PSF, the full-volume at half maximum (FVHM)
corresponded to [3× 3] kernel size, greater than 75% corresponded to [5× 5] , greater than
90% corresponded to [7×7]. Although the kernel size [7×7] utilized almost all the correlated
k-space points, the kernel size [3× 3] gave the best performance.

Number of FID Points: The MRSI-GRAPPA technique in (32–34) reconstructs each
FID time point independently assuming the temporal information is uncoupled from spatial
information in PEPSI acquisition due to its high bandwidth in readout. Rueckert et al (33)
shows the best GRAPPA performance for the calibration method that used either every FID
time point or every group of consecutive sections of the FID time points of the fully sampled
non water suppressed (NWS) data. Unfortunately, in our experiments we weren’t able to
utilize all of the 712 FID time points due to the limited memory available in the current proof-
of-concept implementation of AVD-GRAPPA in MATLAB. The calibration matrix denoted
by W, is constructed from all the ACS portion of the acquired data (from all the channels
and FID points). The row of W is constructed by sliding a window throughout the ACS
data, taking each block inside of the ACS region to be a row in the matrix. The columns of
W are shifted versions of the ACS area, leading to a matrix structure known as Block-Hankel
(regularized least-square problem with regularization). For one slice, for all 712 FID time
points, the W TW matrix becomes as large as 313 GB, for 100 points as large as 7 GB and for
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Full 2x 4x3x3x2xFully Sampled Phantom

Figure 6.26: Reconstructed phantom for full k-space with individual voxels highlighting the
AVD-GRAPPA reconstruction for 5 different sampling patterns using internal calibration
region of sizes [9× 9] and [7× 7] with kernel size of [3× 3].

50 points as large as 1.7 GB, therefore, computationally infeasible. However, we were able to
construct the calibration matrix several times, using the first FID point, the first and second
FID points, the first 10, 20 and 25 FID points for one of the NWS dataset. Each time the
AVD-GRAPPA kernel weights were estimated for those points and the mean of kernel weights
were applied to the rest of the FID points. Following the AVD-GRAPPA reconstruction of
each scenario, it was observed that the quality of the synthesized missing points degraded
as more FID points were added to the calibration matrix. This result suggests that, for our
sequence the temporal information is coupled with the spatial information and the columns
of the calibration matrix become linearly dependent as more FID points are added.

Phantom: Initially we were able to improve the conditioning and quality of the calibration
matrix only by implementing the Tikhonov regularization into AVD-GRAPPA (Figure 6.26),
however the greater improvement was achieved by using a fully-sampled PD image as cali-
bration region along with Tikhonov factor (Figure 6.27). Figure 6.27 shows the regression
plots that compare results of the spectral fitting of all metabolites (tNAA, tCho, tCr, glx,
and mi+gly) for AVD-GRAPPA and full k-space data for all voxels within the phantom
using random undersampling pattern with 2x acceleration, [3 × 3] kernel size and external
calibration. Figure 6.27(a,b,c,d,e) shows the metabolites from AVD-GRAPPA data plot-
ted against those obtained from full k-space data using an internal calibration matrix and
Figure6.27(f,g,h,m,n) shows the metabolites from GRAPPA data plotted against those ob-
tained from full k-space data using an external calibration matrix.
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Figure 6.27: Regression plot of individual metabolites’ concentration (tNAA, tCho, tCr, glx
and mi+gly) for structured pattern 2x acceleration (a,b,c,d,e): AVD-GRAPPA are plotted
against their Full k-space using internal calibration region of size 9x9. (f,g,h,m,n): AVD-
GRAPPA are plotted against their Full k-space using high-resolution external calibration
region of PD image.

Linear regression shows a strong correlation between AVD-GRAPPA and the gold standard,
with correlation coefficient of R2

tNAA = 0.98, R2
tCho = 0.97, R2

tCr = 0.97, R2
glx = 0.81, and

R2
mi+gly = 0.90 for internal calibration and R2

tNAA = 0.98, R2
tCho = 0.98, R2

tCr = 0.98,
R2
glx = 0.87, and R2

mi+gly = 0.93 for external calibration. The slight difference between

Figure 6.28: Aliasing artifacts for NAA map for random vs structured sampling pattern for
2x acceleration for both internal and external calibration
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Figure 6.29: Voxel metabolites from the whole-phantom from GRAPPA-EPSI plotted against
those obtained with full k-space EPSI for tNAA, tCho, tCr, glx, and mi+gly using both
internal or external calibration techniques.
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Figure 6.30: Voxel metabolites from the whole-phantom from GRAPPA-EPSI plotted against
those obtained with full k-space EPSI for tNAA, tCho, tCr, glx, and mi+gly using both
internal or external calibration techniques.
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these two options (using internal or external calibration) is observed in tighter fit for smaller
peaks (such as glx or mi+gly) favorable towards external calibration . Similar results were
observed for other sampling patterns and accelerations in Figures 6.29 and 6.30. To compare
the aliasing artifacts of the structured vs random sampling pattern, Figure 6.28 shows the
tNAA maps for fully sampled and AVD-GRAPPA reconstruction for 2x acceleration with
both internal and external calibration options. The % difference maps illustrate that AVD-
GRAPPA with external calibration performs slightly better. The % mean-difference of
metabolites maps decreases from 6.8% to 2.5%.

Volunteers: We have shown that in highly accelerated in-vivo MRSI, using random sam-
pling patterns, and an external calibration image (higher resolution with matching param-
eters to spectroscopy), to construct the calibration matrix to estimate the kernel weights
will enhance the reconstruction outcome by minimizing the effect of lipid contamination.
Further improvement is achieved by removing the lipid from each channel prior to applying
the kernel weights to the neighboring points. Figure 6.31 shows an example of an in-vivo
whole-brain short-echo 3D MRSI from a volunteer using AVD-GRAPPA algorithm. The
AVD-GRAPPA reconstruction used high-resolution external calibration with kernel size of
[3×3] for 3 random sampling patterns (acceleration 2, 3, and 4x) with and without HSVD as
pre-processing step. Figure 6.31(a) shows the fully sampled data. Figure 6.31(b,c,d) shows 2,
3, and 4x acceleration without lipid removal prior to AVD-GRAPPA. Lipid contamination
increases as the acceleration factor increases, especially in anterior and posterior regions.
Figure 6.31(e,f,g) shows 2, 3, and 4x acceleration with HSVD lipid removal prior to AVD-
GRAPPA. The complete lipid behavior can be observed in Figure 6.31, while Figure 6.32
illustrates the several enlarged voxels.

Tabel 6.5 shows the percent mean-difference maps of tNAA and Cho/NAA (a.k.a % mean
error) for AVD-GRAPPA with external calibration with and without HSVD for acceleration
2, 3 and 4x. As acceleration factor increases, the percent mean-difference of metabolites
maps remains around 13% (a reasonable range) only when HSVD is used to remove the
contaminated lipid.

w/o HSVD w/ HSVD (Lipid remvoal)

%Error NAA Cho/NAA %Error NAA Cho/NAA

Random 2x 13.3 ± 12.6 15.1 ± 13.5 Random 2x 13.1 ± 11.8 15.3 ± 13.3
Random 3x 16.7 ± 17.9 17.8 ± 16.4 Random 3x 15.2 ± 14.1 16.7 ± 15.7
Random 4x 18.6 ± 17.0 21.2 ± 20.1 Random 4x 13.1 ± 11.8 15.4 ± 13.3

Table 6.5: Mean of the percent difference between the metabolites maps from fully sampled
data and AVD-GRAPPA for 3 random sampling pattering of acceleration 2x,3x and 4x.
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Figure 6.31: The AVD-GRAPPA reconstruction used high-resolution external calibration
with kernel size of [3×3] for 3 random sampling patterns w/o HSVD. (a): Full k-space recon
(b,c,d): 2,3,4x sub-sample recon without lipid removal prior to AVD-GRAPPA. (e,f,g) 2,3,4x
sub-sample recon with HSVD lipid removal prior to AVD-GRAPPA.



CHAPTER 6. PI APPLICATIONS FOR MRSI 179

Figure 6.32: T1-weighted MRI with in-vivo whole-brain 3D MRSI from a volunteer. The
AVD-GRAPPA reconstruction used high-resolution external calibration with kernel size of
[3×3] for 3 random sampling patterns (acceleration 2, 3, and 4x) with and without HSVD as
pre-processing step. (a): Full k-space recon (b,c,d): 2, 3, 4x sub-sample recon without lipid
removal prior to AVD-GRAPPA. Lipid contamination increases as the acceleration factor
increases specially in anterior and posterior regions. (e,f,g) 2, 3, 4x sub-sample recon with
HSVD lipid removal prior to AVD-GRAPPA.
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Figure 6.33: Regression plot of individual metabolites’ concentration (tNAA, tCho, tCr)
for random sampling pattern 2x acceleration (a,b,c), 3x acceleration (d,e,f), and 4x ac-
celeration (g,h,i) respectively. AVD-GRAPPA are plotted against their Full k-space using
high-resolution external calibration region of PD image.
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The AVD-GRAPPA reconstruction has improved the condition number of constructed cali-
bration matrix by ≈ 6 orders of magnitude using external calibration and an additional ≈ 60
fold using regularization. Figure 6.33 shows the regression plots that compare results of the
spectral fitting for all acquired AVD-GRAPPA data and full k-space data for voxels within
the brain using random undersampling pattern with acceleration factor of 2, 3, 4x and kernel
size of 3×3. Figure 6.33(a,b,c) shows the metabolite (tNAA, tCho, tCr) from AVD-GRAPPA
data plotted against those obtained from full k-space data using a high-resolution external
calibration matrix for acceleration 2x. Figure 6.33(d,e,f) shows the metabolites (tNAA,
tCho, tCr) from AVD-GRAPPA data plotted against those obtained from full k-space data
using high-resolution external calibration matrix for a 3x acceleration. Figure 6.33(g,h,i)
shows the metabolites (tNAA, tCho, tCr) from AVD-GRAPPA data plotted against those
obtained from full k-space data using a high-resolution external calibration matrix for a 4x
acceleration. Linear regression shows a strong correlation between AVD-GRAPPA and the
gold standard, with correlation coefficient of R2

tNAA = 0.97, R2
tCho = 0.97, R2

tCr = 0.93 for
acceleration factor of 2x, R2

tNAA = 0.95, R2
tCho = 0.98, R2

tCr = 0.94 for an acceleration factor
of 3x, and R2

tNAA = 0.94, R2
tCho = 0.93, R2

tCr = 0.93, for an acceleration factor of 4x.

As demonstrated the whole-brain 3D-MRSI at 3T with 32 channel coil can be accelerated up
to 4-fold to provide high quality spectra in under 6 min with a voxel resolution of 0.56cc in a
phantom and volunteers using AVD-GRAPPA enabled EPSI. With typical MRSI datasets,
the limited matrix can provide a challenge for obtaining accurate estimates for reconstruc-
tion, however, using a high-resolution external calibration enhances the performance and
reduces the severe ill-conditioning of calibration matrix. The finite extent of the encoded
MRSI k-space (hence PSF) suggests that variable random sampling (compared to structured
undersampling) will benefit the parallel imaging reconstruction of MRSI data sets with higher
lipid contamination. Having the flexibility and capability of using various sampling patterns
in acquisition and reconstruction processes allows one to control the spatial aliasing and
artifacts of the reconstruction more intelligently. Furthermore, the size of the interpolation
filter kernel and calibration region need to be optimized for specific applications. Although
AVD-GRAPPA reconstruction strongly depends on the k-space subsets (calibration region),
it is insensitive to the kernel size.

6.6 Summary and Conclusion

This chapter summarizes some of the existing auto-calibration methods and their properties
for MRI application. The various methods all have differences in their theoretical and prac-
tical performances, especially in which kinds of coil sensitivity information is needed and
how this information is acquired and applied.

Furthermore, the implementation of GRAPPA, POCS SPIRiT, and POCS `1-SPIRiT were
modified in a manner so they can be applied to MRSI applications. The challenges for
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clinical usage of these methods were discussed and some solutions were given in each MRSI
application. This chapter should give the reader a good idea of which methods are best
utilized in particular applications of brain MRSI. This work also introduces a new approach
called AVD-GRAPPA that can robustly reconstruct the whole-brain 3D-MRSI that was
accelerated up to 4-fold to provide high quality spectra in under 6 min with a voxel resolution
of 0.56cc in a phantom and volunteers.

Although SPIRiT-based reconstruction appeared to perform well for 8-channel MRSI data,
`1-SPIRiT became completely infeasible for 32-channel data in terms of memory usage and
computation time. Performance of SPIRiT-based reconstruction is very sensitive to the
number of channels. As an iterative reconstruction, the computational complexity of SPIRiT
can be more intensive than direct reconstruction. The cartesian POCS algorithm requires
that in each iteration an operation occurs similar to a single GRAPPA reconstruction. The
current SPIRiT and GRAPPA implementation exploit parallelism from multiple slices and
channels among multiple CPU cores. The future parallelization should exploit voxel-wise
parallelism, while leveraging the channel-wise and slice-wise parallelism across multiple CPU
cores.

While optimizing sampling patterns, sampling rate, calibration region, calibration’s condition
number, and kernel size are common between SPIRiT and GRAPPA, the additional param-
eters such as thresholding, stopping criteria, tolerable error measure (objective function and
its residual), number of iterations and convergence need to be addressed for SPIRiT-based
reconstruction. Although the SPIRiT-based approach is very flexible and has better noise
performance, there are too many parameters to optimize for large MRSI matrices with a
large number of individual coils, while dealing with long processing time. The SPIRiT ap-
proach has an advantage of using highly non-uniform sampling patterns while the traditional-
GRAPPA has a much more accurate, faster, and more stable reconstruction.

The key feature of the AVD-GRAPPA reconstruction scheme is imitating the SPIRiT’s ar-
bitrary cartesian sampling patterns with an add-on option of using high-resolution external
sensitivity information for calibration (GRAPPA meets SENSE meets random sampling).
This is an encouraging step forward in accurate and robust GRAPPA-based MRSI recon-
structions for clinical purposes. Since some of the parameters have been optimized for
AVD-GRAPPA reconstruction in certain datasets, this knowledge can be incorporated into
improving the performance of SPIRiT reconstruction by optimizing its remaining parameters
in those same date sets. Additionally, this allows for a fair comparison between these two
techniques while leveraging all the advantages that are unique to a particular algorithm. Fu-
ture work will include evaluation of the performance of this technique in whole-brain MRSI
data sets for brain tumor patients. Further studies will consider increased acceleration factors
and larger acquisition matrices.



CHAPTER 6. PI APPLICATIONS FOR MRSI 183

6.7 References

1. J. Carlson, “An algorithm for NMR imaging reconstruction based on multiple RF re-
ceiver coils,” Journal of Magnetic Resonance (1969), 1987.

2. J. Carlson, “Mri data acquisition and image reconstruction from multiple, non-
interacting receiver coils,” Engineering in Medicine and Biology Society, 1989.

3. J. W. Carlson and T. Minemura, “Imaging time reduction through multiple receiver coil
data acquisition and image reconstruction.,” Magnetic Resonance in Medicine, vol. 29,
pp. 681–687, May 1993.

4. J. R. Kelton, R. L. Magin, and S. M. Wright, “An algorithm for rapid image acqui-
sition using multiple receiver coils,” in Proceedings of the SMRM 8th annual meeting,
Amsterdam, p. 1172, 1989.

5. M. Hutchinson and U. Raff, “Fast MRI data acquisition using multiple detectors.,”
Magnetic Resonance in Medicine, vol. 6, pp. 87–91, Jan. 1988.

6. D. Kwiat, S. Einav, and G. Navon, “A decoupled coil detector array for fast image
acquisition in magnetic resonance imaging,” Medical Physics, 1991.

7. J. B. Ra and C. Y. Rim, “Fast imaging using subencoding data sets from multiple
detectors.,” Magnetic Resonance in Medicine, vol. 30, pp. 142–145, July 1993.

8. D. K. Sodickson and W. J. Manning, “Simultaneous acquisition of spatial harmon-
ics (SMASH): fast imaging with radiofrequency coil arrays.,” Magnetic Resonance in
Medicine, vol. 38, pp. 591–603, Oct. 1997.

9. K. Pruessmann, M. Weiger, and M. Scheidegger, “SENSE: sensitivity encoding for fast
MRI,” Magnetic Resonance in Medicine, 1999.

10. E. N. Yeh, C. A. McKenzie, M. A. Ohliger, and D. K. Sodickson, “3Parallel magnetic res-
onance imaging with adaptive radius ink-space (PARS): Constrained image reconstruc-
tion usingk-space locality in radiofrequency coil encoded data,” Magnetic Resonance in
Medicine, vol. 53, no. 6, pp. 1383–1392, 2005.

11. C. Liu, R. Bammer, and M. E. Moseley, “Parallel imaging reconstruction for arbitrary
trajectories usingk-space sparse matrices (kSPA),” Magnetic Resonance in Medicine,
vol. 58, no. 6, pp. 1171–1181, 2007.

12. D. Sodickson, “AUTO-SMASH: A self-calibrating technique for SMASH imaging,” Mag-
netic Resonance Materials in Physics, 1998.



CHAPTER 6. PI APPLICATIONS FOR MRSI 184

13. M. A. Griswold, P. M. Jakob, M. Nittka, J. W. Goldfarb, and A. Haase, “Partially
parallel imaging with localized sensitivities (PILS).,” Magnetic Resonance in Medicine,
vol. 44, pp. 602–609, Oct. 2000.

14. M. A. Griswold, P. M. Jakob, R. M. Heidemann, M. Nittka, V. Jellus, J. Wang, B. Kiefer,
and A. Haase, “Generalized autocalibrating partially parallel acquisitions (GRAPPA).,”
Magnetic Resonance in Medicine, vol. 47, pp. 1202–1210, June 2002.

15. M. Lustig and J. Pauly, “SPIRiT: Iterative selfconsistent parallel imaging reconstruction
from arbitrary kspace,” Magnetic Resonance in Medicine, 2010.

16. W. E. Kyriakos, L. P. Panych, D. F. Kacher, C. F. Westin, S. M. Bao, R. V. Mulkern, and
F. A. Jolesz, “Sensitivity profiles from an array of coils for encoding and reconstruction
in parallel (SPACE RIP).,” Magnetic Resonance in Medicine, vol. 44, pp. 301–308, Aug.
2000.

17. D. K. Sodickson and C. A. McKenzie, “A generalized approach to parallel magnetic
resonance imaging,” Medical Physics, vol. 28, no. 8, p. 1629, 2001.

18. M. Bydder, D. J. Larkman, and J. V. Hajnal, “Generalized SMASH imaging,” Magnetic
Resonance in Medicine, vol. 47, pp. 160–170, Dec. 2001.

19. K. P. Pruessmann, M. Weiger, P. Bornert, and P. Boesiger, “Advances in sensitivity
encoding with arbitrary k-space trajectories.,” Magnetic Resonance in Medicine, vol. 46,
pp. 638–651, Sept. 2001.

20. J. Goldfarb and M. Shinnar, “Field-of-view restrictions for artifact-free SENSE imaging,”
in Proceedings of the 10th Annual Meeting of the ISMRM. 2002., 2002.

21. O. Dietrich, K. Nikolaou, and B. Wintersperger, “iPAT: applications for fast and cardio-
vascular MR imaging,” ELECTROMEDICA-ERLANGEN, vol. 70, pp. 133–146, 2002.

22. P. B. Roemer, W. A. Edelstein, C. E. Hayes, S. P. Souza, and O. M. Mueller, “The NMR
phased array.,” Magnetic Resonance in Medicine, vol. 16, pp. 192–225, Nov. 1990.

23. M. A. Griswold, S. Kannengiesser, R. M. Heidemann, J. Wang, and P. M. Jakob,
“Field-of-view limitations in parallel imaging,” Magnetic Resonance in Medicine, vol. 52,
pp. 1118–1126, Nov. 2004.

24. M. M. Murphy, M. M. Alley, J. J. Demmel, K. K. Keutzer, S. S. Vasanawala, and
M. M. Lustig, “Fast l-SPIRiT compressed sensing parallel imaging MRI: scalable parallel
implementation and clinically feasible runtime.,” IEEE transactions on medical imaging,
vol. 31, pp. 1250–1262, June 2012.



CHAPTER 6. PI APPLICATIONS FOR MRSI 185

25. J. H. Ardenkjaer-Larsen, B. Fridlund, A. Gram, G. Hansson, L. Hansson, M. H. Lerche,
R. Servin, M. Thaning, and K. Golman, “Increase in signal-to-noise ratio of ¿ 10,000
times in liquid-state NMR.,” Proceedings of the National Academy of Sciences of the
United States of America, vol. 100, pp. 10158–10163, Sept. 2003.

26. J. Wolber, F. Ellner, B. Fridlund, A. Gram, H. Jóhannesson, G. Hansson, L. H. Hansson,
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Chapter 7

Summary

Magnetic resonance spectroscopic imaging (MRSI) is a valuable modality for diagnosis and
evaluation of brain tumors. The three major difficulties that are encountered in using MRSI
in a clinical setting are limited coverage, coarse spatial resolution and long data acquisition
time. The unifying goal of the projects in this dissertation work was to develop new means
of acquiring and reconstructing faster MR spectroscopic data and to automate the post-
processing routines for a clinical setting. This dissertation puts forth four major themes
toward the advancement of this goal (Figure 7.1). These branches are interlaced and will
affect the reconstruction performance.

In implementing and optimizing compressed sensing and parallel imaging reconstruction
techniques for 3D whole-brain MRSI data, to accelerate the acquisition time, increase cover-
age of the brain or resolution while ensuring high quality data without loss of information,
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all aspects of imaging should be considered. Accuracy of reconstruction in k-space strongly
depends on selection of the k-space subset and reconstruction kernel. The optimal k-space
subset depends on coil sensitivities, coil placement, and the object itself. Chapter 3 focused
on simulating coil profiles and geometries in addition to flexible numerical phantoms. The
simulation tools have been used to investigate how different size coils and arrangements would
influence the reconstruction and the sensitivity profile of the combined data. The ability to
optimize the geometry and number of elements for specific regions of interest prior to coil
construction will be critical for future studies. Chapter 4 compared several coil combination
techniques and presented the most robust algorithm for phase sensitive coil combination of
multi-channel, multi-voxel MRSI data for clinical applications in the brain.

The increased encoding capabilities of many-element coil arrays have enabled the use of
alternative k-space undersampling patterns that are not feasible with standard few-element
coil arrays. There are many possible ways to undersample a 3D MRSI experiment, however,
the aliasing patterns of these different schemes will not necessarily be identical and each will
affect the reconstruction in its own way. One of the key design challenges in implementing
compressed sensing for specific MRSI applications is the development of pulse sequences and
acquisition schemes that incorporate “incoherent” sampling, which is achieved by pseudo-
random undersampling. Chapter 5 focused on compressed sensing theory with three different
non-linear reconstruction techniques and presented an initial design of a pulse sequence to
adapt compressed sensing rapid imaging in human clinical studies of MRSI.

Many different parallel imaging reconstructions are possible. As described in Chapter 6,
the various methods all have differences in their theoretical and practical performances, es-
pecially in which kinds of coil sensitivity information is needed and how this information
is acquired. A method should be selected based on the relative advantages or disadvan-
tages for the specific application for which it is used. The research presented in Chapter
6 demonstrated the feasibility of SPIRiT, `1-SPIRiT and traditional-GRAPPA in various
MRSI applications. This work optimized various parameters in each algorithm and finally
it introduced a new approach called AVD-GRAPPA that is typically more robust and com-
putationally manageable in a clinical setting.

In short, throughout this dissertation, I developed techniques and algorithms for acquisition,
reconstruction, and quantitative analysis of high-field multi-channel MRSI with the goal of
improving the speed, sensitivity and specificity of the data obtained for the management
of patients with brain tumor in clinical setting. I designed and implemented an automated
scheme for MRI machines to simplify the MRSI pulse sequence developments to support
the variety of complex reconstruction techniques for the purpose of expediting MRSI acqui-
sition time. I designed, simulated, optimized and implemented MRSI sampling patterns,
and the corresponding linear and non-linear iterative reconstruction techniques in MAT-
LAB to speed up the MRSI acquisition by 4-5 times using novel approaches in compressed
sensing and parallel imaging. I Automated the MRSI post-processing pipeline with new
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reconstruction techniques and quantification. I developed a MATLAB code to theoretically
simulate configurable multi-channel RF receive coils with MRSI numeral phantoms to study
and explore design parameters before prototyping. I investigated and implemented several
MRSI coil combination algorithms in MATLAB and validated their performances with Monte
Carlo simulations of phantoms, healthy volunteers and large population of patients. I built
2-channel quadrature traveling wave MR receiver coil using a circularly polarized micro-strip
resonators and experimented with accelerated acquisition and reconstruction.

In conclusion, MR spectroscopic imaging is an important tool in brain tumor diagnosis,
treatment planning, and monitoring the effects of therapy. This work has contributed in
enabling future research in accelerating MRSI acquisition and reconstruction by detailing the
important obstacles and challenges in using certain parallel imaging and compressed sensing
algorithms, characterizing their influential parameters and identifying their bottlenecks. The
results of this dissertation can be utilized to acquire more accurate and faster spectroscopic
data and improve tumor characterization.




