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Abstract 

The past decade has brought to light many questions and concerns about the validity 

of psychological research. In chapter 1, I argue that the field of social and personality 

psychology must reckon with the wave of doubts about the credibility of our research that 

emerged during the replication crisis and credibility revolution in the 2010s. To do so, we 

must take stock of the state of the field and empirically evaluate whether self-correction has 

occurred before declaring the crisis to have passed. I propose an agenda for metascientific 

research and review approaches to empirically evaluate and track where we are as a field 

(e.g., analyzing the published literature, surveying researchers). I describe one such project, 

SPPSPSSPP, underway in our research group and emphasize the need for empirical 

evidence to evaluate the credibility of research in social and personality psychology. 

Validity is a critical component of research quality, and one that is both paramount 

and complicated for a field to assess. In chapter 2, I introduce a tool (seaboat.io) to aid 

researchers and reviewers in identifying potential threats to the validity of empirical 

research. This tool was developed through an iterative consensus-based process of eliciting 

expert feedback to select potential validity threats that are most common and most serious 

in psychological science. Reviewers can visit seaboat.io to identify validity threats relevant 

to the research they are evaluating and generate a report that can be shared alongside peer 

traditional review reports or used in post-publication peer review.  

In chapter 3, I investigate researchers’ in social and personality psychology 

perceptions of the state of the field and of the published literature. To explore how 

researchers perceive the field to have changed over time, I compare their perceptions of 

articles published in 2010, just before the advent of the replication crisis, vs. articles 

published a decade later. I also examine researchers’ perceptions of their own work, what 

qualities they consider important when evaluating research quality, and explore individual 
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differences among researchers’ perceptions. Overall, these findings indicate that researchers 

perceive the quality of the published literature to have improved in many ways over the last 

decade, where significant strides are thought to have been made, and what weaknesses 

remain.  
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Chapter 1: Reckoning with Our Crisis: An Agenda for the Field of Social and 

Personality Psychology 

When historians of science look back on the 2010s in social and personality 

psychology, the decade will likely stand out as a period of exceptional doubt and self-

scrutiny within the field. During the 2010s, a great deal of the field’s attention was 

consumed by the ‘replication crisis’ and resulting reform movement, sometimes called the 

credibility revolution (a phrase borrowed from Angrist & Pischke, 2010; Vazire, 2018). This 

crisis hit many fields beyond social and personality psychology, but our field was arguably at 

or near the epicenter of the crisis. This led to questions from within and outside the field 

about our field’s credibility as a science. Having just come out of this tumultuous decade, we 

have a responsibility as a field to take stock and ask ourselves what we have learned, and 

what, if anything, we ought to do differently moving forward.  

How a field responds when its credibility comes under serious threat is an important 

marker of its commitment to scientific values. Our credibility as a science depends upon our 

ability to demonstrate, with concrete actions, that we are committed to self-correction. 

What we do now, in the 2020s, will determine how we look to future members of our field, 

to historians of science, and to the general public. Did our crisis in the 2010s drive us to 

thoroughly and systematically examine and subsequently improve our practices? Or did we 

make superficial changes and largely continue with business as usual?  

The crises and concerns brought to the forefront of the field of social and personality 

psychology over the past decade have elicited a range of reactions and responses. At one 

extreme, researchers declared the literature untrustworthy and called for large-scale 

change. At the other extreme, researchers denied there being any cause for concern, arguing 

that the status quo in social and personality psychology was working as it should. Many 

researchers’ reactions fell somewhere in between. Indeed, a common narrative is that while 
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our field may have had serious problems prior to the crisis, those problems have been 

addressed by the reforms made in response to the crisis (e.g., Kahneman, 2022). According 

to this view, if social and personality psychology’s credibility was ever shaky, it has now 

been largely shored up through incremental changes that are part of the normal progress of 

science and sufficient to keep a field on track.  

We argue that there are serious risks in prematurely declaring the crisis a thing of the 

past without first collecting evidence. Specifically, we risk further undermining our 

credibility if it were to become apparent that we had not taken the necessary steps to self-

correct. Here, we argue that we have relatively little evidence about what has changed, and 

we cannot know how much progress has been made—and where we are as a field—without 

careful empirical examination of our practices and published research. 

We must reckon with what the 2010s brought to light. This means carefully studying 

and reforming our practices where they fall short of our standards, and attempting to 

identify the structural features of our field that contributed to the crisis in the first place. 

The coming decade is a critical period for our field. We will be judged on what we do now, 

what we learn from the past decade, and what actions we take to change the course of the 

field towards becoming a more credible science. A full reckoning with our turbulent decade 

of crisis requires us to undertake systematic analyses of our past and our present. What 

problems were (or were not) addressed and how? Have new problems emerged as a result of 

these changes? Where do we still need to improve?  

To begin to examine these questions, we propose an agenda for the field’s reckoning 

and imagine what commitment to self-correction might look like for the field of social and 

personality psychology. We give examples of how metascience can help to track and 

evaluate where we are as a field by highlighting previous and ongoing metascientific 

projects, and argue that large-scale metascientific efforts to combine and synthesize across 
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multiple approaches, measures, timepoints, and sources of data are needed to better 

evaluate and understand the state of our science. Empirical evidence about the state of our 

field is necessary if we are to take self-correction seriously, and if we hope to avert future 

crises. 

An Agenda for a Reckoning 

What would it mean to reckon with our field’s problems? We propose that a 

promising approach is to use metascience to track improvements in the quality of research 

produced by the field. The issue of defining quality in scientific research is a complex one 

(Shadish, 1989). Luckily, as scientists who study abstract and complex constructs, we are 

well-positioned to tackle this challenge with the tools and approaches provided by 

metascience. There is no single perfect way to measure the state of a field. The best 

approach is to combine a range of methods and measures that vary on a number of 

dimensions from narrow to broad, objective to subjective, among others, while being careful 

to interpret each in light of its strengths and limitations.  

While metascience has been around for decades, there has recently been a rapid 

growth in tools and methods specifically aimed at examining the state of scientific 

disciplines. Below, we review some of the most relevant tools and approaches that can be 

used to examine the state of social and personality psychology (for a review of the broader 

need and value of metascience within the sciences, see Fidler & Wilcox, 2021; Hardwicke et 

al., 2020; Ioannidis et al., 2015). These approaches use familiar methods: observations over 

time, surveys of researchers, and experiments and quasi-experiments. By turning these 

methods on ourselves, we can empirically examine whether our field has improved, how 

effective our reform efforts have been, what unintended side effects there may be to these 

reforms, and what work remains to be done.  
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Observations of the Published Literature  

Perhaps the most direct way to track whether the field of social and personality 

psychology is improving is to investigate changes in the published literature. Many 

researchers believe that the best way to determine quality is to personally inspect the 

content of articles. However, due to constraints on their time and resources, researchers 

often rely on less relevant but easier-to-obtain indicators of quality (e.g., journal or author 

reputation, impressions based on article abstracts) as stand-ins for in-depth personal 

inspection (Harney et al., 2021; Tenopir, 2014). Likewise, metascientists may not be able to 

collect experts’ holistic evaluations of quality for every article in their sample. Moreover, 

metascientists may be interested in tracking not only quality, but other features of the 

published literature that can be coded more efficiently and objectively. One of the 

advantages of this approach is that historical data can be collected by coding existing 

articles, allowing us to assess change over time, and how actual practices compare to “best 

practices'' and standards within the field. The published literature provides a window into 

the current norms and standards with regards to sampling, research design, statistical 

analysis, transparency, reproducibility, replicability, interpretations, and citations, among 

other practices. 

Sampling  

Examining who—and how many people are participating in psychological research is 

one way that metascience can help us track progress. For example, after years of repeated 

calls for greater attention to statistical power and increases in sample size, metascience 

studies documenting trends in reported sample size (e.g., Fraley & Vazire, 2014; Motyl et al., 

2017; Sassenberg & Ditrich, 2019; Singleton Thorn, 2020) can reveal how the field has (or 

has not) responded to these calls. Similarly, examining how often, and how well, authors 

justify their sample sizes, can provide a glimpse into norms and standards in the field. 
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Documenting the diversity of samples (Thalmayer et al., 2021), such as the country 

from which participants were reportedly recruited, allows us to assess how well research in 

psychology represents the human population. For example, have concerns about the 

WEIRDness of samples in psychological science (Henrich et al., 2010) led researchers to 

attend more closely to the type of participants they recruit? Metascientific approaches can 

also be used to better understand what researchers tend to disclose and report about the 

people they study. For example, when and how often are the countries from which samples 

were recruited reported in the title or abstract of research articles (Kahalon et al., 2021)? 

Such work can also reveal trends and changes in how participants are being recruited, 

including shifts towards the recruitment of online samples (Sassenberg & Ditrich, 2019; 

Zhou & Fishbach, 2016). By better understanding which groups are—and importantly are 

not—being included in our research, we can determine how well we are doing as a field at 

generating knowledge that reflects the populations we claim to study.  

Design 

 Beyond decisions about how to sample participants, researchers must make 

decisions about what research designs to use and how to operationalize the constructs of 

interest to them. Design decisions often involve trade-offs, and those trade-offs evolve with 

developments in technology. For example, the opportunity to collect data online may push 

researchers to decide between collecting larger samples with methods more easily 

administered online (e.g., self-reports) or collecting smaller in-person samples with more 

intensive methods that may be better suited to their research question (e.g., behavioral 

observation). Decisions about study design, which (and how many) measures and 

manipulations to use, and what—if any—quality checks to include can impact the results 

and the validity of inferences drawn. Tracking the particular designs and methods that 

researchers choose, and how those do or do not align with their research aims and 
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constructs of interest, can tell us how researchers are navigating these trade-offs. In 

addition to examining the suitability of the designs and methods authors select to test their 

research questions, we can also examine the quality of authors’ specific methodological 

choices, such as the validity of the measures used (Flake et al., 2017). 

Statistical Results  

The statistical results in published papers can also provide valuable information 

about trends in a field. In social and personality psychology, Null Hypothesis Significance 

Testing is very prevalent, and the results of significance tests provide clues about the state of 

the field. For example, comparing the distribution of p-values reported in published 

research to what is expected under different data-generating models (e.g., high-powered 

research with no questionable research practices) can point to potential problems in the 

field. Many studies have now used these types of techniques, raising questions and sparking 

debate about whether or not there are more p-values just below .05 than we should expect, 

and what this might mean for the prevalence of questionable research practices (see 

Hartgerink et al., 2016; Krawczyk, 2015; Lakens, 2015; Masicampo & Lalande, 2012). One 

such tool is p-curve (Simonsohn et al., 2014), which can also be used to evaluate the 

evidential value of a set of statistical results after correcting for selective reporting. The 

strength of these techniques comes in part from the ability to assess and detect suspicious 

patterns within a group of findings that are otherwise not detectable when looking at 

individual studies or articles. However, because these techniques get their value from 

comparing observed distributions of p-values to expected distributions, the process of how 

the observed p-values are collected, and what assumptions underlie the expected 

distributions, are crucial and should be carefully specified and documented. 

In-depth analysis of statistical reporting can also reveal strengths and weaknesses in 

the inferential practices that are commonly used in the field, including evaluating the 
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quality and accuracy of statistical inferences. For example, researchers have studied the 

published literature to estimate the prevalence of unsupported inferences drawn from 

mediation models (Fiedler et al., 2018) and inappropriate inferences from nonsignificant 

results (Aczel et al., 2018). Finally, evaluating the proportion of null-to-positive results can 

help reveal a potentially troublingly rate of statistically significant results in the published 

literature in psychology—or, at the least, spur conversation about what the optimal 

proportion should be (Fanelli, 2010; Scheel et al., 2021; Sterling, 1959; Sterling et al., 1995).  

Statistical Errors  

Another way to assess the state of a field is to look at the prevalence of statistical 

errors. Here, again, the homogeneity of statistical practices in social and personality 

psychology (i.e., reliance on NHST) presents an opportunity. Tools have been developed to 

detect the prevalence of basic statistical reporting errors such as statcheck (Epskamp & 

Nuijten, 2016) to test the coherence of NHST results (i.e., whether the degrees of freedom, 

test statistics, and reported p-values are statistically consistent with each other). Statcheck 

has been used to estimate and track the prevalence of statistical reporting errors in 

psychology articles published from 1985 to 2013 (Nuijten et al., 2016). Other tools have even 

broader applicability, such as the GRIM test (Brown & Heathers, 2017), which checks for 

inconsistencies between reported means (of integer data) and their corresponding number 

of items and sample sizes, and SPRITE (Heathers et al., 2018), which uses summary 

statistics to create plausible distributions of data that could produce the summary statistics 

that were reported. At a minimum, we should expect these types of errors to become less 

prevalent once tools are developed and available to identify them more easily, as authors 

and journals can use these tools to verify the accuracy of manuscripts before publication. As 

new tools become available, we can retrospectively assess a broader and broader range of 

errors. As with all tools, these can be misused or misinterpreted, and researchers should be 
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careful to appropriately use and apply them, particularly when strong claims or assumptions 

are made about the cause of these errors.  

Transparency 

 There is likely little controversy about the direction of change in social and 

personality psychology with respect to transparency-related practices, in particular the open 

sharing of data, materials, and study preregistrations. Nevertheless, even when progress is 

apparent, it is important to document and quantify such change (e.g., Hardwicke, Thibault, 

et al., 2021; Vanpaemel et al., 2015) as empirical data can provide benchmarks for 

evaluating future progress or comparing the pace of progress in various subsets of the field 

(e.g., different research areas, journals, methods). In addition, progress likely varies across 

transparency-related practices. Understanding which practices are slow to change can 

inform decisions about where to focus our efforts, and can shed light on potential 

mechanisms that enable and impede change in the field. Finally, transparency is more than 

just sharing data, materials, and preregistration plans. We should prioritize collecting 

information on how our field is doing on aspects of transparency that are fundamental to 

scientific integrity, such as transparency about potential conflicts of interest, declaring 

author/contributor roles, making the peer review process more transparent, and open 

access to the research articles themselves, among others.   

Reproducibility  

The analytic and computational reproducibility of published results (i.e., whether 

reanalyzing the same data produces the same results) provides another way to assess the 

research practices and norms in our field. In order to track reproducibility, original data 

must be available to reanalyze, which makes this difficult, or even impossible, to 

systematically assess for many articles. Nevertheless, tests of analytic reproducibility have 

been attempted, for example, to estimate the reproducibility rates of findings published in 
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journals that had introduced policies and incentives aimed at increasing the sharing of 

original data and code (Hardwicke, et al., 2018; 2021). Computational reproducibility has 

also been examined in articles published as Registered Reports to test how many findings 

can be reproduced using publicly shared data and analysis scripts (Obels et al., 2020). 

Reproducibility checks require making sense of original data and analyses, and as such 

require attempting to clarify steps that are often left unreported in published articles. As a 

result, reproducibility checks often inadvertently bring to light deeper problems, such as 

misreported results or undisclosed flexibility (e.g., Chalkia et al., 2020). 

Replicability  

Of course, tracking the replicability of published findings (i.e., whether repeating a 

study by collecting new data produces similar results) is another way to systematically 

assess the state of the field. Indeed, psychology’s crisis of the 2010s came to be known as the 

“replication crisis” in large part because many of the triggering events had to do with failed 

replications, most notably the “Reproducibility [sic] Project: Psychology” published in 2015 

(Open Science Collaboration, 2015). Replication efforts have been used to test findings 

sampled from articles published in prominent journals (see Camerer et al., 2018; Open 

Science Collaboration, 2015) and to focus more narrowly on testing the replicability of 

specific effects or areas of research (e.g., Flore et al., 2018; O’Donnell et al., 2021). Large 

scale collaborations have been used to coordinate multi-site replications, such as through 

the Many Labs projects (Ebersole et al., 2016, 2020; Klein et al., 2014, 2014, 2019), the 

Psychological Science Accelerator (Jones et al., 2021), and Registered Replication Reports 

(Simons et al., 2014). These projects provide information about the replicability of 

individual studies, as well as informing debates about the overall rate of replicability in the 

field.  
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As with the process of testing the reproducibility of published findings, testing the 

replicability of past studies can reveal previously unexamined or unappreciated problems 

with the research process that may be affecting the credibility of psychological research. By 

bringing to light details of the original study’s procedures and design, for example, 

replication efforts can help identify the often hidden day-to-day workings of research labs 

(e.g., how decisions about data exclusions are made, how protocols are documented) that 

shape our literature.  

Interpretation 

Another window into a field’s norms is how researchers make sense of their findings 

and what claims and conclusions are permitted. Analyzing the interpretations that 

researchers draw can provide insight into what kind of evidence a field tends to require 

before making strong claims. A field’s standards about, for example, how much hype is 

tolerated (or encouraged), when it is considered reasonable to make claims about policy 

implications, and how much evidence and what quality evidence is required before findings 

are popularized, speak to the field’s commitment to accuracy and calibration. The words and 

phrases that authors use in their articles, such as the use of hedging and boosting words, 

may also provide some information on the degree of caution or hype researchers use when 

presenting their findings (Riddle, 2017).  

Other indicators of calibration might include: the extent to which important caveats 

and limitations are stated in article abstracts, the standard of evidence (e.g., sample size and 

representativeness, validity of measures, robustness of results, etc.) that characterizes 

articles that present policy recommendations, and the degree to which authors own vs. 

excuse the limitations of their work (Hoekstra & Vazire, 2021; Whitcomb et al., 2017). 

Authors’ interpretations and claims, and how well they match the quality of the evidence 

presented, are among the most challenging aspects of research practice to code. Thus, 
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perhaps unsurprisingly, we have seen few examples of metascience attempting to tackle 

these domains, suggesting that developing and validating tools to study these practices 

should be a priority. 

Citation Practices  

Citation practices can also shed light on the state of a field. First, we can examine 

whether a field engages in problematic citation practices, such as continuing to cite articles 

after they have been retracted (Teixeira da Silva & Bornemann-Cimenti, 2017), or citing 

articles whose findings have been conclusively overturned without acknowledging the new 

evidence (Hardwicke, Szűcs, et al., 2021; Schafmeister, 2021). Trends in these practices can 

alert us to potential impediments to self-correction—if a community fails to update its 

citation practices when the evidence changes, this suggests that publishing new and better 

evidence is not enough for the field to course-correct. Another potential sign of dysfunction 

in a field is excessive self-citations, especially when citations are highly rewarded (e.g., if 

self-citation is strongly associated with greater status or recognition in the field; Fowler & 

Aksnes, 2007). 

Citation trends can also provide a measure of a field’s status in the broader scientific 

community, including its popularity and influence. Some scholars have raised concerns that 

the reforms in response to social and personality psychology’s crisis will make us unpopular 

and irrelevant (Baumeister, 2016). While citation impact should not be the measure of a 

field’s value, it offers one way of measuring its scientific impact. Similarly, measures of 

impact outside of science (e.g., Altmetrics) can provide data on how much attention and 

engagement a field receives from society more broadly. Thus, tracking trends in citations 

and engagement with social and personality psychology articles can help address concerns 

about the potential side effects of reforms. It is also worth considering how these measures 

of scientific impact may be affected by improvements in the research practices of the field. 
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For example, if authors’ claims become more calibrated with the quality of their evidence, 

some research may see decreases on these metrics. This may not be a bad sign, and rather 

could be a sign of a healthier and more intellectually humble science. 

Finally, because citations and impact play such an outsized role in how researchers 

are evaluated, tracking trends in what is being cited can help us identify whether our 

incentive systems are changing, and whether we are rewarding the kinds of research we 

wish to reward. By examining trends in the topics, methods, and author characteristics that 

predict citation impact, we can gain insight into whether incentives are becoming better 

aligned with scientific values (e.g., if making extravagant, unwarranted claims is becoming a 

weaker predictor of impact over time), detect signs of bias (e.g., if authors’ demographic 

characteristics continue to predict citation impact; e.g., Ghiasi et al., 2018), and track which 

practices are gaining in popularity (e.g., by examining which methods papers are being 

cited, and how; Simmons et al., 2018). 

Beyond the Published Literature 

Surveying Researchers 

Another way to better understand the state of social and personality psychology is to 

survey the researchers working in the field to measure their attitudes, values, and opinions. 

For example, surveys have examined researchers’ attitudes and beliefs about the field more 

broadly, and their perceptions of, and reactions to, the specific issues raised and reforms 

proposed over the last decade (for examples, see Agnoli et al., 2021; Christensen et al., 2019; 

Motyl et al., 2017; Toribio-Flórez et al., 2021; Washburn et al., 2018). Others have 

conducted in-depth interviews and ethnographies of researchers in psychology (Peterson, 

2016; Peterson & Panofsky, 2020). These methods can provide valuable insight into 

researchers’ overall impressions of their field and the developments (or crises) occurring 

within them.  
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In addition to providing a glimpse into researchers’ perceptions of the field and how 

it is changing, survey-based approaches have been used to better understand and estimate 

the prevalence of specific research practices and behaviors among researchers. Perhaps 

most notable are surveys collecting estimates of the prevalence of questionable research 

practices (Agnoli et al., 2017; Fiedler & Schwarz, 2016; John et al., 2012) or transparency-

related practices (Christensen et al., 2019). While most of these surveys rely on self-reports, 

others use indirect techniques to minimize self-report biases (e.g., Bayesian truth serum; 

John et al., 2012). Studies such as these can be used to estimate what researchers are doing, 

or at least what they say they are doing (which can be interesting in its own right), and how 

that varies across (sub)disciplines or over time. Surveys can also be well-suited to practices 

and experiences that are often hidden from the public record. For example, a well-designed 

survey could address the prevalence of experiences of racism or other forms of bias and 

discrimination, or ask researchers about their knowledge of, beliefs about, or even 

involvement in research fraud. Both of these problems are likely much larger than many 

researchers would like to think, and can be difficult to detect without asking people about 

their private experiences and beliefs.  

Surveys have also been used to investigate—and to test—researchers’ knowledge, 

abilities, and decision-making processes. Such surveys have assessed researchers’ 

(mis)understanding of statistics, including intuitions about statistical power (Bakker et al., 

2016) and the prevalence of the misinterpretation of confidence intervals (Hoekstra et al., 

2014). Other surveys study the research process, assessing the types of decisions that 

researchers make. For example, after giving researchers the same dataset and research 

questions to investigate, the Many Analysts project was able to document the diversity of 

different operational and analytic choices that researchers made in response to the same 

information and goal (Silberzahn et al., 2018). These techniques, repeated over time, can 
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provide valuable insights into whether researchers’ skills and decision-making processes are 

improving. 

Assessing Interventions 

Other approaches have sought to evaluate how changes in journal policies and 

publishing models impact researchers’ behaviors and the characteristics of the research 

being published. Ideally, this would be done with experiments, but these are often 

impossible or impractical to conduct. However, careful reasoning from observational 

studies can also shed light on how effective such interventions may be at bringing about the 

desired change. For example, researchers have considered the potential effects of 

transparency-related journal policies by tracking the number of articles published in 

Psychological Science that had (or claimed to have) open data and open materials before 

and after the journal introduced “badges” that could be earned for open practices (Kidwell 

et al., 2016; c.f. Bastian, 2017; Rowhani-Farid & Barnett, 2020). Another study compared 

the availability and computational reproducibility of data published in Cognition before and 

after the adoption of an open data policy (Hardwicke et al., 2018).  

The introduction of Registered Reports is an area ripe for considering how 

publishing models shape the quality and characteristics of the literature published in a field. 

In Registered Reports, authors typically submit a Stage 1 manuscript before data collection, 

outlining their research question and study design and analysis plan. The journal reviews 

this manuscript and can give the authors receive an “in principle acceptance” that commits 

the journal to publishing the article regardless of the results and commits authors to 

following the plan in the Stage 1 manuscript. This model should, in principle, reduce the 

opportunity for study results to be influenced by bias on the part of authors or 

reviewers/editors.  
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Several studies have sought to empirically compare research published under the 

Registered Reports model versus the traditional model. For example, Scheel et al. (2021) 

compared the prevalence of positive results in articles published as Registered Reports and 

articles published under the more traditional model of peer review. Another study 

investigated researchers’ evaluations of papers when blinded to whether they were or were 

not published as Registered Reports (Soderberg et al., 2021), assessing not just perceptions 

of rigor, but also creativity and novelty. As the number of articles published under this 

model increases, even more work will be possible to assess how alternative publishing 

models are being used and how they are shaping the state of the published literature.  

Integrating Approaches  

Together, these metascientific approaches offer a window into what was happening 

in the past, what is happening now, and what might help to address our problems in the 

field of social and personality psychology. Each of the approaches can provide valuable 

evidence that, when considered carefully, can help constrain the range of possible models of 

our field and shape the next steps for the field: decisions about research training and best 

practices, policies for journals and funders, allocation of resources and critics’ attention, etc. 

Of course, all of these decisions will depend on value judgments and priorities—they cannot 

be made on the basis of metascientific evidence alone. But evidence will help, and without 

rigorous metascientific evidence, we will be in a much worse position to make these 

decisions. 

Most of the existing metascientific studies applying one of the approaches described 

above examine a relatively small sample of published articles and only one or two variables 

(e.g., an inspection of sample sizes in 824 articles). This relatively narrow focus is 

understandable given the effort involved with coding each article for each variable of 

interest. Moreover, many of these early metascientific papers have served the dual purpose 
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of introducing a method for metascientific analysis, and applying it to a narrowly-defined 

problem. However, by looking at many different aspects of the published literature in 

isolation, we may be missing important relationships among these variables, or trends in 

how these variables are related to each other. Now that these methods and tools have begun 

to be developed, the time is ripe to adopt them on a larger scale. As such, we hope to see 

more research that combines these approaches to compare and triangulate information 

collected across different measures and lead to new insights about the state of the field. 

A thorough reckoning with our situation requires not only looking in individual 

nooks and crannies, as metascientific studies using a single approach do, but mapping out 

the full landscape and taking stock of the larger picture. Combining a broad range of 

measures will allow us to obtain a more complete picture of the state of social and 

personality psychology, and ask questions that cannot be addressed with any single 

approach. For example, if researchers have shifted their practices to meet rising 

expectations for sample size, they may have compensated by saving resources elsewhere, 

such as avoiding behavioral or physiological methods even when they would maximize 

construct validity, or conducting a study online even when that provides less experimental 

control than in-person settings. To detect such dynamics, trends in all of these variables 

need to be measured together, and ideally these should be complemented with surveys or 

interviews asking researchers about their decision-making process when designing their 

studies.  

Understanding how trends in research practices covary can also provide fodder for 

debates about potential side effects and unintended consequences of reform, though of 

course conclusive causal evidence would be rare. Empirical evidence could help constrain 

the range of plausible explanations, however, and would provide concrete information for 

cost-benefit analyses. Formal models and simulation-based approaches can also provide 
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valuable insight to guide future investigations in these areas. Ultimately, we may not be able 

to conclusively answer whether, for example, the push for greater rigor is leading social and 

personality psychologists to produce boring, unimportant research that receives little 

attention (Baumeister, 2016), but such debates can be made more tractable with a 

combination of the approaches described above. 

In our research group, we are currently undertaking such a “kitchen-sink” approach 

to empirically assess the state of the field—a project we call Surveying the Past and Present 

State of Published Studies in Social and Personality Psychology (SPPSPSSPP; in case it is 

not obvious, the acronym is poking fun at our field’s obsession with acronyms consisting of 

S’s and P’s.) Our project assesses the state of the published literature in social and 

personality using a broad range of methods, including many of the methods described here. 

Our corpus includes over 8,000 social and personality psychology articles published 

between 2010 and 2020 across seven journals: Collabra: Psychology, Journal of 

Experimental Social Psychology, Journal of Personality and Social Psychology, 

Personality and Social Psychology Bulletin, PLOS One, Psychological Science, and Social 

Psychological and Personality Science. This project has been the main focus of our research 

team, including a dozen or so collaborators and over 50 research assistants, for the last two 

years. This project is still underway, but our efforts have already provided many valuable 

lessons, for example, about what is easy and hard to measure, and where there are gaps in 

the existing tools and methods. Our experiences with this project have informed the agenda 

we have presented here.  

The design of the SPPSPSSPP project aims to assess the literature on a broad range 

of qualities and features beyond replicability (Vazire et al., in press) including the “four 

validities” (Shadish et al., 2002) To do this, we make use of many of the approaches 

described above. The observational coding of the literature includes attempts to code 
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aspects of the articles’ samples (e.g., sample size, sample size justification, population 

sampled), design and methods (e.g., experimental vs. observational, between- vs. within-

persons design, type of method used), statistical analyses and results (e.g., p-curve, null 

results as primary finding), statistical errors, transparency-related practices (e.g., claims of 

open data, materials, and preregistration, declarations of conflicts of interest), 

interpretation (e.g., limitations reported, hedging and boosting language), and more. Of 

course, we could not code every variable for all articles in our sample. We were able to code 

every article for variables that are relatively easy to code (e.g., sample size, type of 

participants recruited), but are coding only a subset of articles for variables that required 

more intensive scrutiny to code (e.g., p-curve, limitations reported). In some cases, we gave 

up on variables that proved too difficult to code well (e.g., causal claims in abstracts). Where 

possible, we are attempting to develop and validate semi-automated tools to code some 

variables (e.g., link to open data, open materials, or preregistration), and to link our dataset 

to existing metadata about the same articles (e.g., citation impact and Altmetric data). We 

also selected a subsample of articles and recruited experts to read the full article and rate 

the quality of the research on various dimensions (e.g., the four validities, novelty, 

interestingness). Finally, we surveyed authors of published articles to capture their views 

and attitudes about norms and practices in the field, and how these have changed from 2010 

to 2020. 

Despite all of our resources and efforts, the SPPSPSSPP project will be flawed. Our 

measures will be imperfect, our sample of articles and researchers will be unrepresentative, 

our ability to draw conclusions about causal mechanisms will be limited, and we will have 

missed important variables that should be considered. Moreover, we are just one team of 

researchers, with significant conflicts of interest and very particular positions with respect 

to our subject matter. We are not dispassionate observers. Unfortunately, we are pessimistic 
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that dispassionate metascientists would invest so much effort in evaluating the state of one 

subdiscipline.  

Fortunately, several other research groups in social and personality psychology are 

also tackling this challenge. Several recent projects looked specifically at the state of the 

published literature in social and personality psychology, and how it is changing over time, 

including Motyl and colleagues (2017) and Sassenberg and Ditrich (2019). These projects 

follow in the footsteps of similar projects in the history of social and personality psychology 

(e.g., Fisch & Daniel, 1982; Fried et al., 1973; Higbee & Wells, 1972; Quiñones-Vidal et al., 

2004; Reis & Stiller, 1992; Sherman et al., 1999; West et al., 1992). These projects vary in 

quality and in scope, and, when assessing the value of these projects as well as ours, it is 

worth noting that bad metascience is worse than no metascience. In light of the serious 

concerns about our field’s credibility, and the relative dearth of empirical evidence 

regarding the recent state and trajectory of our field, we hope that other researchers, with 

diverse opinions, values, and expectations, will contribute to these efforts to rigorously 

evaluate our field. 

Conclusion 

We have argued that if we want to know if the field of social and personality 

psychology is producing credible claims, and identify where we still need to improve, a good 

place to start is to study the state of the published literature. The published literature 

constitutes the majority of the outputs of our field, and also reflects the downstream 

outcomes of researchers’ practices and of structural processes and incentives. Thus, 

evidence regarding the state of the published literature would provide valuable information 

regarding whether we are reckoning with our crisis. Surveys of researchers and tests of 

interventions would also help to provide a more complete picture of the field, and 

potentially identify hidden practices and norms. 
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Another important part of reckoning with our crisis, however, should be improving 

structural systems in our field, such as journals, peer review, university and department 

governance, hiring and promotion, training, awards, and professional societies. Many of 

these systems are inefficient, prone to error and bias, leave themselves open to corruption 

and exploitation, have few mechanisms for accountability or even transparency, and are 

designed to reinforce the status quo (e.g., by giving an outsized voice to a small group of 

successful researchers; for examples, see Bakker et al, 2021; Bol et al., 2018; Edwards & 

Roy, 2016; Gross & Bergstrom, 2019; Larivière, & Sugimoto, 2019; Smaldino & McElreath, 

2016). Until we change these systems, changes to individual research practices and outputs 

are unlikely to be enough. Moreover, these structures are meant to provide safeguards 

against crises of credibility (e.g., by ensuring equity, fairness, and quality control). Until we 

fix the structural problems, we leave ourselves vulnerable to future crises.  

One example of the field’s dysfunction at a structural level is the lack of incentives, 

and even disincentives, for doing metascientific research. Although systematic data on this 

issue is lacking (which itself could be considered evidence of this problem), we contend that 

the field of social and personality psychology does not sufficiently value metascientific 

research on the field. This includes research on replication, error detection, and empirical 

audits of the literature. This is likely not specific to social and personality psychology—it is 

probably rare for an academic field to reward its own critics with jobs, grants, and awards. 

However, we would argue that recognizing and incentivizing those who rigorously assess the 

state of the field and point out problems would be one the best ways to demonstrate a 

commitment to self-correction. In many contexts, a group that is committed to quality 

control and accuracy might hire experts to “red team” their ideas and outputs to help find 

problems and weaknesses so that they can be addressed (Red Team Market, 2020). 
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Academic departments, funding agencies, and professional societies should similarly invest 

a proportion of their resources in metascientific research.  

Metascientific studies can help identify the ways in which the field of social and 

personality psychology is doing well, ways in which it is improving, and ways in which it is 

falling short. Identifying these issues, and tracking progress, provides valuable information 

about the state of the field. By investing in empirical investigations into the state of our 

field, we can demonstrate our commitment to self-correction, and our willingness to hold 

ourselves accountable for fixing the problems that the last decade’s crisis exposed. 

Moreover, the empirical findings from these metascientific investigations will help guide our 

approach to policies and interventions that address the structural problems in our scientific 

ecosystem that created the crisis in the first place. What we do now will determine how we 

look in the history books, and in the public’s eye. The next decade is an opportunity for the 

field of social and personality psychology to demonstrate its commitment to self-correction.  
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Chapter 2: A Consensus-Based Tool for Evaluating Threats to Validity 

When a researcher agrees to review a manuscript for a scientific journal, what should 

they focus on? Many journals give reviewers little guidance regarding what dimensions to 

consider when reviewing a manuscript (Hirst & Altman, 2012). Most researchers likely have 

an intuitive sense of what makes for a valuable contribution, but when we break down the 

many different aspects of research evaluation, it becomes clear that evaluating scientific 

papers is a very complex task. Moreover, reviewers are often overburdened and underpaid. 

Thus, providing support during the review process could potentially improve the quality of 

peer reviews. Tools like checklists are one such source of support, directing reviewers’ 

attention to important aspects of research evaluation. 

Although the use of checklists has been criticized, even experts with extensive 

training and experience routinely benefit from the support provided by checklists—

including, for example, pilots, astronauts, and surgeons. A number of checklists have been 

developed for scientific peer review, particularly in the health and biomedical sciences. 

Although there is relatively little empirical research on the peer review process in science 

(Tennant & Ross-Hellauer, 2020), the use of checklists has shown some promise. For 

example, an exploratory study conducted with the British Medical Journal found adding a 

checklist to evaluate methodological and statistical features increased the quality of the 

studies published (Gardner & Bond, 1990). Editorial use of CONSORT and STROBE 

checklists has also been found to lead to small improvements in the quality of manuscripts 

(Cobo et al., 2011). However, other studies testing the impact of guidelines and checklists 

have found no significant effects on quality assessments (Cobo et al., 2007; Jefferson et al., 

1998). More recently, methodological reporting in Nature papers was found to have 

improved following the introduction of a checklist into the article submission process (The 

NPQIP Collaborative Group, 2019; Han et al., 2017).  



 

23 
 

Checklists and guidelines have yet (Hirst & Altman, 2012) to be widely implemented 

in peer review. For example, in a survey of 116 health research journals, only 19 journals 

pointed reviewers to reporting guidelines such as CONSORT (Hirst & Altman, 2012). 

However, many resources have been developed, such as the transparency checklist (Aczel et 

al., 2020), APA’s Journal Article Reporting Standards (Appelbaum et al., 20180118), and 

the EQUATOR Network’s online toolkit (The EQUATOR Network, 2018) to help reviewers 

locate the reporting guidelines appropriate for the research they are reviewing. Most 

checklists and reporting guidelines focus on transparency or completeness of reporting 

(Davis et al., 2018; Valentine & Cooper, 2008). This is understandable as transparency is a 

prerequisite for evaluating quality (indeed, the EQUATOR website tells reviewers that their 

reporting guidelines “will help you decide whether a research manuscript contains enough 

detail to judge its quality.”) However, fewer tools narrow in on helping reviewers evaluate 

the quality of the inferences and claims made in empirical articles.  

Identifying Potential Threats to Validity 

One fundamental dimension of research quality is the validity of the research 

methods, design, and analyses for the inferences drawn. Does the study provide an adequate 

test of the research question? Are the data analyzed appropriately? Do the conclusions 

match the evidence? The issue of validity is arguably at the heart of research quality and 

should be one of the central foci of research evaluation during peer review. Ensuring that 

researchers draw valid inferences from their studies is one of—if not the—most important 

functions of peer review. Journals may also expect reviewers to discern other qualities, such 

as transparency, novelty, fit to the journal’s scope, potential impact, or applied value, but a 

journal that directs reviewers not to weigh any given dimension on this list could still be 

considered to be conducting peer review. A journal that directs reviewers not to weigh the 
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validity of the inferences drawn by the authors is arguably no longer engaged in scientific 

peer review. 

Perhaps one of the reasons that there are few tools available to help researchers 

evaluate the validity of scientific papers is that judgments of validity (or threats to validity) 

are remarkably complex. Validity is often far less straightforward to evaluate than 

dimensions such as transparency or reporting completeness. Moreover, judgments of 

validity depend a great deal on subtle contextual factors (e.g., a measure or 

operationalization that is valid in one context may not be valid in another). These factors 

make developing a checklist for validity threats extremely challenging. However, it is 

because evaluating validity threats is so arduous and important that we believe reviewers 

would benefit from tools to help them navigate this complicated terrain.  

To aid reviewers in evaluating threats to the validity of empirical research, we 

developed Seaboat, an online tool (available at seaboat.io) using the “four validities” 

framework (Shadish et al., 2002) popular in the social sciences. The four validities are: 1) 

construct validity, the validity of inferences about constructs that are measured or 

manipulated (i.e., validity of operationalizations), 2) internal validity, the validity of causal 

inferences, 3) external validity, the validity of generalizations made (e.g., to other people, 

settings, times, measures, stimuli), and 4) statistical conclusion validity, the validity of 

statistical inferences (for more detailed definitions, see Figure 1). Although we acknowledge 

this is one among many plausible models of validity, and the four categories sometimes 

overlap, we believe it provides a useful framework and one that is likely to resonate with 

reviewers in the social sciences (even if they are unfamiliar with the explicit framework or 

labels). We designed this tool to be used in evaluations of quantitative empirical papers in 
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Figure 1 

The Four Validities 
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psychology, however researchers and reviewers in nearby disciplines may find it useful or 

easy to adapt1. 

To select the validity threats to include in this tool, we used a ‘reactive-Delphi’ expert 

consensus process in which over 50 experts provided feedback across multiple rounds of 

item generation and refinement. Additional details about the method and results are 

available at osf.io/6rfu9 and in the supplemental materials. Our preregistered protocol 

guided our decisions about which threats to retain, revise, or remove. Our aim was to select 

a manageable number of threats in each of the four validity categories, prioritizing threats 

that are most common and most serious in psychological research. The final list includes 32 

potential threats to validity (5 to construct validity, 8 to internal validity, 6 to external 

validity, and 13 to statistical conclusion validity).  

To use this tool, users may visit seaboat.io where they can begin a report to evaluate 

threats to validity and access resources to learn more about validity threats and the four 

validities framework. Users can navigate back and forth across the four validities to identify 

potential threats, specify additional threats to validity that are not listed, and elaborate in 

comments as needed (see Figure 2). After identifying specific threats, users are invited to 

rate the paper on each of the four validities on a Likert-type response scale. Here, users are 

reminded that their global rating on each validity need not correspond to the number of 

specific threats identified—any level on the global rating can in principle be consistent with 

any number or combination of specific threats. Finally, users are given the option to 

download a report of their response in a variety of formats (e.g., PDF, html, Word doc). This 

report can then be included in a narrative review for a journal, shared privately, or posted as 

a comment on a publicly available paper.  

  
 

1 Code is available at github.com/schiavone1/seaboat.  
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Figure 2 

Seaboat.io User Interface   

 

Note. Example of selecting potential threats to internal validity on Seaboat.io. 

Caveats and Limitations 

First, this tool does not provide a comprehensive set of criteria for evaluating 

research quality. Validity is but one aspect of quality that reviewers and consumers of 

research should consider—papers that make valid claims are not necessarily high quality in 

other ways. Conversely, even papers with serious validity threats can make valuable 

contributions when claims are calibrated. 

Second, the threats described in this tool are not exhaustive. We aimed to find a 

balance between covering common threats and keeping the list manageable and 

approachable to the typical reviewer. Many threats unique to particular methods and 

analyses were not included, as were threats believed could be too easily misunderstood or 
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misapplied. Thus, users should not rely upon this app to cover all potential threats—or even 

all major threats—to the validity of the research being evaluated. Users are encouraged to 

add additional threats they identify when using this app.  

Third, this tool could be misinterpreted or misused if users treat validity as the sum 

of its parts, for example by simply counting the number of threats identified as a measure of 

a paper’s validity. Not all validity threats are equally damning or cause for concern. Papers 

with fewer identified threats are not necessarily more valid, and the same threat identified 

in two papers may have very different implications for the validity of the claims. Thus, 

threats should be considered in the context of the whole paper. 

Fourth, this tool is intended for users with a background knowledge of research 

methods as the validity threats described assume some existing expertise. Users do not need 

to be familiar with the ‘four validities’ framework, nor with the labels used in this 

framework. We believe many researchers in the social sciences will recognize the potential 

threats included, even if they typically use slightly different language to describe them. 

Nevertheless, users should use their judgment when deciding what rises to the level of a 

threat to validity, which will require some training in research methods and critical 

thinking. Users with little training or no expertise in research methods will not find enough 

support within this tool alone to find it useful. 

Fifth, this tool is not meant to replace narrative reviews or other existing peer review 

structures. While we see some benefits to structured reviews (e.g., can be shared publicly 

with fewer concerns about confidentiality, are easy for a wide range of readers to 

understand and benefit from, and can be aggregated/analyzed quantitatively), narrative 

reviews provide unique information and richness that cannot be captured by checklists and 

rating scales. Both can play an important role in research evaluation. 
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Finally, we have yet to collect empirical data to evaluate the usefulness of this tool. 

As such, we expect to continue to make improvements as we learn more about what features 

and changes would improve user experience and enhance the tool’s effectiveness. That said, 

drawing attention to concerns about validity is unlikely to do harm or be worse than many 

current peer review processes which often offer little-to-no guidance to reviewers to inform 

their evaluations of research quality. 

Recommended Uses 

Reviewers 

Our primary audience for this tool is reviewers evaluating papers for journal-based 

peer review. We suspect many reviewers would welcome tools to help make their peer 

review process more systematic and help them make sure they have thoroughly considered 

any concerns that may threaten the conclusions drawn. We anticipate that reviewers will 

find this tool helpful regardless of whether a journal explicitly encourages attention to 

validity threats or not. The tool helps reviewers more easily assess validity threats and 

communicate concerns about validity by including their customized report generated by the 

app alongside their narrative reviews.  

Editors / Journals / Publishers / Societies / Funders  

We encourage editors and those who set journal policies, to consider how tools (such 

as this and others) may improve their review process. Journals could offer these as optional 

resources for reviewers, conduct experiments to evaluate the effect of adding these tools, or 

directly incorporate them as required steps in their peer review process. This could not only 

elicit more consistent (and potentially more thorough) feedback but provide editors (and 

readers in the case of transparent peer review) a clearer picture of what reviewers 

considered in their evaluations. Funders and societies could similarly use such tools in their 

own evaluation and review processes. 
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Informal Research Evaluation 

Evaluating potential threats to the validity of scientific research is also vital in many 

contexts outside of journal peer review where we hope this tool could be useful. For 

example, researchers can use it in post publication peer review by sharing their reports 

openly online (on blogs or platforms such as PubPeer or hypothes.is). We imagine this tool 

would also be useful in journal club settings to prompt discussion and to compare 

judgements about validity threats among readers.  

Training  

The tool could be used in graduate and undergraduate courses, workshops, and other 

training contexts. For example, journal editors can use the tool to provide reviewer training 

to their editorial boards, mentors when engaging their trainees in co-reviews, and authors to 

document and share their evaluations of their own research (e.g., when drafting their paper, 

to make sure their claims are well-calibrated). Researchers and labs could also use this tool 

when reviewing their own protocols prior to preregistration or data collection as an exercise 

to identify potential weaknesses in their studies. 

Method and Results 

The validity threats included in this app were developed using a reactive Delphi 

method, an iterative process of collecting and integrating the ratings and feedback of 

experts to determine the specific items for inclusion. This procedure was modeled after the 

process used in the development of the Transparency Checklist (Aczel et al., 2020), and 

allowed us to select a final list and wording of items based on expert consensus. To do so, we 

collected three waves of data. Study materials, code, and preregistration for the three waves 

are available at osf.io/6rfu9.  
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Expert Reviewers  

We identified and invited 121 experts to review the initial items developed. These 

reviewers were selected based on their expertise in research methods and/or peer review 

and represent numerous fields and areas of expertise in psychology (social and personality, 

cognitive, quantitative, clinical, industrial-organizational, etc.) and beyond (e.g., statistics, 

metascience, philosophy of science, error detection). Many (if not most) also have extensive 

experience serving as editors of peer-reviewed journals. Reviewers who participated in this 

study were given a $25 Amazon gift card. See acknowledgements for a list of expert 

reviewers who participated and agreed to their name being listed. 

Wave 1 

Procedure  

Reviewers were contacted by email and sent a link to the questionnaire. The 

questionnaire presented reviewers with a brief description of the purpose of the study and 

provided brief definitions of each of the four validities. Reviewers were then asked to read 51 

items (presented in separate groups for each of the four validities) and indicate the degree 

to which they thought each item should be included (or excluded) in the app as a threat to 

that validity, using a Likert-type response scale from 1 (Definitely exclude) to 9 (Definitely 

include). When rating whether items should be included, reviewers were asked to consider 

how common and how serious each threat is to the validity of quantitative research in 

psychology. For each item, they were also invited to provide any feedback or suggestions for 

improving the wording of the item. At the end of the list of items for each of the four 

validities, reviewers were asked to provide any general comments on the items for that 

validity and any suggestions for additional items.  
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Results and Item Revision 

59 experts completed Wave 1. Along with quantitative ratings, we received over 

27,400 words of open-ended feedback, and we are grateful to the reviewers for the helpful 

comments and suggestions. After reviewing item ratings, wording suggestions and 

comments, recommendations for additional items, and general feedback about the project, 

the authors discussed and revised the items. As preregistered, we did not have specific 

inclusion criteria and item ratings were used in combination with open-ended feedback to 

generate and refine the item pool to be used in Wave 2. From the original list, we excluded 

21 items, revised 28, and added 9, resulting in a final list of 49 items for Wave 2.  

Wave 2 

Procedure 

The same 121 expert reviewers contacted in Wave 1 were invited to participate in 

Wave 2. As preregistered, we ended data collection 15 days after contacting and inviting 

reviewers to participate. Reviewers were provided a brief summary of the changes that had 

been made based on the feedback received in Wave 1 and the number of items that they 

would be asked to rate for each validity. As in Wave 1, items were rated using a Likert-type 

response scale from 1 (Definitely exclude) to 9 (Definitely include). Unlike Wave 1, 

reviewers were not asked to provide open-ended feedback or wording suggestions for each 

item. Rather, they were invited to note any feedback in a general comment box for each 

validity, or at the end of the survey.  

Results and Item Revision 

56 experts completed Wave 2. As preregistered, we defined consensus among 

reviewers for including an item in the final version as median item rating of 7 or higher (on 

the 9-point response scale) and interquartile ranges of 2 or smaller. Overall, 29 of the 42 

items (69.5%) met these criteria: 4 items (of 8; 50%) on construct validity items, 11 items (of 
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19; 57.89%) on statistical validity, 8 items (of 9; 88.88%) on internal validity, and all 6 items 

(100%) on external validity.  

We examined items that did not meet the criteria for inclusion and reviewed all 

comments provided by the reviewers. Based on the feedback collected, the authors 

discussed and agreed upon a set of revisions. Of the 13 items that did not meet the criteria, 9 

items were excluded (2 from construct validity, 6 from statistical validity, and 1 from 

internal validity) 3 items were reworded (1 from construct and 2 from statistical validity), 

and 1 item was retained in its original wording (from construct validity). In Wave 3, we 

presented reviewers with only the 4 remaining items to evaluate.   

Wave 3 

Procedure 

Reviewers that completed Wave 2 were invited to participate in Wave 3 to evaluate 

the four revised items. As preregistered, we ended data collection 21 days after contacting 

and inviting reviewers to participate. Reviewers were provided a brief summary of revisions 

and asked to rate the revised items. For each of the four items, reviewers were presented the 

original and revised wording (or the unrevised wording for one item), along with a 

histogram displaying the distribution of ratings for the original item in Wave 2. They were 

then asked to rate each revised item from 1 (Definitely exclude) to 9 (Definitely include) and 

note any comments at the end of the survey.  

Results  

46 experts from Wave 2 completed Wave 3. Using the same preregistered criteria as 

in the previous wave, 3 of the 4 items reach consensus (1 from construct and 2 from 

statistical validity). The list of items ultimately retained and their corresponding final 

ratings from expert reviewers are reported in Table 1. 

  



Table 1  

Final List of Potential Threats to Validity Included in Seaboat.io 

Item Median IQR Mean 

Construct Validity  

C1. Construct(s) were poorly defined (e.g., inconsistent and/or unclear definitions). 9 1 8.46 

C2. Insufficient information provided about how the constructs were operationalized. 9 1 8.16 

C3. Reliability of measures is not considered or issues with reliability are overlooked. 8 2 7.79 

C4. Measures or manipulations (or how they were administered) likely introduced error (e.g., demand 
characteristics, social desirability, inattentive responding).  

8 2 7.38 

C5. Insufficient evidence of, or attention to, the validity of measures or manipulations. 9 1 8.58 

Statistical Validity  

S1. Insufficient information provided about the analyses to evaluate (or reproduce) the results. 9 1 8.64 

S2. Low statistical power or precision to detect the effect of interest (e.g., small sample size/number of 
observations). 

9 2 7.91 

S3. Unknown or unclear stopping rules for data collection. 8 2 7.44 

S4. Data exclusions were not sufficiently justified, outliers were treated inconsistently between similar studies, an 
unusually large number of observations were excluded, or it was otherwise unknown how exclusions impacted the 
results. 

9 2 8.05 

S5. Insufficient safeguards against flexible analysis decisions (e.g., dropping items or measures, transforming 
variables, haphazard inclusion of controls variables). Safeguards could include detailed preregistrations, direct 
replications, or robustness checks. Reporting results as exploratory with no confirmatory statistics or 
interpretations could also mitigate these concerns. 

9 2 7.85 

S6. Poor match between substantive hypothesis and statistical test. 9 1 8.23 
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Table 1 (Continued) 

Final List of Potential Threats to Validity Included in Seaboat.io 

Item Median IQR Mean 

Statistical Validity 

S7. Overinterpreted statistically ambiguous results (e.g., “marginally significant”, “trending towards significance”) 
or statistically unlikely results (e.g., a series of statistically significant results across studies, with none or few of the 
p-values below .01. True effects should produce heavily skewed distributions of p-values, with most p-values below
.01.)

8 2 7.42 

S8. Treated dependent observations (e.g., data clustered within persons, groups, countries) as independent; did not 
account for interdependence. 

8 2 7.57 

S9. Overinterpreted statistically ambiguous or uncertain results as significant/meaningful (e.g., “marginally 
significant”, “trending towards significance”). 

7 2 7.38 

S10. Interpreted results as evidence of “no difference” or “no effect” based only on non-significant p-values without 
directly testing for evidence of absence (e.g., using equivalence testing or Bayesian statistics). 

8.5 2 7.67 

S11. Failed to directly test or estimate the effect of interest (e.g., reporting that two effects differ because one is 
statistically significant and the other is not, rather than testing the interaction directly). 

9 2 7.81 

S12. Interpreted results as support for a hypothesis even though the pattern of results was not as predicted (e.g., 
hypothesized an interaction where cell A1 would be lower than cells A2, B1, and B2, but the pattern of results does 
not look like that). 

8 2 7.73 

S13. HARKing (Hypothesizing After the Results are Known): The results were presented as “predicted”, without 
documentation of a priori predictions (e.g., preregistration) and there is reason to doubt this (e.g., theory is vague, 
result focuses on subgroup analysis). 

9 2 7.93 

Internal Validity 

I1. There are likely confounding variables (i.e., variables that might cause both the presumed predictor and the 
outcome) that were not accounted for. 

9 1 8.29 

I2. Selective or differential attrition: Missing data were likely related to the measures or manipulations. 8 2 7.91 
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Table 1 (Continued) 

Final List of Potential Threats to Validity Included in Seaboat.io 

Item Median IQR Mean 

Internal Validity 

I3. Findings about change over time were reported without a control or comparison group, for which alternative 
explanations (e.g., maturation, history, testing effects, regression to the mean) are likely. 

8 1.25 7.86 

I4. The outcome could have caused the predictor (i.e., reverse causality). 8 1 7.91 

I5. The comparison groups may have differed in unintended ways (e.g., concerns about whether participants were 
randomly assigned to experimental conditions, groups were poorly matched). 

8 2 7.89 

I6. Researchers and/or participants were aware of which condition participants were in. 8 2 7.25 

I7. Did not rule out order effects in within-person designs. 7 2 7.07 

I8. The procedures for the control and experimental groups were not well-matched (i.e., differed in ways other than 
levels of the IV). 

8 2 7.49 

External Validity 

E1. The authors did not make it clear to what range of people, settings, measures, etc. they believe their findings do 
and do not generalize. 

9 2 7.84 

E2. Important sample characteristics were not reported (or measured). 8.5 2 7.86 

E3. Claimed—or strongly implied—that their results generalize to populations that the sample did not adequately 
represent. 

8 1 8.05 

E4. The sample recruited did not match the population of interest (e.g., sampled only college students when the 
research question was about psychiatric populations). 

9 2 7.84 

E5. Claimed—or strongly implied—that effects generalize beyond the specific measures, manipulations, or settings 
sampled when the design does not allow for such generalization.   

8 2 7.66 

E6. Claimed implications for real-world phenomena far beyond what was studied. 8.5 2 7.84 
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Chapter 3: Researchers’ Perceptions of the State of Social and Personality 

Psychology 

“There is a crisis in social psychology. It is in a state of profound 
intellectual disarray and there is little sense of progress.” 

This quote reads as something that could easily have been published in 2022, but it is 

in fact an item from a survey sent to social psychologists in 1979 (Nederhof & Zwier, 1983, p. 

264; the item was adapted from an earlier essay by Ring, 1967). Nederhof and Zwier aimed 

to understand how social psychologists perceived their own field after a decade of debate 

about whether or not the discipline was in crisis (for a summary of the crisis of the 1970s, 

see Faye, 2012). Our aim here is similar: to understand how social and personality 

psychologists perceive the field now, and how they perceive it has changed in the last ten 

years. 

Why does it matter what researchers think about their own discipline? Surely we 

would not simply take researchers’ own word about how solid their literature is, the 

adequacy of their norms and practices, or their relevance or importance in society. These 

are matters that are best addressed by measuring these qualities more directly, as reflected 

in the published literature and other artifacts that can speak to the functioning of the field. 

Just as self-reports from research participants about their own traits on highly evaluative 

(desirable or undesirable) characteristics are likely to be biased (John & Robins, 1994), 

researchers’ own perceptions of their discipline on dimensions core to the field ’s values 

(e.g., validity, importance) should not be taken at face value. 

Nevertheless, researchers’ perceptions of their own field are interesting in their own 

right, even if they are not necessarily taken to be an accurate reflection of the state of the 

discipline. Just as self-reports are interesting to study to better understand how people 

make sense of themselves, understanding a field’s self-assessment helps us understand the 

https://www.zotero.org/google-docs/?dfOo5h
https://www.zotero.org/google-docs/?LG5lVg
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discipline better, and puts other findings about the field in context. For example, as the 

metascience literature begins to shed light on how social and personality psychology has 

changed over time by examining its published literature (Schiavone & Vazire, 2022), these 

trends can be compared to how researchers within the discipline perceive the field to have 

changed. What researchers tell themselves about what is happening in their field is an 

important part of the field’s norms and culture. 

Nederhof and Zwier (1983) put a great deal of weight on their respondents’ views of 

the discipline. In their view, “the opinion of the scientific community of social psychologists 

as a whole should be decisive” as to whether there ‘actually’ is a crisis in social psychology 

(p. 272). Our aim is not nearly as ambitious. First, we recognize the threat that self-selection 

can have on the representativeness of samples such as ours, and so caution generalizing our 

estimates to the entire discipline. Second, we are not primarily interested in researchers’ 

bottom-line verdict as to whether or not there is a crisis (we suspect this rests in part on 

uninteresting semantic issues having to do with the specific word, ‘crisis’, as Nederhof and 

Zwier also point out, p. 272). Instead, we are more interested in understanding what 

aspects of the discipline (e.g., statistical methods, theory, causal inference, applied value, 

etc.) researchers perceive to be stronger vs. weaker, and how researchers perceive these 

strengths and weaknesses to have changed over the last ten years. In other words, we seek to 

understand where researchers think our discipline has improved in recent years, where we 

have been strong all along, and what weaknesses remain. 

Despite a growing literature on public perceptions of, and trust in, science, little is 

known about how scientists themselves view their fields and trust the work being published 

in it. Similarly, although discussions exist as to how the replication crisis in psychology (and 

beyond) could impact how the general public views research in psychology (Ebersole et al., 

2016; Fetterman & Sassenberg, 2015; Hendriks et al., 2020; Mede et al., 2020), relatively 

https://www.zotero.org/google-docs/?w1Re1g
https://www.zotero.org/google-docs/?vIsUzx
https://www.zotero.org/google-docs/?vIsUzx
https://www.zotero.org/google-docs/?vIsUzx
https://www.zotero.org/google-docs/?2Zm0TX
https://www.zotero.org/google-docs/?2Zm0TX
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little attention has been paid to how the crisis has shaped (or could shape) researchers’ 

perceptions within the field. 

The attitudes of those who make up a field are sure to impact how they engage and 

interact within it. Thus, understanding how researchers perceive their field may provide 

some valuable insight into and clues as to where a field is at, and where they may be headed. 

Such data could, in a sense, provide a brief (albeit limited) finger on the pulse of those 

producing the research that carries the field onwards.  

 In this study, we sought to capture researchers’ perceptions of the state of the field of 

social and personality psychology. We separate these findings into three parts. In Part I, we 

explore researchers' overall perceptions of the field, of the published literature, and how 

their own work fits within it. In Part II, we examine what researchers perceive to be 

important in evaluating research quality, and how that compares to their perceptions of the 

published literature and their own work. In Part III, we seek to better understand the 

variance among researchers’ perceptions by examining the individual differences that may 

correlate with researchers’ perceptions including self-reported intellectual humility, views 

on open science, and career stage.  

Understanding Perceptions of the Field Overall, the Published Literature, and 

Researchers' Own Work (Part I) 

Perceptions of Field Overall  

First, we sought to capture researchers’ general perceptions of the state of the field. 

For example, do researchers think the field is experiencing a crisis? There are many 

similarities between the crisis of the 70s and the crises of the 2010s. As occurred in the years 

that followed the emergence of discussion of a crisis in the 70s, much has been written in 

the last decade (not only in the published literature, but on blogs, social media, and in the 

popular press) ranging from debate over the existence of a crisis to discussion of what it 
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means for the field, what may have caused it, potential implications for the field and its 

public reputations, how serious of a threat it presents, and what (if anything) researchers 

should be doing about it.  

To compare how researchers working in 2021 view the field of social and personality 

psychology to researchers working in the 1970s, we adapted several items from the survey 

sent by Nederhof and Zwier (1983). Such data can provide insight into whether the field 

feels they are still grappling with similar issues as in the 1970s. Moreover, by comparing 

these snapshots of researchers’ opinions about their field, we can consider whether 

perceptions appear to have shifted (and in what ways; e.g., become more positive), or if the 

general feelings about the field remain similar to how they were nearly 50 years ago. 

Responses to Nederhof and Zwier’s (1983) survey indicated that 44.6% agreed with 

the statement, “There is a crisis in social psychology. It is in a state of profound intellectual 

disarray and there is little sense of progress.”, 44.0% disagreed, while the rest were 

undecided (p. 264). Their findings also indicated that few believed that much (1.6%), or 

moderate (17.7%) progress had been made within their own field of research in the last two 

years. Nederhof and Zwier were not the only researchers to investigate perceptions of the 

field following the crisis in social psychology that emerged in the 70s. In 1980, Lewicki 

(1982) surveyed members of the Society of Experimental Social Psychology (SESP) about 

their concerns about and perceptions of the state of social psychology (1982). Researchers 

were split when asked about the impact of discourse about the crisis in social psychology, 

but few were neutral (4%). Although many perceived the impact to be positive (29% 

“partially profitable”, 11% “profitable”), 30% believed it “has not only been unprofitable but 

it also has had some costs, e.g., it weakened the confidence in social psychology.”, and the 

rest considered it too soon to say (26%). Most researchers saw a need for stronger theory to 

be the most important for the field, but nevertheless were optimistic about the future of the 

https://www.zotero.org/google-docs/?wHEvZ0
https://www.zotero.org/google-docs/?wHEvZ0
https://www.zotero.org/google-docs/?wHEvZ0
https://www.zotero.org/google-docs/?wHEvZ0
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field (including improvements in predictions and the field’s importance to daily life). These 

studies, among others (see Lipsey, 1974, for example), offer fascinating accounts that 

document important periods in the history of the field and the attitudes and perceptions of 

those within it. 

Perceptions of Published Literature 

Moving from researchers’ broader perceptions of the field, we narrowed in on how 

researchers perceive the qualities of the published literature. To capture perceptions of 

recently published work, we collected researchers' ratings of the typical article published in 

2020 (our survey was conducted in 2021). By doing so, we can assess what researchers see 

as some of the strengths and weaknesses of the research currently being published. For 

example, how accurate, transparent, or interesting do researchers think the typical article 

is?  

We investigated perceived change over time by collecting researchers’ retrospective 

perceptions of the typical article published in 2010. By comparing perceptions of research 

published in 2010 vs. 2020, we can identify in what areas researchers perceive the 

published literature to have changed. Understanding perceived change over time can shed 

light on whether researchers believe progress has been made. What areas do they think have 

improved the most? What has remained the same? And, has anything gotten worse?  

These timepoints (2010 and 2020) span what has been a period of exceptional self-

scrutiny in social and personality psychology, and of frequent debates about whether (and 

how) research practices and norms should change (perhaps similar to the 1970s). This 

period saw not only the emergence of the replication crisis, but also arguments about the 

existence of a generalizability crisis (Yarkoni, 2022), theory crisis (Oberauer & 

Lewandowsky, 2019), and an overall crisis of confidence (Earp & Trafimow, 2015; Pashler & 

Wagenmakers, 2012). These concerns arose and were fueled by a run of failed replications 

https://www.zotero.org/google-docs/?W0An1A
https://www.zotero.org/google-docs/?VZxQmD
https://www.zotero.org/google-docs/?074TMN
https://www.zotero.org/google-docs/?074TMN
https://www.zotero.org/google-docs/?Qan5A2
https://www.zotero.org/google-docs/?Qan5A2
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(Doyen et al., 2012; Shanks et al., 2013; for a review, see Nosek et al., 2021), high-profile 

cases of fraud (Crocker & Cooper, 2011; Stroebe et al., 2012), a smattering of issues around 

the statistical validity of psychological research (e.g., lack of power, p-hacking; see Button et 

al., 2013; Masicampo & Lalande, 2012; Simmons et al., 2011; Vankov et al., 2014; 

Wagenmakers et al., 2011), concerns about WEIRD samples (Henrich et al., 2010), and a 

general lack of transparency (Alsheikh-Ali et al., 2011; Wicherts et al., 2006, 2011). 

The replicability crisis has revealed that, as a field, we were in the habit of rarely 

taking stock of the state of our published literature. We argue that we similarly know little 

about what researchers who make up the field think of the published literature. We agree 

with the proposal put forth in what is believed to be the earliest published metascience 

study in social psychology that “From time to time it is well that we pause in our study of 

specific problems and attempt to achieve a synoptic view of things psychological” (Smoke, 

1935, p. 537). Given the events of the past decade and what has been brought to light, we ask 

how researchers within the field perceive this period of upheaval. How dubious do 

researchers think the early 2010s were for research published in social and personality 

psychology? How do researchers perceive the published literature a decade later? If much is 

thought to have changed, what has changed the most? Has anything gotten worse? Do 

researchers think the field has self-corrected? Or that things were not (and still are not) that 

bad? In what areas do researchers think the field is doing well? What weaknesses are 

believed to remain?  

We can also consider how perceived changes in the published literature map onto or 

reflect the discussions around problems in the field and the various reform efforts to 

improve psychological research (i.e., the Credibility Revolution; Vazire, 2018) over the last 

decade (for a review, see Nelson et al., 2018). Many of the calls for reform have focused on 

increasing transparency (e.g., preregistration, open science badges, 21 word solution, 

https://www.zotero.org/google-docs/?myaczU
https://www.zotero.org/google-docs/?fGOGS2
https://www.zotero.org/google-docs/?JWmgew
https://www.zotero.org/google-docs/?1DmaHn
https://www.zotero.org/google-docs/?1DmaHn
https://www.zotero.org/google-docs/?1DmaHn
https://www.zotero.org/google-docs/?XxXcGE
https://www.zotero.org/google-docs/?Sko36M
https://www.zotero.org/google-docs/?wEShIy
https://www.zotero.org/google-docs/?wEShIy
https://www.zotero.org/google-docs/?4grTQT
https://www.zotero.org/google-docs/?T6Qbu5
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selective reporting; Kidwell et al., 2016; Nosek et al., 2015; Simmons et al., 2012; van ’t Veer 

& Giner-Sorolla, 2016), reducing questionable research practices (e.g., p-hacking, selective 

reporting, optional stopping, HARKing; see Munafò et al., 2017; Simmons et al., 2011), and 

encouraging practices that increase replicability and statistical validity (e.g., Asendorpf et 

al., 2013; Benjamin et al., 2018; Chambers & Tzavella, 2022; Cumming, 2014; Lakens, 2017; 

Lakens et al., 2018; Rohrer, 2018; Wagenmakers et al., 2012).   

In the wake of such efforts, researchers have sought to estimate rates of the adoption 

of certain practices within the published literature. For example, Several surveys have also 

sought to capture researchers’ self-reported attitudes towards such reforms (Fuchs et al., 

2012), such as conducting replication studies (Agnoli et al., 2021; Buttliere & Wicherts, 

2018), and researchers’ willingness to engage in particular research practices, ranging from 

questionable research practices (Agnoli et al., 2017; Fiedler & Schwarz, 2016; John et al., 

2012) to transparency related practices (Christensen et al., 2022; Toribio-Flórez et al., 2021; 

Washburn et al., 2018). 

In response to the debate and discourse about the quality of research in psychology 

in the 2010s, Moytl et al., (2017) surveyed researchers in social and personality psychology 

to better understand how they viewed the state of the field. They sought to examine whether 

researchers considered the field “rotten to the core” and whether they expected it to improve 

in the future. Researchers were asked about their perceptions of the field and of 

questionable research practices (QRPs), including how acceptable they considered them, 

how often they used them, and whether the ‘state of our science discussion’ about the 

validity of research was likely to impact whether they engaged in QRPs in their future work.  

Their findings provide some insight into how researchers working in 2015 thought of 

their field and how they saw it moving forward. Overall, researchers perceived that both 

research in the field and their own research had moderately improved as a result of the 

https://www.zotero.org/google-docs/?xMXgXw
https://www.zotero.org/google-docs/?xMXgXw
https://www.zotero.org/google-docs/?AJieS0
https://www.zotero.org/google-docs/?y1fSJY
https://www.zotero.org/google-docs/?y1fSJY
https://www.zotero.org/google-docs/?y1fSJY
https://www.zotero.org/google-docs/?qXQE5j
https://www.zotero.org/google-docs/?qXQE5j
https://www.zotero.org/google-docs/?b21vHf
https://www.zotero.org/google-docs/?b21vHf
https://www.zotero.org/google-docs/?KodQOV
https://www.zotero.org/google-docs/?KodQOV
https://www.zotero.org/google-docs/?c0rM07
https://www.zotero.org/google-docs/?c0rM07
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recent discussions about the state of the field. However, they were largely uncertain whether 

the discussions had been more positive or negative for the field. Moytl et al. (2017) 

acknowledged that researchers expected that only ~50% of studies would replicate and that 

many reported having used QRPs. Nevertheless, they reach an optimistic conclusion that 

the researchers surveyed had “strong intentions to embrace higher standards of science 

going forward.” (p. 10). This conclusion was based on researchers’ responses as to whether 

the discussions in the field would change their engagement in various QRPs in the future 

(which they report in Figure 4). Most researchers, however, reported—across all the QRPs—

that their likelihood of engaging in them had not changed. For eight of the ten QRPs 

included, less than 35% of researchers reported that their likelihood of engaging had 

decreased.  

Whereas Motyl et al. (2017) argue their findings indicate that many researchers view 

the field to be getting better, the current study speaks instead to whether researchers think 

the field has gotten better. In other words, where do researchers in social and personality 

think the field was just before the beginning of the replication crisis and how does that 

compare to a decade later? How rotten do researchers think it was, if at all? And, 

importantly, how much progress do they think has been made?  

Perceptions of Researchers’ Own Work 

In addition to collecting researchers' perceptions of the field and published 

literature, we examine their perceptions of their own work. Although it is commonplace for 

researchers’ work to be evaluated by others (e.g., editors, reviewers, tenure committees, 

funders), little research has considered how researchers evaluate and view their own work. 

Thus, we investigated what researchers perceive to be the strengths and weaknesses of their 

own work, and how their perceptions of their own work compare to their perceptions of the 

articles published in their field. 
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Although surveys of researchers have asked them to self-report on particular 

behaviors or practices used in the research and publications, research on scientists’ general 

perceptions of their own research is scarce. However, one example of such work includes a 

study that recruited authors of commentaries that had been highly cited in their field to ask 

them why they thought their most cited paper had been cited so much (Small, 2004). 

Content analysis of authors’ responses suggested four main themes around the interest, 

novelty, utility, and significance of their work. In an extension of this research, Small et al. 

(2008) also categorized authors’ open-ended responses explaining what they perceived to 

be the social and political implications of their work (78% of the sample reported their work 

had such implications). Among the most common included health implications, the 

advancement of science, policy implications, followed by economic, technological, and 

environmental.  

How do researchers perceive their own work compared to the work of others in their 

field? Several studies have, however, explored researchers' beliefs and self-reported 

behaviors around scientific norms (e.g., the four Mertonian norms; Merton, 1942), and how 

they compare to their perceptions of other researchers. In a survey of 3,247 NIH funded 

scientists conducted in 2002 (Anderson et al., 2007), scientists self-reported their personal 

endorsement of scientific norms (e.g., organized skepticism, disinterestedness) and counter 

norms (e.g., self-interestedness, secrecy), and their perceptions of how much their own 

behavior and the behavior of other scientists reflects those norms. Scientists' reported 

beliefs were strongly aligned with the scientific norms. Their reported behavior also 

reflected these norms, but to a lesser degree suggesting that they do not always live up to the 

ideals they endorse. However, scientists' perceptions of the behavior of other scientists were 

much more negative. The behavior of other scientists was perceived to not only align less 

with the scientific norms than their own, but to be more aligned with the counter norms 

https://www.zotero.org/google-docs/?M9IrhA
https://www.zotero.org/google-docs/?64yJU4
https://www.zotero.org/google-docs/?64yJU4
https://www.zotero.org/google-docs/?64yJU4
https://www.zotero.org/google-docs/?64yJU4
https://www.zotero.org/google-docs/?ZPAi5g
https://www.zotero.org/google-docs/?pBSrLW
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than norms. Stronger endorsement of the scientific norms was associated with more 

negative perceptions of others’ behavior. Anderson (2000) described such differences in 

scientists' own ideals and how they perceive other scientists to behave as the 

“disappointment gap.” It is worth noting that these findings describe the results for the 

sample overall, which included a range of disciplines. It is unknown how consistent these 

patterns of results would be between disciplines, or more specifically in the field of social 

and personality psychology.  

Understanding What Researchers Value When Evaluating Research (Part II) 

We next examine which characteristics researchers consider most important when 

evaluating research quality. Understanding what characteristics (e.g., methodological rigor, 

theoretical significance) researchers consider most important for evaluating research 

quality can help us understand the ideals in the field. The characteristics that are considered 

most important arguably reflect researchers’ priorities - where they believe we should focus 

our efforts. This can help guide decision making about possible reforms, about graduate 

training, and about standards for reviewing journal submissions, grant applications, job 

candidates, etc. Moreover, this snapshot of researchers’ priorities in 2021 will provide a 

benchmark for future work examining whether priorities and norms are shifting in the field. 

For example, if we knew what researchers in the 70s and 80s believed was most important 

for evaluating the quality of social and personality psychology studies back then, we could 

examine whether those priorities have shifted. 

How researchers in cell biology process and evaluate the credibility and impact of 

research was explored through qualitative data collected through semi-structured interviews 

(Harney et al., 2021). When discussing assessing credibility, researchers often expressed 

that they sometimes relied on information such as journal and author reputation and 

prestige, perceived quality of the peer review it underwent, perceived quality of figures and 

https://www.zotero.org/google-docs/?l0GU0T
https://www.zotero.org/google-docs/?Ily6LJ
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data presented, and their assessment of the quality of the methods, analyses, and 

conclusions drawn. Evaluations of quality (beyond just credibility) included judgements of 

the research being well-written, compelling, and substantial, as well as information about 

the journal mentioned above. When assessing impact, researchers often looked to metrics 

such as journal impact factor, citations, perceived selectivity, as well as their perceptions of 

how the research impacted future work. 

The use of proxies to help assess research quality—such as where something was 

published, journal impact factor, number of downloads—was also observed in researchers’ 

responses to a survey about how they decide what to read and cite (Nicholas et al., 2015). 

However, researchers reported that reading the abstract, assessing the credibility of the 

data, and evaluating the soundness of the arguments presented were more important to 

them than this information. What information researchers rely upon in the absence of any 

cues related to where something was published was explored in a survey about how 

researchers evaluate credibility in preprints (Soderberg et al., 2020). Characteristics rated 

ranged from information about authors’ affiliations, metrics such as downloads, open 

science practices, to citations. Open science practices (i.e., open materials, data, and 

analysis code) were rated the most important, followed by information about whether 

independent sources had been able to reproduce or assess the robustness of the results. 

Characteristics rated the least important included feedback such as user comments and 

endorsements, download metrics, and information about the authors.  

Another approach of attempting to gain insight into what qualities researchers may 

value is by looking at the characteristics of the research that is getting published. For 

example, a text-analysis of abstracts indexed in the PubMed database published between 

1974 and 2014 found a relative increase in the use of positive words by 880% (compared to 

negative words which increased by 257% (Vinkers et al., 2015). Terms including “robust”, 

https://www.zotero.org/google-docs/?K3ex0V
https://www.zotero.org/google-docs/?JgtH6J
https://www.zotero.org/google-docs/?xT8Fms
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“unprecedented”, “novel”, “innovative”, and “groundbreaking” saw relative increases 

ranging from 2500 to 15000%. What contributes to shifts in language use like these are 

questions ripe for the field of metascience to explore. Do these changes reflect 

characteristics that the peer review process has selected for? Are researchers’ perceptions of 

their work becoming more positive over time? Or, do researchers’ descriptions reflect what 

they expect editors, reviewers, and journals to value?  

One of the many benefits of open peer review is that it allows for metascientific 

research to be conducted to understand what concerns, criticism, and praises reviewers and 

editors commonly raise during the peer review process. Such work can serve as behavioral 

measures that complement self-report research and allow for comparisons between what 

researchers say that they value and what they demonstrate during peer review. An analysis 

of the content of peer reviews (N = 1716) of papers published in the British Medical Journal 

(BMJ) provides a glimpse into the evaluation that occurs during the peer review process 

(Falk Delgado et al., 2019). They found that positive words and phrases often used by 

reviewers included “strong”, “clear”, “well-written”, “important issue”, “important 

question”, “relevance to a general readership”. Negative words and phrases included “bias”, 

“confounding”, “risk”, “not clear”, “risk of bias”. They observed reviews often focused on the 

quality of writing, the methodology used, and how well it appealed to a general audience. 

Comments about the results and specific findings were less common.  

Measuring researchers’ views about what characteristics are most important for 

evaluating quality provides additional context for interpreting researchers’ perceptions of 

the current state of the field. Are the areas that are perceived as most important for 

evaluating research quality the areas that are perceived as strong, or those perceived as 

relatively weaker? For example, in Part I we may learn that researchers perceive the applied 

value of the typical article published in the field in 2020 to be quite low, and this may 

https://www.zotero.org/google-docs/?xjMnbl
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indicate a perceived weakness. However, if the applied value of research is not considered 

especially important for evaluating research quality, this suggests that the published 

literature may be strong in the areas that researchers believe matter most.  

Finally, we explore whether the characteristics researchers think are important for 

evaluating research quality are related to their perceptions of their own research. Are the 

qualities they rate themselves the most highly on considered the most valuable when 

evaluating research quality? Perhaps just as people tend to overvalue the products that they 

themselves own, perhaps the qualities that researchers perceive their work to exemplify are 

also thought to be more important to evaluating research quality. In a study exploring 

perceptions of authorship contributions, authors of manuscripts submitted to the Croatian 

Medical Journal were asked to complete a questionnaire where they rated how much they 

had contributed to the manuscript in various categories (e.g., conception and design, 

drafting the article; Ivaniš et al., 2011). Authors also rated how important they considered 

each category of contribution. Perhaps unsurprisingly, the greater the contribution 

researchers reported having to a certain contribution category, the more important they 

perceived that contribution category to be.  

Understanding Individual Differences Among Researchers’ Perceptions (Part 

III) 

Researchers are not a homogenous group. We know from psychological research that 

individual differences matter, and we expect researchers know from working within the field 

that there are many disagreements and debates within the field. As such, we expect 

researchers’ perceptions of the field to vary and that those variations may be associated with 

characteristics of the researchers themselves, such as their career stage. To explore the 

relationship between researchers’ perceptions and researchers’ characteristics, we examined 

a) intellectual humility, b) views on open science, and c) career stage.

https://www.zotero.org/google-docs/?FBPZVv
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Intellectual Humility 

Researchers recognizing the limits of their knowledge and openness to being wrong, 

or being intellectually humble, is critical to a functioning science (Hoekstra & Vazire, 2021). 

Past research on intellectual humility (for a review, see Porter et al., 2022) suggests that 

intellectual humility is related to scrutinizing and identifying weakness in arguments and 

information (Koetke et al., 2022; Leary et al., 2017), being open to feedback and opposing 

positions (Porter & Schumann, 2018; Stanley et al., 2020), and flexibility in beliefs and 

positions (Leary et al., 2017; Zmigrod et al., 2019). It would follow then, that researchers 

who are more intellectually humble may be more open to criticism and willing to consider 

weaknesses in their own work and in the field at large. We investigate whether self-reported 

intellectual humility is associated with researchers’ perceptions of the published literature 

and their own work.  

Support for the Open Science Movement  

Efforts to increase the transparency of research in psychological science grew 

substantially in the 2010s. While not limited to the field of psychology, these efforts and 

those advocating for them have often been labeled as the “open science movement.” Despite 

this being a phrase commonly used in conversations to refer to efforts to improve 

psychological research over the last decade, there is no wide-spread consensus on what 

exactly the open science movement includes and represents—or even whether ‘open science’ 

should or should not be capitalized. Popular perceptions of the open science movement, 

depending on who you ask, could encompass a range of efforts to increase the credibility of 

research (e.g., registered reports, error detection, replication), a push for greater 

transparency (e.g., the adoption of preregistration, open data, and open materials), and the 

people engaged or interested in such efforts (e.g., the Center for Open Science, the Society 

for the Improvement of Psychological Science).  

https://www.zotero.org/google-docs/?rv0gNU
https://www.zotero.org/google-docs/?jIK1Wa
https://www.zotero.org/google-docs/?7wj3bz
https://www.zotero.org/google-docs/?JLsUhu
https://www.zotero.org/google-docs/?9R3wlV
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The open science movement in psychology is likely seen by many to have emerged in 

response to the issues uncovered during the replication crisis of the 2010s. Here, we explore 

the relationship between self-reported support for the open science movement and 

researchers’ perceptions of the published literature, their own work, and how their own 

work compares to the published literature. For example, is support for the open science 

movement associated with more negative perceptions of published research and whether it 

has changed over time?  

Career Stage 

Do researchers at various stages in their careers perceive the field and published 

literature similarly? Do their perceptions of their own work differ? How much do early 

career researchers and senior researchers agree in their perceptions of the state of the field? 

Previous research has identified a number of differences in the attitudes and behaviors of 

researchers of various career stages, much of which has focused on perceptions and 

experiences related to research integrity and transparency related practices. This includes 

research examining how scientists of different career stages perceive the climate around 

research integrity within their departments. A survey of researchers in Amsterdam (Haven 

et al., 2019), for example, found that compared to full and associate professors, early career 

researchers had more negative perceptions of the fairness of departmental expectations 

(e.g., publishing, obtaining grants), how much the department socialized around topics 

related to research integrity, the relationships between supervisors and supervisees, and the 

resources available related to the responsible conduct of research. PhD students perceived 

there to be more integrity inhibitors (e.g., pressure to publish, competition, suspicion) that 

negatively affected the research climate in their departments than senior researchers. While 

previous findings too have found that researchers’ perceptions of research integrity climate 

https://www.zotero.org/google-docs/?zrnGrk
https://www.zotero.org/google-docs/?zrnGrk
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vary by career stage, the exact patterns of results sometimes differ (see Martinson et al., 

2006; Wells et al., 2014). 

Differences in the views of early and later career researchers were also observed in a 

qualitative study aimed to understand how biomedical scientists perceive the publication 

process and the culture around it (Tijdink et al., 2016). Compared to post-docs and 

professors, PhD candidates focused more on research quality and expressed more idealistic 

views about science as a means of seeking out truths. More senior researchers, on the other 

hand, were said to be more cynical and “more sympathetic to the somewhat dubious 

elements in the scientific process.” (p. 6). 

Beyond perceptions of departmental climate and the larger culture of publishing, 

early career researchers may face unique challenges as they attempt to establish themselves 

in a field that many consider to be in the midst of a crisis. A survey of 517 early-career 

researchers (i.e., researchers post-PhD, but less than 10 years so) in STEMM working at 

Australian universities or research institutes revealed that between 30.7 to 41.4% reported 

that their job satisfaction and/or career progression had been impacted-or-strongly 

impacted by questionable research practices in their institution, and between 28.9 - 33.6% 

by questionable research practices outside their institution (Christian et al., 2021). Open-

ended responses highlighted experiences such as being pressured to engage in what they 

considered questionable or unethical research practices by more senior researchers. 

Several studies have also explored early career researchers' attitudes towards open 

science (Toribio-Flórez et al., 2021) and perceptions of questionable research practices 

(Stürmer et al., 2017). Given the scope and focus of these studies on early career 

researchers, they often do not include samples of more senior researchers allowing for 

direct comparisons. However, a study on data sharing practices in the field of animal 

biotelemetry compared how authors at differing career stages responded to requests for 

https://www.zotero.org/google-docs/?gkzZ8w
https://www.zotero.org/google-docs/?gkzZ8w
https://www.zotero.org/google-docs/?E7WT3E
https://www.zotero.org/google-docs/?OSdFES
https://www.zotero.org/google-docs/?uzmtC4
https://www.zotero.org/google-docs/?XieOyM
https://www.zotero.org/google-docs/?XieOyM
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data. They found that corresponding authors who were early-career researchers were far 

more likely to share data upon request (72%) than senior researchers (11%; Campbell et al., 

2019). 

Perhaps the largest attempt to recruit and compare researchers’ attitudes and 

behaviors relating to open science was reported in Wave I of the State of Social Science (3S) 

Survey conducted in 2018 (Christensen et al., 2022). This study included four fields in the 

social sciences (psychology, sociology, economics, and political science) and compared a 

sample of PhD students at top-20 PhD programs in North America and a sample of authors 

published in the 10 most cited journals within their discipline. Results found that self-

reported awareness of and attitudes towards open science practices to be similarly positive 

in the sample of PhD students and the sample of authors. Curiously, however, fewer PhD 

students reported engaging in open science practices than published authors. These results 

are consistent in the overall sample (N = 2801) and in the subsample from the field of 

psychology alone (n = 598).  

The public project page (osf.io/zn8u2/) for the State of Social Science Survey 

describes a follow-up wave that collected data in 2020 that included the same items 

assessing support for open science. Data from Wave 2 are publicly available and include a 

sample of N = 2068 researchers, of which 1609 had participated in Wave 1 and the 

remaining were newly recruited. By accessing their open data, we tested whether similar 

results would be found in Wave 2. Given the scope of our research, we only analyzed data 

from participants in the field of psychology (n = 461). The results of Bayesian t-tests indicate 

that while published authors reported engaging in more open science practices than PhD 

students in the 2018 sample (BF10 = 19.51), the data from 2020 suggest that PhD students 

and published authors reported similar levels of awareness, attitudes, and behaviors related 

to open science practices. Compared to Wave 1, researchers in psychology who participated 

https://www.zotero.org/google-docs/?vd0lGJ
https://www.zotero.org/google-docs/?vd0lGJ
https://www.zotero.org/google-docs/?QW8yYf
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in Wave 2 overall reported greater awareness of open science practices (increasing from M = 

0.90 in Wave 1 to M = 0.97 in Wave 2; BF10 = 5.28 x 108) and more engagement in open 

science practices (increasing from M = 0.39 in Wave 1 to M = 0.49 in Wave 2; BF10 = 

4929.28). Attitudes towards open science did not appear to meaningfully differ between 

waves. 

While not discussed in the main text of Christensen et al. (2022), the State of Social 

Science Survey also included four items asking participants about their confidence in the 

replicability of research in their field (see Christensen et al., 2022, Appendix Table 8, p. 40). 

Specifically, researchers reported how confident they were in the replicability of influential 

research findings, canonical research findings, recent research findings, and studies 

reported in the latest issue of their field’s top journal, rating them from 1 (Very low 

confidence) to 5 (High confidence). Analyzing data from both waves, we compared PhD 

students’ and published authors’ perceptions of replicability in the field of psychology. In 

Wave I, published authors were more optimistic than PhD students about the replicability of 

canonical research findings. However, no other evidence of differences in perceptions of the 

replicability of research between the samples was found. Overall, perceptions of the 

replicability of the various categories of research findings were similar between Waves, with 

one exception being that participants in Wave 2 were less confident that canonical research 

findings would replicate (M = 3.28) than in Wave 1 (M = 3.53; BF10 = 7175.39). 

In the current study, we compare researchers’ perceptions in social and personality 

psychology across career stages. Do early and later career researchers share similar 

perceptions of the state of the published literature and how it has changed over the last 

decade? Is career stage related to how positively researchers perceive their own work?  
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Method 

Transparency and Openness 

We report how we determined our sample size, all data exclusions (if any), all 

manipulations, and all measures in the studies (Simmons et al., 2012). Our data, analysis 

code, materials, and preregistration for this project are available at osf.io/pfu5y/. The data 

reported are part of a larger project exploring researchers’ views of research in psychology. 

The complete survey materials (including measures not included in these analyses) and the 

general preregistration of the larger project is available at osf.io/wbhpq/. All measures used 

in the current analyses are available in the Supplemental Materials. This research was 

approved by the Institutional Review Board at the University of California, Davis.  

Participants and Recruitment Strategy 

Participants included 724 researchers who completed an online survey. We began 

recruitment by inviting (via email) first and last authors of empirical articles published in 

social and personality psychology between 2017 and 2021 in seven peer-reviewed journals: 

Collabra Psychology, Journal of Experimental Social Psychology (JESP), Journal of 

Personality and Social Psychology (JPSP), Personality and Social Psychology Bulletin 

(PSPB), PLOS One, Psychological Science, and Social Psychological and Personality 

Science (SPPS). Social and personality articles published in Collabra and Psychological 

Science were identified by the first author by reading the title and abstract of each article. 

PLOS One articles included articles listing social or personality psychology in the subject 

area. We also sampled ~300 articles publicly shared as preprints on PsyArXiv that were 

tagged with the subject social and personality psychology.  

 Our preregistered target sample size was 1,500 researchers, which was determined 

based on the number of unique authors of articles published between 2017 and 2021 and the 

funds we had available. The publication period (2017 - 2021) was selected to target 

https://www.zotero.org/google-docs/?nt1BPy
http://osf.io/pfu5y/
http://osf.io/wbhpq/
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researchers that are most likely to be active in the field and the articles most likely to 

contain valid and up-to-date email addresses for contacting authors, which tend to rapidly 

decay over time (Wren et al., 2006). We attempted to collect contact information for 

authors whose email addresses were not listed in their published articles by searching the 

internet for publicly available contact information (e.g., personal websites, university 

profiles, other publications). To ensure data quality, all email addresses were double coded 

by trained undergraduate research assistants. The first author resolved disagreements and 

cases for which research assistants had difficulty confirming authors' identities or contact 

information. Authors whose email addresses we were unable to find were excluded, along 

with authors who were discovered to be deceased during the search.  

 After sending the original invitations, we decided to expand our sample in an effort 

to reach our target sample size. We did so, deviating from our preregistration, in three ways. 

First, we invited first and last authors who had published articles in the aforementioned 

journals between 2010 and 2016 who a) were not already included in the original sample 

and b) whose email addresses were provided in the contact information reported in the 

article. We did not attempt to locate authors whose email addresses were not reported. 

Second, we expanded our list of target journals, and included first and last authors—not 

already included in our sample—whose email addresses were reported in articles published 

between 2017 and 2021 in Frontiers in Psychology (in the Personality and Social 

Psychology section) and Perspectives on Psychological Science (coded as social and/or 

personality based on title), as well as articles published between 2011 and 2021 in 

Personality and Social Psychology Review and Social Psychology Quarterly. The journals 

and years sampled were determined based on relevance and accessibility. Third, we posted 

an invitation to members of the Society of Social and Personality Psychology (SPSP) on the 

SPSP listserv.  
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There was, of course, overlap in the researchers included in these groups. We 

identified authors with multiple publications based on name (and email addresses) in effort 

to include only unique authors. For the sub-sample recruited through the SPSP listserv, we 

included a question in the survey asking if they had already participated to flag data from 

people who had already participated using a link in an email invitation. Overall, we sent 

over 17,000 email invitations to authors. Of those, we received around 3,000 undeliverable 

notices, and we suspect many other email addresses were no longer current as researchers 

shift positions and universities. We received a number of responses indicating the authors 

had left academia, retired, passed away, were on sabbatical, or were otherwise not active in 

the field.  

A total of 724 researchers completed the survey (639 authors recruited via email and 

85 SPSP members recruited via the SPSP listserv). As preregistered, we excluded 

participants who did not consider social or personality psychology to be one of their areas of 

research (n = 53) or who did not report their area of research (n = 3). We also excluded 

participants recruited through the SPSP listserv who reported they had taken the survey 

previously (n = 8). This resulted in a final sample of 660 researchers. Researchers’ reported 

subfields are reported in Table 2 and career stages in Table 3.  

Of the 72 participants who reported personality as their primary area, 41 also 

identified social psychology as one of their areas of research (see Table 2). Of the 361 who 

reported social psychology as their primary area of research, 132 also considered personality 

psychology one of their areas of research. The remaining 227 participants in the final 

sample reported another area as their primary area of research, but reported either social (n 

= 114), personality (n = 34), or both (n = 79) as one of their areas of research. 
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Table 2 

Researchers' Reported Subfields 

Secondary Area of 
Research 

Primary Area of Research (N = 660) 

Social Psychology 
n = 361 

Personality Psychology 
n = 72 

Something Else 
n = 227 

Social Psychology — 41 114 

Personality Psychology 132 — 34 

Both — — 79 

Table 3 

Researchers' Reported Career Stage 

Totals (N = 660) % of Sample 

Pre-PhD Not students 8 1.21% 

Graduate students 72 10.91% 

Post-PhD < 8 years 242 36.67% 

8 - 20 years 227 34.39% 

> 20 years 111 16.82% 

Procedure and Measures 

Researchers participated by completing an online survey. In exchange for their 

participation, we donated US$40 to a scientific organization of the researchers' choice from 

a list of eight societies.2 Upon opening the survey, researchers were presented with a 

2 Researchers selected one society to direct a donation from the following: the Association 
for Research in Personality (ARP), the Center for Open Science (COS), PLOS, the Society of 
Experimental Social Psychology (SESP), the Society for the Improvement of Psychological 
Science (SIPS), and the Society for Personality and Social Psychology (SPSP). As noted in 
our preregistration, the amount donated per participant was originally set as US$20. 
However, due to response rates, we opted to double this amount (with the approval from the 
funder). All surveys completed prior to this decision were retroactively increased to US$40.  
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consent form describing the purpose of the study as “to better understand researchers' views 

of the field of social and personality psychology, and how the field has changed over the last 

ten years.” Authors who had not completed the survey were sent two reminder emails. 

Below, we describe the variables from a large project (see osf.io/pfu5y/) that we 

preregistered for these analyses.  

Perceptions of The Field. Four items were adapted from a survey of psychologists 

reported by Nederhof and Zwier (1983; see Appendix I, p. 275 - 276). We included what they 

referred to as the ‘crisis item,’ which stated “There is a crisis in social and personality 

psychology. It is in a state of profound intellectual disarray and there is little sense of 

progress.” We also included three additional items: “During the last decade, social and 

personality psychologists have shown much concern over the state of their discipline.”; 

“Social/personality psychology can rightfully claim to be a science rather than an art.”; and 

“It may be a good idea to halt all data collection until some of the fundamental difficulties 

which social and personality psychology face today have been overcome.” The only changes 

we made to these items was replacing “social psychology” with “social and personality 

psychology.” These items were rated using a Likert-type response scale from 1 (Very 

strongly disagree) to 7 (Very strongly agree). Although the original authors used a 

reversed scale, from 1 (Very strongly agree) to 7 (Very strongly disagree), we opted to keep 

our scale anchors consistent throughout the survey. Thus, we reverse-scored the results 

reported by Nederhof and Zwier (1983) when comparing our samples. 

Researchers were asked to indicate how confident they are in published research in 

social and personality psychology, in their own published work, and to rate how self-

correcting is research in psychology, from 1 (Not at all) to 5 (Extremely). After doing so, 

researchers rated how much the public should trust research in psychology, from 1 (Not at 

all) to 5 (A great deal). 

http://osf.io/pfu5y/
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Perceptions of Published Articles. Researchers were asked to imagine the 

typical social or personality psychology article published in 2010, and the typical social or 

personality article published in 2020 and rate each on 15 characteristics (see Figure 6) using 

a Likert-type response scale from 1 (Not at all) to 5 (Extremely). We included various 

characteristics relating to the quality (e.g., methodologically rigorous, trustworthy, 

accurate), significance (e.g., important, groundbreaking), and engagingness (e.g., 

interesting, boring, creative) of research. For each item, researchers rated how they 

imagined the typical article published for each year side-by-side. To examine researchers’ 

perceptions of the validity of published research, researchers were similarly asked to 

imagine the typical social or personality psychology article published in 2010 and 2020 and 

rate each on the Four Validities (i.e., construct, statistical conclusion, internal, and external 

validity; Shadish et al., 2002) from 1 (Very low) to 5 (Very high). Next, researchers 

estimated roughly what percent of empirical studies reported in published research articles 

in social and personality in 2010 and 2020 that they think are replicable (if we collect new 

data, we would get similar results), reproducible (if we re-analyze original data, we would 

get same results), report p-hacked results, and report fraudulent results/data, from 0% 

(none of them) to 100% (all of them).  

Perceptions of Their Own Work. After rating how they imagined the typical 

social or personality psychology articles for each year, researchers were asked to consider 

their own work, published or in progress, over the last 10 years and to rate it on the same 15 

characteristics, from 1 (Not at all) to 5 (Extremely). 

Evaluating Research Quality. Researchers were then presented with a subset of 

seven out of the 15 characteristics previously rated along with the four validities items and 

asked, “when evaluating the quality of research in social and personality psychology, how 

important do you think each of these qualities is?”, from 1 (Not at all) to 5 (Extremely). 

https://www.zotero.org/google-docs/?kGyJtD
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Intellectual Humility. Intellectual humility was measured using the self-report 

Intellectual Humility Scale (Leary et al., 2017). Researchers rated themselves on six items 

(e.g., “I accept that my beliefs and attitudes may be wrong.”), from 1 (Not at all like me) to 5 

(Very much like me). Researchers’ scores were calculated as their mean rating of the six 

items. The internal consistency of scores was acceptable α = 0.78, 95% CI [0.75, 0.81].  

Support for the Open Science Movement. Researchers’ views on the open 

science movement were measured using two developed items asking how much they agree 

or disagree with the principles behind the open science movement in psychology, and with 

the practices and policies proposed by advocates of the open science movement in 

psychology, from 1 (Disagree strongly) to 5 (Agree strongly). The correlation between 

items was r = .56, (95% CI [0.50. 0.61], BF10 = > 1,000). As preregistered, researchers’ 

responses to these items were averaged.  

 Career Stage. To assess career stage (see Table 3), researchers were first asked if 

they had a PhD. If not, they were then asked if they were a student, selecting graduate 

student, undergraduate student, or no they are not a student. If researchers had a PhD, they 

were asked to describe their current career stage by selecting either < 8 years post-PhD, 8 to 

20 years post-PhD, or > 20 years post-PhD. As preregistered for the analyses of career stage, 

we included the three post-PhD groups and graduate students. Researchers who indicated 

they did not have a PhD and were not a student were excluded for these analyses (n = 8). To 

help protect the anonymity of participants, we opted to use this categorical approach to 

measure career stage (rather than a more precise measure).  

General Analytic Approach  

Data were analyzed and visualized using R (Version 4.2.0; R Core Team, 2022)— 

with the help of the following packages: tidyverse (Wickham et al., 2019), psych (Revelle, 

2022), waffle (Rudis & Gandy, 2017), bayestestR (Makowski et al., 2019), correlation 
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(Makowski et al., 2019), BayesFactor (Morey et al., 2021), ggridges (Wilke, 2021), corrplot 

(Wei & Simko, 2021), and hrbrthemes (Rudis, 2020)—and JASP (Version 0.16.2; JASP Team, 

2022).  

Our analyses relied on Bayesian hypothesis tests. Bayesian statistics combine 

information from the observed data and a prior (probability distribution) selected by the 

researcher to produce a posterior distribution, which represents the probability of a 

hypothesis given the data observed (Dienes, 2011; Wagenmakers et al., 2018). Inferences 

from Bayesian hypothesis tests rely on Bayes factors, which represent the strength of 

evidence for one hypothesis relative to the other given the data collected (Rouder et al., 

2009). Bayes factors compare two hypotheses: H0 (the null hypothesis) and H1 (the 

alternative hypothesis). The larger the Bayes factor, the stronger the evidence in favor of 

that hypothesis. Unlike frequentist statistics which test only against the null hypothesis, 

Bayes factors allow evidence for the null hypothesis to be quantified as they calculate 

relative predictive evidence. Bayesian statistics also offer the advantage of being conditional 

only on what is observed in the current data rather than dependent upon how a model 

performs over an infinite set of hypothetical samples (Wagenmakers et al., 2018). 

 In the results below, we conduct Bayesian paired-samples t-tests, correlations, and 

ANOVAs. We report BF10, which represents the Bayes factor favoring the alternative 

hypothesis and BF01, favoring the null hypothesis. As preregistered, we interpret all Bayes 

factors using Lee and Wagenmakers’s (2013) proposed classifications. As preregistered, 

priors used in all Bayesian t-tests were defined as Cauchy distributions centered around 

zero and width parameters of 0.707. As analyses were largely exploratory, this value was 

selected as it is often relied upon as a default (JASP Team, 2022; Morey et al., 2022). All 

Bayesian correlation analyses were conducted, as preregistered, using stretched beta priors 

with widths of 1 were used to assign all values between -1 and 1 equal prior probabilities. For 

https://www.zotero.org/google-docs/?MxwVdn
https://www.zotero.org/google-docs/?P1sPmC
https://www.zotero.org/google-docs/?P1sPmC
https://www.zotero.org/google-docs/?YIXsfI
https://www.zotero.org/google-docs/?kmo2Ik
https://www.zotero.org/google-docs/?kmo2Ik
https://www.zotero.org/google-docs/?kmo2Ik
https://www.zotero.org/google-docs/?Ec8XLO
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all Bayesian ANOVAs, models were assigned equal prior probabilities (i.e., model odds of 

.5). When alternative hypotheses overperformed the null models, pairwise comparisons 

were conducted and considered the posterior odds corrected for multiple testing and 

uncorrected Bayes factors. 

As can be seen from our preregistration, this paper includes an ambitious number of 

variables and analyses. To provide some structure, we have separated these results into 

three main parts below. For the sake of readability, we do not describe the results of every 

statistical test in-text, although these details are available in tables and figures (with 

additional details in the Supplemental Materials). Instead, we aimed to provide a general 

summary of the findings and to highlight specific results that we consider to be the most 

important and to have the strongest evidence. There is, of course, some subjectivity that 

came with doing so, and we encourage interested readers to explore these results in greater 

detail.  

Part I. Overall Perceptions of the Field of Social and Personality Psychology, 

the Published Literature, and Researchers' Own Work 

 In Part I, we first describe researchers’ general perceptions of the state of the field of 

social and personality psychology. In doing so, we compare researchers’ responses to the 

items adapted by Nederhof and Zwier (1983) to the samples they originally recruited. 

Second, we analyze researchers’ more specific perceptions of the typical article published in 

social and personality psychology in 2010 and in 2020 and investigate perceived change 

over time. Third, we explore researchers’ perceptions of their own research and how they 

compare to their perceptions of the published literature.  

General Perceptions of the State of the Field and Comparisons Between the 

Current Sample and Nederhof and Zwier (1983) 
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Researchers’ responses to the items adapted from Nederhof and Zwier’s (1983) 

survey of psychologists are presented in Figures 3 and 4 and reported in Table 4, where we 

compare the current sample to both the “Research” Sample and “Concerned” Sample 

recruited by Nederhof and Zwier (1983). The “Research” Sample included first authors of 

articles that had been recently published in two of the journals that are also included in our 

own sample, the Journal of Experimental Social Psychology and the Journal of Personality 

and Social Psychology, as well as the European Journal of Social Psychology. The 

“Concerned” Sample included first authors of work published (not limited to the journals 

above) on topics dealing “with (some aspect of) the ‘crisis’ in social psychology” (p. 262). 

Given the similar recruitment strategies used and overlap in journals sampled, we consider 

the “Research” Sample to be the best comparison with our own sample.  

In our sample, the statement “There is a crisis in social and personality psychology. 

It is in a state of profound intellectual disarray and there is little sense of progress” elicited a 

wide range of responses (Figures 3 and 4), suggesting little agreement among researchers 

on this topic. More participants in our sample disagreed (43.36%; selected 1 – 3) than 

agreed (36.03%; selected 5 – 7). Compared to the researchers recruited by Nederhof and 

Zwier (1983), the current sample overall agreed slightly more with the statement than those 

in the “Research” Sample and less than those in the “Concerned” Sample, though we did not 

conduct inferential tests of these differences. As shown in Figure 3, the percentage of 

researchers in our sample who agreed (36.03%) was quite similar to that of the “Research” 

Sample (34.1%). However, roughly twice as many researchers were undecided in the current 

sample (20.61%; selected 4) than researchers in both samples reported in Nederhof and 

Zwier (10.7% across samples). The double-barreled nature of this item introduces some 

ambiguity as to which of the statements within the item researchers were agreeing or 

disagreeing with (e.g., the existence of a crisis and/or the state of the field) that should be 
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considered. Nevertheless, the inclusion of this item offers a historical comparison which 

provides some insight into how the perceptions of researchers working in the field in 2021 

compare to researchers working ~40 years ago.  

Figure 3 

Comparison of Researchers’ Perceptions of the Existence of a Crisis in the Current Sample 

and the Samples Reported by Nederhof and Zwier (1983) 

Note. Values for the Concerned and Research Samples were reported in Figure 1 and in 

Table 1 of Nederhof and Zwier (1983). Groupings for the current sample were created based 

on researcher responses: Disagree group = ratings from 1 - 3; Undecided = 4, Agree = 5 - 7.  

Agreement that “During the last decade, social and personality psychologists have 

shown much concern over the state of their discipline” was high across all three samples 

(ranging from 87.6 – 89%; see Table 4). As seen in Figure 4, researchers in the current 

sample agreed more with the statement that “Social/personality psychology can rightfully 

claim to be a science rather than an art.” than the “Concerned” Sample and to a similar 

extent as the “Research” Sample. There was widespread disagreement that “It may be a 
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good idea to halt all data collection until some of the fundamental difficulties which social 

and personality psychology face today have been overcome." among researchers in both the 

current sample and the “Research” Sample. 

Figure 4  

Researchers’ Ratings of Items Adapted from Nederhof and Zwier (1983) 

Note. Bars represent responses from the current sample. Means for the “Concerned” and 

“Research” samples reported by Nederhof and Zwier (1983) in Tables 1, 2, and 3 are reverse 

scored in these figures, as the response scale used was opposite from that used in the 

current sample (e.g., 1 (Strongly agree) to 7 (Strongly disagree)). The “Concerned” 

sample’s mean was not reported for the item in the bottom right panel.  
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Table 4  

Researchers’ Perceptions of Their Field: Comparisons of the Current Sample and Samples 

Reported in Nederhof an Zwier (1983)  

Items Rated 
from 1 (Strongly disagree)  

to 7 (Strongly agree) 

Nederhof & Zwier (1983) 
Current  
Sample 
N = 660 

“Concerned” 
Sample 
N = 73 

“Research” 
Sample 
N = 89 

M (SD) M (SD) M (SD) 

During the last decade, social and personality 
psychologists have shown much concern over 
the state of their discipline. 

5.7 (1.2)* 5.6 (1.1)* 5.79 (1.09) 

There is a crisis in social and personality 
psychology. It is in a state of profound 
intellectual disarray and there is little sense of 
progress. 

4.6 (1.6)* 3.6 (1.4)* 3.84 (1.56) 

Social/personality psychology can rightfully 
claim to be a science rather than an art. 

4.54 (1.3)* 5.17 (1.1)* 5.55 (1.37) 

It may be a good idea to halt all data collection 
until some of the fundamental difficulties which 
social and personality psychology face today 
have been overcome. 

— 1.93 (1.1)* 2.10 (1.45) 

 

Note. *Means for the “Concerned” and “Research” samples reported by Nederhof and Zwier 

(1983) in Tables 1, 2, and 3 are reverse scored in this table, as the response scale used was 

opposite from that used in the current sample (e.g., 1 (Strongly agree) to 7 (Strongly 

disagree)). 

 Overall, researchers’ perceptions of the state of the field in 2021 were not so 

dissimilar to those of researchers in 1979. Neither sample demonstrated widespread 

consensus among researchers on whether the field was experiencing a crisis. Nevertheless, a 

significant minority of researchers across samples agreed that there was a crisis in the field. 

Moreover, they not only agreed that there was a crisis, but agreed that the field was in a 
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state of profound intellectual disarray with little sense of progress. The severity of this 

statement should be considered when interpreting these results, as it casts the field as being 

in a rather disturbing state. What does it mean for the field that roughly one third of 

researchers agreed with such a worrisome statement? What should we expect from a healthy 

science? There is no clear or simple answer. However, we expect many—including the 

general public—would find one third to be an unsettling and uninspiring percentage.  

Nederhof and Zwier (1983) suggested their results may indicate that the researchers 

who were arguing that there was a crisis had been unsuccessful in convincing the field at 

large. They also pointed out that some of the researchers who disagreed “may merely have 

loathed the use of the word ‘crisis’” (1983; p. 272) but may nevertheless have recognized and 

shared similar concerns about the state of the field. This could also be true of the current 

sample. It should also be noted that these data cannot speak to whether researchers 

believed that there was ever a crisis in their field. It is possible researchers in our sample 

may indeed agree that there was a crisis in psychology (e.g., the replication crisis), but 

believe that improvements have been made and that the field is no longer in crisis.  

Additional measures of researchers’ general perceptions of the field can be seen in 

Figure 5. Researchers’ overall confidence in published research in social and personality 

psychology had a mean rating only slightly above the midpoint (M = 3.18, SD = 0.84) of the 

scale (ranging from 1 (Not at all) to 5 (Extremely)). Nearly half the sample (45.4%) selected 

the midpoint. While 35.9% of researchers had confidence in published research in the field, 

18.7% indicated a lack of confidence. Unlike published research in the field more generally, 

researchers were, unsurprisingly, more confident in their own research (M = 4.00, SD = 

0.69 on the same 5-point scale). The majority indicated confidence in their work (80.4% 

selecting 4 or 5). However, 17.5% of researchers selected the midpoint. When asked how 

much the public should trust research in psychology, most researchers selected either 3 
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(39.2%) or 4 (36.7%; M = 3.31, SD = 0.89). Finally, there was not much of a consensus as to 

how self-correcting research in psychology is (M = 3.04, SD = 0.98), as responses produced 

a fairly wide and symmetric distribution around the midpoint.  

Figure 5 

Researchers’ General Perceptions of the Field 

These results offer some insight into how researchers think about the general state of 

the field and how their perceptions compare to those of researchers who came before them. 

Next, we examine in greater depth how researchers perceive the state of published research 

in social and personality psychology, and what they think has—and has not—changed 

between 2010 and 2020. 

Perceptions of Published Research 

Perceptions of the Typical Article and Perceived Change Over Time  
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Researchers’ perceptions of the typical article published in social and personality 

psychology in 2010 and 2020 are shown in Figures 6 and 7. In both figures, characteristics 

are presented in order from those with the highest mean rating to the lowest. As seen in 

Figure 6, the typical 2010 article was rated the highest on having exaggerated findings, 

being creative, and interesting and the lowest on being boring, statistically rigorous, and 

transparently reported. Unlike the typical article published in 2010, researchers rated the 

typical 2020 article the highest on being transparently reported, statistically and 

methodologically rigorous, scientific, and trustworthy and the lowest (but all with a median 

rating of 3) on how groundbreaking, boring, applied they were.  

Figure 6  

Perceptions of the Typical Article Published in 2010 
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Figure 7  

Perceptions of the Typical Article Published in 2020 

 

To explore perceived change over time, we conducted Bayesian paired-samples t-

tests comparing researchers’ ratings of the typical article published in 2010 vs. 2020. As 

seen in Table 5, we found very strong-to-extreme evidence favoring the alternative 

hypotheses (i.e., that researchers’ perceptions of the typical 2010 and 2020 article differed) 

for 14 out of the 15 characteristics rated. Overall, researchers viewed the typical 2020 article 

more positively than the typical 2010 article on nearly every characteristic (e.g., more 

accurate, methodologically rigorous, scientific, less boring; see Figure 8). However, 

researchers also saw the typical 2020 article as less creative, groundbreaking, and 

interesting compared to the typical 2010 article.  
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The largest perceived change between 2010 and 2020 articles was seen in how 

transparently reported the typical article was, which increased by nearly two points on the 

five-point scale. After transparency, the largest shifts in perceptions were of how statistically 

rigorous, methodologically rigorous, and trustworthy the typical articles were. Although 

evidence that perceptions differed between typical 2010 and 2020 articles was found for 

almost all characteristics, many of the accompanying estimated effect sizes (i.e., posterior 

medians) were quite small. Researchers perceived the least change in how important, 

theoretically rigorous, groundbreaking, and interesting articles were. Shifts in how 

individual researchers rated each characteristic in 2010 vs. 2020 can be seen in Figure 9.  

Overall, researchers’ perceptions of the typical article published in social and 

personality psychology were not particularly positive or inspiring. As seen in Figure 8, most 

characteristics were, on average, rated around the midpoint of the bipolar scale. How 

researchers conceptualized the meaning of the midpoints presents an interesting 

measurement question. We suspect a rating of 3 was likely viewed as, for example, 

somewhat trustworthy, neutral, or neither untrustworthy nor trustworthy. Neither the 

typical article published in 2010 or 2020 had a single characteristic that reached a mean 

rating of 4 (when scored in the positive direction) on the 5-point scale. For example, 

perceptions of how accurate the typical article was had a mean rating of 2.73 in 2010 and 

3.44 in 2020. While 2020 articles were viewed more positively than 2010 articles, neither 

ratings suggest that researchers view the typical article published as all that accurate. 

Similar conclusions can be reached for most—if not all—the other characteristics.  

Some of the characteristics evaluated are arguably not essential for the typical article 

in a healthy science to exemplify (e.g., not all research need be creative, groundbreaking, or 

theoretically rigorous). However, it is difficult to argue with the importance of published 

research being accurate, methodologically rigorous, scientific, statistically rigorous, 
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transparently reported, and trustworthy. What does it mean for a field to view the typical 

research published within it so unimpressively? Are perceptions of the validity of research 

similarly unremarkable? 

Figure 8  

Mean Ratings of the Typical Article Published in 2010 and 2020  

 

Note. This figure presents researchers’ mean ratings of the typical article published in 2010 

(i.e., circle) and 2020 (i.e., diamond) in social and personality psychology. The line 

connecting the two represents the difference between the two means.   
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Table 5  

Comparisons of Researchers’ Perceptions of the Typical Article Published in 2010 and 
2020 

  Mean Article Ratings (SD) Bayesian Paired Samples t-tests 

 
2010 2020 BF10 BF01 

Posterior Median 
 [95% CI] 

Accurate 2.73 (0.82) 3.44 (0.77) 7.33 x 1075 —  0.72 [0.66, 0.79]  

Applied value  2.59 (0.89) 2.88 (0.90) 1.30 x 1016 — 0.28 [0.22, 0.34] 

Boring 2.58 (0.89) 2.84 (0.87) 1.12 x 1014 — 0.26 [0.20, 0.33] 

Creative 3.43 (0.82) 3.07 (0.77) 5.72 x 1021 — -0.36 [-0.42, -0.29] 

Exaggerates Findings 3.78 (0.87) 3.02 (0.84) 3.18 x 1071 — -0.76 [-0.84, -0.69] 

Groundbreaking 2.87 (0.92) 2.69 (0.82) 4.36 x 106 — -0.18 [-0.24, -0.12] 

Important 2.95 (0.89) 3.01 (0.84) — 1.51  0.06 [0.01, 0.11]  

Incremental 3.08 (0.91) 3.47 (0.83) 2.77 x 1025 — 0.38 [0.33, 0.45] 

Interesting 3.40 (0.83) 3.21 (0.79) 4.62 x 108 — -0.19 [-0.25, -0.14] 

Methodologically Rigorous  2.66 (0.84)  3.69 (0.77) 5.95 x 10116  — 1.04 [0.97, 1.11]  

Scientific 3.28 (0.91) 3.67 (0.77) 3.23 x 1029 — 0.38 [0.32, 0.44] 

Statistically Rigorous 2.57 (0.86) 3.74 (0.76) 7.32 x 10157 — 1.17 [1.11, 1.23] 

Theoretically Rigorous 3.00 (0.89) 3.12 (0.88) 90.17 — 0.13 [0.06, 0.19] 

Transparently Reported 2.00 (0.83)  3.81 (0.69) 1.51 x 10220 — 1.81 [1.74, 1.88] 

Trustworthy 2.66 (0.85) 3.51 (0.73) 2.54 x 1095 — 0.85 [0.79, 0.92]  

Note. This table reports descriptives and the results of Bayesian paired samples t-tests: BF10 

= Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = 

Bayes factor favoring the null hypothesis (relative to the alternative hypothesis); Posterior 

Median [95% CI] = Median and 95% credible interval of the posterior distribution.  
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Figure 9  

Mapping Change in Perceptions of the Typical Article Published in 2010 vs. 2020 
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Note. This figure connects researchers’ ratings of the typical article published in 2010 (the 

bar on the left) and the typical article published in 2020 (the bar on the right) separated by 

characteristic. The colours represent the value selected from the Likert-type response scale 

from 1 (Not at all) to 5 (Extremely). The thin lines connecting the bars represent how an 

individual rated the typical 2010 article relative to how they rated the typical 2010 article. 

The Four Validities 

Researchers’ perceptions of the validity of the typical research published in social 

and personality psychology can be seen in Figure 10 and Table 6. The typical 2010 article 

was, on average, rated below the midpoint (1 = Very low to 5 = Very high) across all four 

validities. Of the four validities, the typical 2010 article was rated the lowest on external 

validity, followed by statistical, construct, and internal validity. Researchers’ perceived 

validity to have improved over time, as mean ratings of each validity were higher for the 

typical article published in 2020 than 2010 (all BF10s > 1.79 x 1046
, indicating extreme 

evidence for the alternative hypotheses). The largest perceived change over time was in 

perceptions of statistical validity, which increased by nearly one point (see Figure 11 for 

change in individual ratings between timepoints). Unlike the typical 2010 article, the 

validity of the typical 2020 article was, on average, rated above the midpoint across the four 

validities—with the exception of external validity, which fell slightly below. The typical 2020 

article was perceived to be the strongest in statistical validity and the weakest in external 

validity.  

 While researchers appear to believe progress has been made over the last decade in 

improving the validity of published research, their ratings also suggest the field still has 

much room left to grow. For an overview of recent reform efforts to improve the four 

validities in psychology, see Vazire et al. (2022). Much attention has been directed towards 

increasing the statistical validity of research in psychology over the past decade (e.g., to 

https://www.zotero.org/google-docs/?HWgdnt
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decrease QRPs, increase statistical power, develop tools for identifying statistical errors). 

Thus, it is perhaps unsurprising that researchers expected the most improvements to be in 

statistical validity.  

External validity, in particular, appears to be seen as an area of weakness by 

researchers in our sample. Concerns about the external validity of findings in psychology—

or the lack thereof were highlighted in 2010 by Henrich et al. who criticized research in 

psychology (and other fields) for largely relying only on WEIRD samples (Western, 

Educated, Industrialized, Rich, and Democratic). This article has been highly cited in the 

years that followed (accruing ~11,309 by 2022). Despite discussions about the problem of 

WEIRD samples persisting, little has changed on this front over the last decade (Pollet & 

Saxton, 2019). So little, moreover, that Apicella et al. (2020) argue that “the needle hasn’t 

moved” (p. 322) in their review discussing the lack of sample diversity in research published 

in the last decade. Thus, researchers' perceptions of the external validity of the typical article 

may overestimate the extent to which improvements have actually been made during this 

period.   

Figure 10  

Perceptions of the Validity of the Typical Article Published in 2010 and 2020 

 

https://www.zotero.org/google-docs/?mxxWRh
https://www.zotero.org/google-docs/?mxxWRh
https://www.zotero.org/google-docs/?39PHl6
https://www.zotero.org/google-docs/?39PHl6
https://www.zotero.org/google-docs/?phaOdr
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Table 6  

Comparisons of Perceptions of the Validity of the Typical Article Published in 2010 and 

2020 

 Article Ratings 
M (SD) 

Bayesian Paired Samples t-tests 

 2010 2020 BF10 BF01 Posterior Median [95% CI] 

Construct Validity 2.80 (0.96) 3.26 (0.92) 1.79 x 1046 — 0.46 [0.41, 0.53] 

Statistical Validity 2.71 (0.87) 3.67 (0.75) 1.40 x 10128 — 0.96 [0.90, 1.01] 

Internal Validity 2.85 (0.94) 3.35 (0.85) 9.86 x 1052 — 0.51 [0.45, 0.57] 

External Validity 2.44 (0.90) 2.92 (0.92) 1.044 x 1047 — 0.49 [0.43, 0.54] 

Note. This table reports descriptives and the results of Bayesian paired samples t-tests: BF10 

= Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = 

Bayes factor favoring the null hypothesis (relative to the alternative hypothesis); Posterior 

Median [95% CI] = Median and 95% credible interval of the posterior distribution.  

Figure 11  

Mapping Change in Perceptions of the Validity of the Typical Article in 2010 vs. 2020 
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Note. This figure connects researchers’ ratings of the typical article published in 2010 (the 

bar on the left) and the typical article published in 2020 (the bar on the right) separated by 

characteristic. The colours represent the value selected from the Likert-type response scale 

from 1 (Not at all) to 5 (Extremely). The thin lines connecting the bars represent how an 

individual rated the typical 2010 article relative to how they rated the typical 2010 article. 

Estimated Replicability and Reproducibility Rates and the Prevalence of P-

Hacking and Fraud in the Published Research 

Perceived improvements over time were also observed in researchers' estimates of 

the replicability and reproducibility of empirical studies reported in published research 

articles in social and personality psychology (see Figure 12 and Table 7). Researchers 

estimated that fewer than half (42.47%) of empirical studies published in 2010 would 

replicate, compared to just over half (54.58%) in 2020. Perceptions of reproducibility were 

more optimistic, increasing from 62.52% for 2010 studies to 75.06% for 2020 studies. 

Overall, researchers perceived p-hacking to have occurred in less than half of 2010 studies, 

down to around a third of 2020 studies (46.07% to 30.75%). Fraudulent data or results were 

thought to be rare, and to have also decreased very slightly over time (7.01% in 2010 to 

5.74% in 2020).  

Researchers’ estimates of replicability, reproducibility, and p-hacking appeared to 

vary greatly, as seen in Figure 12. Estimates of the prevalence of p-hacking seemed to elicit 

the most disagreement among researchers, particularly for empirical studies published in 

2010 which resulted in a fairly wide and flat distribution. While many researchers disagreed 

on just how many studies would fare on each estimate, they seemed largely in agreement 

that the published literature had improved on these qualities over time.  

How do researchers’ estimates compare to previous replication efforts? The Open 

Science Collaboration replicated 100 studies published in psychology journals in 2008 and 
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found significant results in only 36% of the studies conducted (Open Science Collaboration, 

2015). Reviewing the outcomes of 307 replication studies in psychology, Nosek et al. (2021) 

estimated that 64% replicated effects similar to the original studies. Estimating replicability 

rates is complex, and it should be noted that many replications in psychology have selected 

studies with fairly straightforward designs (e.g., correlational studies, comparing two 

groups), and much less is known about the replicability of studies with more complicated 

designs. What constitutes a replication study (e.g., direct, conceptual) and what criteria 

should be for a “successful” replication continue to be debated in psychology. The variability 

in researchers' estimates of replicability may reflect some of these uncertainties. 

Researchers’ perceptions were similar to those reported in Motyl et al. (2017), where 

researchers expected that slightly more than 50% of 2015 studies published in four popular 

journals in social and personality psychology would replicate compared to ~45% of studies 

in 2005.  

Endeavors to test the analytic reproducibility of key findings in published articles, in 

cases when data were accessible and without assistance from the original authors, have 

revealed much lower rates than those estimated by our sample including 33% in economics 

articles (Chang & Li, 2015), 31% of articles published in Cognition (Hardwicke et al., 2018), 

and 36% published in Psychological Science (Hardwicke et al., 2021). However, the item 

used to estimate reproducibility did not state whether or require that the original data were 

publicly available, so researchers’ response should not be taken to mean that they believe 

the rates of open data to be so high. We also did not specify whether “the same results” 

meant that the same general pattern of results would be found, the same statistical 

conclusions would be reached, or the precisely identical values would be observed. Instead, 

researchers were free to use their own definition of what they believe it means for results to 

be reproducible.  

https://www.zotero.org/google-docs/?g9Mhqj
https://www.zotero.org/google-docs/?g9Mhqj
https://www.zotero.org/google-docs/?cXuMUy
https://www.zotero.org/google-docs/?pJdEzR
https://www.zotero.org/google-docs/?pJdEzR
https://www.zotero.org/google-docs/?pJdEzR
https://www.zotero.org/google-docs/?W9gVvx
https://www.zotero.org/google-docs/?YejbIW
https://www.zotero.org/google-docs/?kRfuvy
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Past research exploring researchers’ perceptions of the prevalence of questionable 

research practices and self-reports on their own research practices have generally found low 

rates of perceived and admitted fraud (Fanelli, 2009; Fiedler & Schwarz, 2016; John et al., 

2012). Researchers in our sample similarly estimated fraud to be fairly rare in 2010 and 

2020. Some outliers can be seen in Figure 12, but researchers agreed far more on this 

estimate than in previous estimates.  

Figure 12  

Estimated Replicability and Reproducibility Rates and the Prevalence of P-Hacking and 

Fraud in Empirical Studies in Articles Published in 2010 and 2020 

Note. The black dots within the boxplots represent the means with 95% CI bands. The 

thicker horizontal lines within the boxplots represent the medians.  

https://www.zotero.org/google-docs/?4ceXqZ
https://www.zotero.org/google-docs/?4ceXqZ
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Table 7  

Estimated Replicability and Reproducibility Rates and the Prevalence of P-Hacking and 

Fraud in Empirical Studies in Articles Published in 2010 and 2020 

% of Articles 
M (SD) 

Bayesian Paired Samples t-tests 

2010 2020 BF10 BF01 
Posterior Median 

 [95% CI] 

Replicable 42.47 (17.75) 54.58 (17.36) 3.69 x 10104 — -12.03 [-12.85, -11.17]

Reproducible 62.52 (22.46) 75.06 (18.19) 4.68 x 1095 — -12.51 [-13.48, -11.51]

P-hacked results 46.07 (25.09) 30.75 (21.27) 4.48 x 1074 — 15.19 [13.89,   16.61]

Fraudulent results/data 7.01 (9.26) 5.74 (9.36) 2.17 x 105 — 1.26 [0.82,       1.71] 

Note. This table reports descriptives and the results of Bayesian paired samples t-tests: BF10 

= Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = 

Bayes factor favoring the null hypothesis (relative to the alternative hypothesis); Posterior 

Median [95% CI] = Median and 95% credible interval of the posterior distribution.  

Researchers’ Perceptions of Their Own Work 

Researchers’ ratings of their own work can be seen in Figure 13. Compared to the 

typical article published in 2020, researchers generally viewed their work more positively 

(see Figure 14 and Table 8 where nine out of fifteen tests produced BF10 > 100). The largest 

differences (over half a point on the five-point scale) were in researchers viewing their own 

work as less exaggerated and more accurate and trustworthy than the typical article 

published in 2020. Researchers also considered their work to be more creative, interesting, 

scientific, methodologically and theoretically rigorous, and less boring. While not observed 

across every variable, researchers perceiving their own work to be higher quality (e.g., more 

trustworthy, more accurate) than the typical article is in line with previous findings 
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suggesting a “disappointment gap” between scientists’ own beliefs and reported behaviors 

and how they perceive other scientists to behave (Anderson, 2000; Anderson et al., 2007). 

Figure 13  

Researchers’ Ratings of Their Own Work 

 
 

 

 

 

 

 

 

 

 

https://www.zotero.org/google-docs/?cSArMn
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Figure 14  

Researchers’ Perceptions of Their Own Work and the Typical Article Published in 2010 and 

2020  

Note. This figure presents mean ratings of the typical article published in 2010 and 2020 in 

social and personality psychology and researchers’ ratings of their own work. The line 

connecting the two represents the difference between means for 2010 and 2020 articles.  
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Table 8  

Comparisons of Researchers’ Perceptions of Their Own Work and the Typical Article 

Published in 2020 

 Mean Ratings (SD) Bayesian Paired Samples t-tests 

 Own Work 
2020 

Article 
BF10 BF01 

Posterior Median 
[95% CI] 

Accurate 3.98 (0.70) 3.44 (0.77) 7.22 x 1042 —  -0.53 [-0.60, -0.46] 

Applied value  2.99 (1.11) 2.88 (0.90) — 1.38 -0.11 [-0.19, -0.02] 

Boring 2.67 (0.88) 2.84 (0.87)  104.58 — 0.17 [0.08,    0.25] 

Creative 3.35 (0.85) 3.07 (0.77) 8.09 x 106 — -0.27 [-0.36, -0.19] 

Exaggerates Findings 2.12 (0.78) 3.02 (0.84) 3.85 x 1079 — 0.90 [0.82,   0.98] 

Groundbreaking 2.73 (0.88) 2.69 (0.82) — 15.36 -0.04 [-0.11, 0.04] 

Important 3.10 (0.83) 3.01 (0.84) — 1.71 -0.08 [-0.14, -0.01] 

Incremental 3.44 (0.84) 3.47 (0.83) — 15.31 0.04 [-0.05, 0.11] 

Interesting 3.62 (0.79) 3.21 (0.79) 1.90 x 1022 — -0.41 [-0.48, -0.34] 

Methodologically Rigorous  3.87 (0.74) 3.69 (0.77) 1.77 x 103 — -0.18 [-0.26, -0.10] 

Scientific 3.91 (0.74) 3.67 (0.77) 1. 47 x 109 — -0.24 [-0.31, -0.17] 

Statistically Rigorous 3.87 (0.76) 3.74 (0.76)  10.09 — -0.13 [-0.21, -0.06] 

Theoretically Rigorous 3.45 (0.85) 3.12 (0.88) 7.72 x 109 — -0.32 [-0.40, -0.23] 

Transparently Reported 3.94 (0.85) 3.81 (0.69) 4.49 — -0.12 [-0.20, -0.04] 

Trustworthy 4.15 (0.68) 3.51 (0.73) 1.32 x 1053 — -0.64 [-0.72, -0.57] 

Note. This table reports descriptives and the results of Bayesian paired samples t-tests: BF10 

= Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = 

Bayes factor favoring the null hypothesis (relative to the alternative hypothesis); Posterior 

Median [95% CI] = Median and 95% credible interval of the posterior distribution.  
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Part II. Understanding What Researchers Value When Evaluating Research 

Whereas in Part I we explored researchers’ perceptions of the characteristics of the 

published literature in social and personality psychology and of their own work, in Part II 

we examine how important researchers believe those characteristics to be when assessing 

research quality. This adds to our understanding of what researchers say they value in the 

evaluation of the quality of research—which is currently limited—and allows for greater 

contextualization of the results presented in Part I. Below, we describe how important 

researchers consider certain characteristics to be for evaluating research quality and test 

whether what they consider important is related to their perceptions of these characteristics 

in the published literature and their own work.  

What Do Researchers Consider Important for Evaluating Research Quality? 

Researchers’ ratings of the importance of various characteristics when evaluating the 

quality of research in social and personality psychology can be seen in Figure 15, ordered 

from most to least important. As shown in the distributions of responses, researchers 

considered statistical validity the most important, followed closely by construct validity, 

internal validity, methodological rigor, and transparency. Although most rated research 

being interesting, creative, and having applied value on the important side, there was 

greater variability in these responses suggesting less agreement among researchers on the 

importance of these qualities. Of all the characteristics, how groundbreaking the research is 

was the only one that researchers, on average, rated below the midpoint of the scale (see 

Table 9).  



 

89 
 

Figure 15  

Researchers Ratings of the Importance of Characteristics in Evaluating Research Quality 
 

 

Table 9  

Descriptives of Researchers' Ratings of the Importance of Characteristics for Evaluating 

Research Quality  

Characteristic Mean (SD) Median Characteristic Mean (SD) Median 

Applied Value  5.83 (2.32) 6 Construct Validity 8.81 (1.40) 9 

Creative 5.65 (2.18) 6 Statistical Validity 8.98 (1.26) 9 

Groundbreaking 4.79 (2.21) 5 Internal Validity 8.75 (1.39) 9 

Interesting 6.10 (2.33) 6 External Validity 7.93 (1.86) 8 

Methodologically Rigorous  8.73 (1.30) 9 — — — 

Theoretically Rigorous 7.44 (1.98) 8 — — — 

Transparently Reported 8.41 (1.59) 9 — — — 
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Correlations between researchers’ ratings of the importance of each characteristic for 

evaluating research quality are reported in Figure 16a. The strongest correlations are 

highlighted in Figure 16b, which shows positive correlations between ratings of the 

importance of research being groundbreaking, interesting, creative, and having applied 

value. Valuing methodological rigor was associated with valuing both transparency and 

theoretical rigor. 

Figure 16  

Heatmap and Correlation Network of Researchers’ Ratings of the Importance of 

Characteristics in Evaluating Research Quality 

16a)  
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16b) 

 

Note. * = BF10 = > 30; ** = BF10 > 100; *** BF10 = > 1000. Figure 16b presents only 

correlations of a minimum of r = .2.  

Evaluating Research Quality and Perceptions of Published Research 

Next, we examined how researchers’ views about what qualities are (or are not) 

important when evaluating research quality relate to their perceptions of the typical article 

published in 2020 in social and personality psychology. Figure 17 shows these results. 

Generally, the correlations on the diagonal do not seem to be noticeably stronger than the 

off-diagonal correlations, suggesting that believing that a characteristic is important does 

not consistently predict having a more positive perception of the literature on that 

characteristic. Instead, believing that certain characteristics are important (creative, 

groundbreaking, interesting, and applied value), was associated with having a more positive 

view of the typical article published in 2020. 

Although researchers’ ratings of the importance of each of the four validities in 

evaluating the quality of research were correlated with one another, none were associated 
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with how researchers rated the typical article published in 2020 on each validity (see 

supplemental materials). For the four validities, believing that a validity was important did 

not predict having more positive perceptions of the literature in that domain. The validity 

rated the most important (statistical validity), however, was also rated the highest amongst 

the four for the typical 2020 article. Similarly, the typical 2020 article was rated the lowest 

in external validity of the four and external validity was also, on average, rated as less 

important than the other three validities for evaluating quality.  

Figure 17  

Heatmap of the Correlations Between Ratings of the Importance of Characteristics in 

Evaluating Research Quality and Perceptions of the Typical 2020 Article 

Note. * = BF10 = > 30; ** = BF10 > 100; *** BF10 = > 1000. 
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Relationship Between What Researchers Consider Important for Evaluating 

Research and Their Perceptions of Their Own Work  

Overall, the more important researchers perceived a characteristic to be for 

evaluating research quality, the more highly they rated their own work on that characteristic 

(see Figure 18, diagonal).  

Figure 18  

Heatmap of the Correlations Between Researchers' Ratings of the Importance of 

Characteristics in Evaluating Research Quality and Their Own Work 

 

Note. * = BF10 = > 30; ** = BF10 > 100; *** BF10 = > 1000. 
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Part III. Understanding Individual Differences Among Researchers’ 

Perceptions 

To identify potential individual differences in how researchers view work in their 

field, we tested whether self-reported intellectual humility, support for open science, and 

career stage were related to perceptions of research published in 2010 and 2020, 

perceptions of their own work, and perceptions of how their own work compares to the 

typical research article published in social and personality psychology. 

Self-Reported Intellectual Humility  

Are researchers who self-report being more intellectually humble more critical of the 

published literature—and of their own work? Or, do researchers who view themselves as 

more intellectually humble see their field and own research more positively?  

Self-Reported Intellectual Humility and Perceptions of the Published 

Literature 

Self-Reported Intellectual Humility and Perceptions of the Typical 

Published Article. Overall, researchers' scores on self-reported intellectual humility did 

not appear to be related to their perceptions of the typical article published in 2010 or 2020, 

or the difference between the two timepoints (see Table 10). Of the 15 characteristics 

evaluated, only one test result provided moderate evidence of a positive, but weak, 

correlation between self-reported intellectual humility and ratings of how scientific the 

typical article published in 2010 was. Otherwise, most tests found moderate-to-strong 

evidence favoring the null hypotheses that self-reported intellectual humility is not 

associated with researchers’ perceptions of the typical article published in 2010 or 2020 or 

the difference between the two (see Table 10). Perceptions of the validity of the typical 

articles were also not associated with self-reported intellectual humility (see Table 11). 
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Self-Reported Intellectual Humility and Estimated Replicability and 

Reproducibility Rates and the Prevalence of P-Hacking and Fraud in the 

Published Research. Self-reported intellectual humility did not appear to be related to 

researchers’ estimates of replicability and reproducibility rates and the prevalence of p-

hacking and fraud in empirical studies reported in articles in the published literature (in 

2010 and 2020) or whether they changed over time (see Table 12).  

Self-Reported Intellectual Humility and Perceptions of Researchers Own 

Work  

Whereas self-reported intellectual humility appeared largely unrelated to 

researchers’ perceptions of the typical published research, extreme evidence was found for 

the alternative hypotheses that self-reported intellectual humility is related to researchers’ 

ratings of their own work on six of the characteristics evaluated (out of 15), along with 

strong evidence for two others (Table 13). Overall, the more intellectually humble 

researchers said they were, the more positively they perceived their work (i.e., more 

trustworthy, scientific, accurate, statistically and methodologically rigorous, less 

exaggerated), though the associations were weak-to-moderate in magnitude. 

Self-Reported Intellectual Humility and How Researchers Perceive Their 

Own Work Compared to the Typical Published Article. To test how intellectual 

humility relates to how researchers view their own work compared to the typical published 

article, we calculated difference scores by subtracting researchers’ ratings of the typical 

2020 article from their ratings of their own work. As seen in Table 13, we found moderate-

to-very-strong evidence in favor of the alternative hypotheses that self-reported intellectual 

humility is associated with seeing their own work more positively than the typical published 

article for 7 out of the 15 characteristics. The strongest evidence was found for an 

association between seeing oneself as intellectually humble and rating one’s own work as 
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less exaggerated than the typical article published in 2020. While the evidence for these 

associations is strong, the magnitude of the effects is quite weak. 



Table 10 

Relationship Between Self-Reported Intellectual Humility and Researchers’ Perceptions of the Typical Article Published in 

2010 and 2020  

Self-Reported  
Intellectual Humility 

2010 Articles 2020 Articles 2020 Articles – 2010 Articles 

rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 

Accurate 0.02 [-0.06, 0.09] — 18.52 0.01 [-0.07, 0.09] — 19.23 -0.01 [-0.08, 0.07] — 19.88 

Applied Value  0.04 [-0.04, 0.11] — 11.76 0.05 [-0.03, 0.12] — 9.43 0.02 [-0.06, 0.09] — 18.78 

Boring 0.002 [-0.08, 0.07] — 20.41 -0.05 [-0.12, 0.03] — 10.20 -0.06 [-0.13, 0.02] — 6.44 

Creative -0.004 [-0.08, 0.07] — 20.20 0.004 [-0.07, 0.08] — 20.04 0.01 [-0.06, 0.09] — 19.66 

Exaggerates Findings 0.05 [-0.03, 0.12] — 10.10 0.06 [-0.02, 0.14] — 6.67 0.01 [-0.07, 0.08] — 19.67 

Groundbreaking 0.04 [-0.03, 0.12] — 11.63 0.03 [-0.06, 0.10] — 15.63 -0.01 [-0.10, 0.06] — 18.91 

Important 0.007 [-0.07, 0.09] — 20.00 0.02 [-0.05, 0.10] — 16.67 0.0| [-0.04, 0.11] — 14.60 

Incremental 0.11 [ 0.04, 0.19] 2.75 — 0.08 [ 0.01, 0.16] — 2.16 -0.04 [-0.11, 0.04] — 13.01 

Interesting 0.06 [-0.02, 0.14] — 6.17 0.02 [-0.06, 0.10] — 18.18 -0.04 [-0.12, 0.03] — 11.60 

Methodologically Rigorous 0.07 [-0.01, 0.15] — 3.60 -0.008 [-0.08, 0.07] — 19.61 -0.07 [-0.15, 0.00] — 3.59 

Scientific 0.12 [0.05, 0.20] 7.69 —  0.04 [-0.03, 0.12] — 10.75 -0.10 [-0.17, -0.02] — 1.09 

Statistically Rigorous 0.06 [-0.01, 0.14] — 7.14 0.003 [-0.07, 0.08] — 20.13 -0.06 [-0.13, 0.02] — 7.72 

Theoretically Rigorous 0.04 [-0.03, 0.12] — 11.11 -0.05 [-0.13, 0.03] — 9.01 -0.10 [-0.17, -0.02] 1.05 — 

Transparently Reported 0.02 [-0.06, 0.09] — 18.52 0.06 [-0.02, 0.13] — 6.58 0.03 [-0.05, 0.11] — 16.39 

Trustworthy 0.05 [-0.03, 0.12] — 9.17 0.04 [-0.04, 0.12] — 10.53 -0.01 [-0.09, 0.07] — 19.44 
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Note. This table reports the results of Bayesian correlation analyses: rho [95% CI] = estimated correlation coefficient and 95% 

credible interval; BF10 = Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = Bayes factor 

favoring the null hypothesis (relative to the alternative hypothesis). 

Table 11  

Relationship Between Self-Reported Intellectual Humility and Researchers’ Perceptions of the Validity of the Typical Article 

Published in 2010 and 2020 

Support for Open 
Science 

2010 Articles 2020 Articles 2020 Articles – 2010 Articles 

rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 

Construct Validity 0.11 [ 0.03, 0.19] 2.21 — 0.05 [-0.02, 0.13] — 8.70 -0.07 [ -0.14, 0.01] — 3.92 

Statistical Validity 0.05 [-0.02, 0.13] — 8.20 0.05 [-0.03, 0.13] — 9.43 -0.009 [-0.09, 0.07] — 20.00 

Internal Validity 0.06 [-0.01, 0.14] — 5.85 0.09 [ 0.01, 0.16] — 1.34 0.03 [ -0.04, 0.11] — 15.38 

External Validity 0.04 [-0.03, 0.12] — 10.99 0.04 [-0.03, 0.12] — 11.76 0.002 [-0.07, 0.08] — 20.41 

Note. This table reports the results of Bayesian correlation analyses: rho [95% CI] = estimated correlation coefficient and 95% 

credible interval; BF10 = Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = Bayes factor 

favoring the null hypothesis (relative to the alternative hypothesis). 
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Table 12  

Relationship Between Self-Reported Intellectual Humility and Estimated Replicability and Reproducibility Rates and the 

Prevalence of P-Hacking and Fraud in Empirical Studies in Articles Published in 2010 and 2020  

Self-Reported  
Intellectual Humility 

2010 Articles 2020 Articles 2020 Articles – 2010 Articles 

rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 rho [95% CI] BF10 
BF01 

Replicable 0.05 [-0.03, 0.12] — 9.71 0.06 [-0.02, 0.14] — 7.09 0.01 [-0.06, 0.09] — 18.87 

Reproducible 0.03 [-0.05, 0.11] — 14.93 0.04 [-0.05, 0.11] — 13.16 -.002 [-0.08, 0.07] — 20.00 

P-hacked results 0.007 [-0.07, 0.08] — 19.61 -0.03 [-0.11, 0.05] — 14.93 -0.04 [-0.12, 0.04] — 11.11 

Fraudulent results/data 0.0005 [-0.08, 0.08] — 20.00 -0.03 [-0.11, 0.05] — 15.38 -0.05 [-0.12, 0.04] — 10.11 

Note. This table reports the results of Bayesian correlation analyses: rho [95% CI] = estimated correlation coefficient and 95% 

credible interval; BF10 = Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = Bayes factor 

favoring the null hypothesis (relative to the alternative hypothesis). 
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Table 13  

Relationship Between Self-Reported Intellectual Humility and Researchers’ View of Their 

Own Work and the Difference Between Their Work Compared to the Typical 2020 Article  

Self-Reported 
Intellectual Humility 

Researchers' Own Work 
Researchers’ Own Work  

– 2020 Article 

rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 

Accurate 0.19 [0.11, 0.26] 3779.72 — 0.13 [0.06,    0.21] 17.13 — 

Applied Value  0.08 [0.01, 0.16] — 2.21 0.04 [-0.04, 0.11] — 12.82 

Boring 0.21 [-0.06, 0.09] — 17.86 0.06 [-0.02, 0.13] — 7.52 

Creative 0.16 [0.09, 0.24] 289.10 — 0.12 [0.04,   0.19] 3.80 — 

Exaggerates Findings -0.14 [-0.21, -0.06] 25.74 — -0.15 [-0.23, -0.08] 90.44 — 

Groundbreaking 0.07 [0.00, 0.15] — 3.28 0.04 [-0.04, 0.11] — 13.16 

Important 0.13 [0.06, 0.21] 16.24 — 0.10 [0.02,   0.17] 1.03 — 

Incremental 0.05 [-0.04, 0.12] — 10.10 -0.03 [-0.10, 0.05] — 16.39 

Interesting 0.08 [0.00, 0.15] — 3.27 0.04 [-0.03, 0.12] 1.03 — 

Methodologically Rigorous 0.16 [0.09, 0.24] 432.71 — 0.13 [0.06,   0.21] 11.50 — 

Scientific 0.19 [0.11, 0.26] 7643.10 — 0.12 [0.05, 0.19] 4.68 — 

Statistically Rigorous 0.17 [0.09, 0.24] 580.46 — 0.13 [0.05,   0.20] 7.68 — 

Theoretically Rigorous 0.08 [0.00, 0.16] — 2.48 0.10 [0.02,   0.18] 1.04 — 

Transparently Reported 0.11 [0.03, 0.18] 2.18 — 0.04 [-0.03, 0.12] — 10.64 

Trustworthy 0.22 [0.15, 0.29] 3.05 x 105 — 0.12 [0.05,   0.20] 5.59 — 

Note. This table reports the results of Bayesian correlation analyses: rho [95% CI] = 

estimated correlation coefficient and 95% credible interval; BF10 = Bayes factor favoring the 

alternative hypothesis (relative to the null hypothesis); BF01 = Bayes factor favoring the null 

hypothesis (relative to the alternative hypothesis). 
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Support for the Open Science Movement 

Support of Open Science and Perceptions of the Published Literature 

Support of Open Science and Perceptions of the Typical Published 

Article. First, we found that greater support for the open science movement was associated 

with more negative views of the typical 2010 article across several characteristics (as less 

accurate, transparently reported, scientific, methodologically, statistically, and theoretically 

rigorous, and more exaggerated; see Table 14). While the evidence for these associations is 

very strong, the magnitude of the effects is moderate. Second, unlike ratings of 2010 

articles, these patterns of results were not observed for perceptions of the typical article 

published in 2020. Rather, Bayes factors mostly favored the null hypotheses (i.e., no 

correlation between support for the open science movement and ratings of the typical 2020 

article). However, greater support was associated with viewing the typical 2020 article as 

less boring and more creative. Third, we examined how perceived change between the 

typical article published in 2010 and 2020 relates to support for the open science movement 

(Table 14). Overall, the more researchers support open science, the more positively they see 

changes between what was typically published in 2010 compared to 2020 (more accurate, 

interesting, scientific, trustworthy, statistically, methodologically, and theoretically 

rigorous, and less boring and exaggerated).  

Perceptions of the validity of the typical articles published in 2010 and 2020 revealed 

similar patterns of association with support for the open science movement. The more 

support researchers reported, the more negatively they rated the typical article published in 

2010 across all four validities (construct, statistical, internal, and external validity; see Table 

15). Open science support was not associated with perceptions of the validity of 2020 

articles but was associated with perceiving more improvements on the four validities over 

time.  
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Support of Open Science and Estimated Replicability and 

Reproducibility Rates and the Prevalence of P-Hacking and Fraud in the 

Published Research. Consistent with the findings reported above, support for the open 

science movement was associated with more negative views of empirical studies published 

in 2010, but not in 2020 (see Table 16). The more researchers supported open science, the 

less replicable, reproducible, and the more p-hacked they estimated empirical studies in 

articles published in 2010 to be. However, open science support was not associated with 

higher estimates of fraud in empirical studies in 2010. Supporting the open science 

movement was associated with greater perceived change over time (increases in replicability 

and reproducibility, decreases in p-hacking; see Table 16).  

Support of Open Science and Perceptions of Researchers' Own Work  

Researchers’ support for the open science movement was mostly not associated with 

how they view their work, with a few exceptions (Table 17) including perceiving their work 

to be more transparently reported, less groundbreaking, and less theoretically rigorous.  

Support of Open Science and How Researchers Perceive Their Own 

Work Compared to the Typical Published Article. Shifting to how researchers 

viewed their own work compared to the typical article, we found that greater support for the 

open science movement was associated with researchers viewing their work—compared to 

the typical 2020 article—in a mostly negative light (Table 17; more boring and less creative, 

interesting, groundbreaking, important, and theoretically rigorous), with the exception that 

supporting the open science movement did predict rating one’s work as more transparently 

reported and more incremental than the typical 2020 article. 



Table 14 

Relationship Between Support for the Open Science Movement and Researchers’ Perceptions of the Typical Article Published 

in 2010 and 2020  

Open Science 

2010 Articles 2020 Articles 2020 Articles – 2010 Articles 

rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01

Accurate -0.23 [-0.31, -0.16] 2.39 x 106 — -0.03 [-0.11, 0.05] — 14.67 0.20 [ 0.13, 0.27] 3.53 x 104 — 

Applied Value  -0.12 [-0.20, -0.05] 5.47 — -0.05 [-0.13, 0.03] — 9.70  0.09 [ 0.02, 0.17] — 1.41 

Boring -0.02 [-0.09, 0.05] — 17.16 -0.17 [-0.24, -0.09] 492.68 — -0.18 [-0.25, -0.10] 1.34 x 103 — 

Creative 0.0005 [-0.07, 0.08] — 20.32 0.14 [ 0.07, 0.22] 48.05 — 0.14 [ 0.06, 0.21] 32.09 — 

Exaggerates Findings  0.16 [ 0.08, 0.24] 185.76 — -0.05 [-0.12, 0.03] — 9.57 -0.20 [-0.27, -0.12] 1.89 x 104 — 

Groundbreaking -0.10 [-0.18, -0.03] 1.13 — -0.007 [-0.08, 0.07] — 19.86 0.13 [ 0.05, 0.20] 8.17 — 

Important -0.12 [-0.19, -0.04] 3.87 — 0.04 [-0.04, 0.11] — 12.83 0.23 [ 0.16, 0.30] 1.09 x 106 — 

Incremental -0.14 [-0.21, -0.06] 19.68 — -0.13 [-0.21, -0.05] 13.03 — 0.03 [-0.05, 0.11] — 15.36 

Interesting -0.09 [-0.17, -0.02] — 1.34 0.11 [ 0.03, 0.19]  2.24 — 0.23 [ 0.16, 0.31] 3.37 x 106 — 

Methodologically Rigorous  -0.24 [-0.31, -0.17] 1.03 x 107 — -0.009 [-0.09, 0.07] — 19.68 0.22 [ 0.14, 0.29] 1.85 x 105 — 

Scientific -0.17 [-0.24, -0.10] 486.62 — -0.02 [-0.10, 0.05] — 16.66 0.19 [ 0.11, 0.26] 3.97 x 103 — 

Statistically Rigorous -0.23 [-0.30, -0.16] 1.55 x 106  — -0.09 [-0.17, -0.01] — 1.62  0.16 [ 0.08, 0.23] 229.52 — 

Theoretically Rigorous -0.21 [-0.28, -0.13] 4.96 x 1012 — -.001 [-0.08, 0.07] — 20.21 0.23 [ 0.15, 0.30] 1.20 x 106 — 

Transparently Reported -0.30 [-0.37, -0.23] 1.63 x 1012 — -0.07 [-0.14, 0.01] — 4.94  0.23 [ 0.16, 0.30] 2.05 x 106 — 

Trustworthy -0.28 [-0.35, -0.21] 1.54 x 1010 — -0.003 [-0.08, 0.08] — 20.15 0.28 [ 0.21, 0.35] 1.43 x 1010 — 
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Note. This table reports the results of Bayesian correlation analyses: rho [95% CI] = estimated correlation coefficient and 95% 

credible interval; BF10 = Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = Bayes factor 

favoring the null hypothesis (relative to the alternative hypothesis). 

Table 15  

Relationship Between Support for the Open Science Movement and Researchers’ Perceptions of the Validity of the Typical 

Article Published in 2010 and 2020 

Support for Open 
Science 

2010 Articles 2020 Articles 2020 Articles – 2010 Articles 

rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01

Construct Validity -0.22 [-0.29, -0.14] 4.14 x 105 — -0.09 [-0.17, -0.02] — 1.13 0.17 [ 0.09, 0.24] 862.54 — 

Statistical Validity -0.23 [-0.30, -0.15] 1.67 x 106 — -0.02 [-0.09, 0.06] — 18.18 0.24 [ 0.17, 0.31] 9.39 x 106 — 

Internal Validity -0.20 [-0.28, -0.13] 4.78 x 104 — -0.05 [-0.13, 0.03] — 9.71 0.21 [ 0.13, 0.28] 6.81 x 104 — 

External Validity -0.19 [-0.26, -0.11] 5.81 x 103 — -0.02 [-0.09, 0.06] — 16.95  0.19 [ 0.12, 0.26] 1.45 x 104 — 

Note. This table reports the results of Bayesian correlation analyses: rho [95% CI] = estimated correlation coefficient and 95% 

credible interval; BF10 = Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = Bayes factor 

favoring the null hypothesis (relative to the alternative hypothesis). 
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Table 16  

Relationship Between Support for the Open Science Movement and Estimated Replicability and Reproducibility Rates and the 

Prevalence of P-Hacking and Fraud in Empirical Studies in Articles Published in 2010 and 2020  

Support for Open 
Science 

2010 Articles 2020 Articles 2020 Articles – 2010 Articles 

rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 

Replicable -0.19 [-0.27, -0.12] 6740.17 — -.001 [-0.08, 0.08] — 20.00 0.30 [0.23, 0.37] 5.99 x 1011 — 

Reproducible -0.14 [-0.22, -0.06] 22.18 — -.009 [-0.09, 0.07] — 19.61 0.24 [ 0.17, 0.31] 6.44 x 106 — 

P-hacked results 0.14 [ 0.05, 0.21] 14.17 — -0.01 [-0.09, 0.06] — 19.23 -0.22 [-0.30, -0.15] 5.20 x 105 — 

Fraudulent results/data 0.04 [-0.04, 0.12] — 12.82 -0.004 [-0.08, 0.07] — 19.61 -0.07 [-0.15, 0.01] — 5.03 

Note. This table reports the results of Bayesian correlation analyses: rho [95% CI] = estimated correlation coefficient and 95% 

credible interval; BF10 = Bayes factor favoring the alternative hypothesis (relative to the null hypothesis); BF01 = Bayes factor 

favoring the null hypothesis (relative to the alternative hypothesis). 
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Table 17 

Relationship Between Support for the Open Science Movement and Researchers’ Perceptions of Their Own Work and the 

Difference Between Their Own Work Compared to the Typical 2020 Article  

Support for the Open 
Science Movement 

Researchers' Own Work Researchers’ Own Work – 2020 Article 

rho [95% CI] BF10 BF01 rho [95% CI] BF10 BF01 

Accurate -0.07 [-0.14, 0.01] — 4.40 -0.04 [-0.12, 0.04] — 12.53 

Applied Value  -0.13 [-0.20, -0.05] 12.39 — -0.08 [-0.16, -0.01] — 2.43 

Boring 0.07 [-0.01, 0.15] — 3.07 0.19 [ 0.12, 0.26] 5373.26 — 

Creative -0.13 [-0.21, -0.05] 13.78 — -0.20 [-0.27, -0.12] 2.21 x 104 — 

Exaggerates Findings -0.04 [-0.12, 0.03] — 10.33  0.001 [-0.08, 0.08] — 20.16 

Groundbreaking -0.19 [-0.27, -0.12] 8074.30 — -0.16 [-0.23, -0.08] 211.37 — 

Important -0.11 [-0.19, -0.04] 3.14 — -0.14 [-0.21, -0.06] 23.22 — 

Incremental 0.09 [ 0.01, 0.16] — 1.40 0.17 [ 0.10, 0.25] 583.64 — 

Interesting -0.11 [-0.19, -0.04] 3.23 — -0.18 [-0.26, -0.11] 3031.53 — 

Methodologically Rigorous -0.005 [-0.08, 0.07] — 20.08 -0.007 [-0.08, 0.07] — 19.86 

Scientific -0.05 [-0.12, 0.03] — 10.03 -0.02 [-0.10, 0.05] — 17.49 

Statistically Rigorous -0.03 [-0.11, 0.04] — 14.97 0.04 [-0.03, 0.12] — 11.42 

Theoretically Rigorous -0.20 [-0.27, -0.13] 2.23 x 104 — -0.15 [-0.23, -0.08] 101.32 — 

Transparently Reported 0.14 [ 0.07, 0.22] 46.79 — 0.17 [ 0.09, 0.24] 439.63 — 

Trustworthy 0.004 [-0.07, 0.08] — 20.21 0.0005 [-0.07, 0.08] — 20.16 
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Note. This table reports the results of Bayesian correlation analyses: rho [95% CI] = 

estimated correlation coefficient and 95% credible interval; BF10 = Bayes factor favoring the 

alternative hypothesis (relative to the null hypothesis); BF01 = Bayes factor favoring the null 

hypothesis (relative to the alternative hypothesis). 

Career Stage  

To test the relationship between career stage and researchers’ ratings of published 

research, we conducted Bayesian Independent ANOVAs to compare the predictive 

performance of a null and alternative hypotheses, where H1 described researchers’ ratings 

while allowing them to differ by level of seniority, whereas H0 described author's ratings 

using the grand mean across all levels of seniority. As preregistered, we excluded 

participants who did not have a PhD and were also not graduate students (n = 8) from these 

analyses.  

Career Stage and Perceptions of the Published Literature  

Career Stage and Perceptions of the Typical Published Article. We found 

little evidence of differences between researchers of various career stages in their 

perceptions of the typical article published in 2020. Indeed, most results favored the null 

hypotheses (see Table 18). Whereas researchers differed little in their perceptions of the 

typical 2020 article by career stage, differences were found in how they viewed the typical 

article published in 2010. Namely, researchers more than 20 years post-PhD viewed the 

typical 2010 article more positively on a number of characteristics (more accurate, 

trustworthy, transparently reported, methodologically and statistically rigorous), compared 

to graduate students and researchers fewer than 8 years post-PhD. Researchers 8 to 20 

years post-PhD also viewed the typical 2010 article more positively on a few characteristics 

(more methodologically and statistically rigorous) compared to earlier career researchers. 
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Researchers also differed in their perceptions of the amount that the typical article 

changed over time on six characteristics, all focused on the credibility of the research (i.e., 

accurate, scientific, trustworthy, transparently reported, and statistically and 

methodologically rigorous; see Figure 19 and Table 18). These differences emerged between 

researchers who were more than 20 years post-PhD, who believed less had changed over 

time, compared to the rest of the sample. Perceptions of the amount of change over time in 

how boring, creative, groundbreaking, important, and interesting the typical article was did 

not appear to differ by career stage. 

Similar patterns of results were also found in perceptions of the validity of research. 

Namely, researchers’ perceptions of the validity of the typical article differ by career stage 

for the typical article published in 2010 but not in 2020 (see Figure 20 and Table 19). 

Overall, researchers more than 20 years post-PhD rated the typical 2010 article higher on 

all four validities than graduate students and research fewer than 8 years post-PhD. 

Perceived change in the validity of the typical article over time also differed by career stage. 

Across the four validities, these findings indicated that researchers more than 20 years post-

PhD believed that less had changed over time than all (or nearly all) of the other groups. The 

largest disagreements were seen in perceived change in the external validity of the typical 

article over time. For example, researchers fewer than 20 years post-PhD reported roughly 

two-to-three times as much change in the external validity of the typical article over time 

compared to researchers more than 20 years post-PhD. 

Career Stage and Estimated Replicability and Reproducibility Rates and 

the Prevalence of P-Hacking and Fraud in the Published Research. Estimates of 

the replicability, reproducibility, and prevalence of p-hacking in empirical studies published 

in 2020 were fairly similar across career stages (see Figure 21 and Table 20). However, 

researchers' perceptions tended to diverge about studies published in 2010. Researchers 
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more than 20 years post-PhD differed the most from the rest of the sample and estimated 

the least amount of p-hacking and the highest rates of replicability and reproducibility for 

studies published in 2010. Comparing 2010 and 2020 estimates, researchers more than 20 

years post-PhD generally thought that the least had changed over time. For example, 

graduate students and researchers who were 20 or fewer years post-PhD estimated around 

twice as much change in replicability rates between 2010 and 2020 than researchers more 

than 20 years post-PhD. As seen in Figure 21, estimated rates of fraud were the exception as 

researchers overall tended to agree that very little had changed over time. 

Career Stage and Perceptions of Researchers' Own Work  

Overall, researchers more than 20 years post-PhD viewed their own work more 

positively than researchers who were fewer than 8 years post-PhD and graduate students—

rating their own work as more groundbreaking, theoretically rigorous, and creative (see 

Figure 22 and Table 21). However, graduate students considered their work to be more 

transparently reported than researchers between 8 to 20 years post-PhD.  

Career Stage and How Researchers Perceive Their Own Work Compared 

to the Typical Published Article. Researchers more than 20 years post-PhD viewed 

their own work more positively than they viewed the typical 2020 article, more so than 

researchers at other career stages (though this varied by characteristic of the research and 

the specific career stage comparison group; Table 21 and Figure 22). Researchers 8 to 20 

years post-PhD also viewed their work as more groundbreaking than the typical 2020 

article, more so than researchers fewer than 8 years post-PhD.  



Figure 19 

Mean Ratings of Perceptions of the Typical Article Published in 2010 vs. 2020 by Career Stage

Note. This figure presents researchers’ mean ratings of the typical article published in 2010 (i.e., black circle) and 2020 (i.e., 

diamond) in social and personality psychology separated by career stage, represented by the colour of the diamond. The line 

connecting the two represents the difference between the two means for each group. The colour of the line indicates the extent 

to which ratings of the typical article published in 2020 increased relative to 2010 (i.e., green lines) or decreased (i.e., red lines). 
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Table 18  

Comparisons of Null Models and Models including Career Stage and Researchers’ Perceptions of the Typical Article Published 

in 2010 and 2020  

Career Model 

2010 Articles 2020 Articles 2020 Articles – 2010 Articles 

P(M/D) BFM BF01 Error % P(M/D) BFM BF01 Error % P(M/D) BFM BF10 Error % 

Accurate 0.998 580.54 — 0.007 0.015 — 64.32 0.022 1.00 8275.75 — 0.006 

Applied Value 0.068 — 13.75 0.008 0.029 — 33.59 0.015 0.09 — 10.09 0.004 

Boring 0.592 — 1.45 0.0001 0.580 1.38 — 0.0004 0.013 — 77.64 0.024 

Creative 0.323 — 2.09 0.0003 0.993 148.16 — 0.001 0.018 — 53.45 0.021 

Exaggerates Findings 0.926 12.51 — 0.001 0.060 — 15.80 0.008 0.882 7.50 — 0.001 

Groundbreaking 0.065 — 14.45 0.004 0.049 — 19.412 0.008 0.016 — 62.67 0.018 

Important 0.012 — 82.27 0.023 0.105 — 8.551 0.003 0.047 — 20.14 0.01 

Incremental 0.592 1.45 — 0.0003 0.010 — 103.40 0.029 0.933 14.00 — 0.001 

Interesting 0.06 — 15.65 0.008 0.835 5.06 — 0.001 0.074 — 12.44 0.003 

Methodologically Rigorous 1.00 1.07 x 108 — 0.006 0.059 — 15.94 0.01 1.00 6.80 x 105 — 0.012 

Scientific 0.591 1.45 — 0.043 0.015 — 64.04 0.019 1.00 5961.17 — 0.002 

Statistically Rigorous  1.00 7.15 x 1011 — 0.0004 0.564 1.29 — 0.002 1.00 5.54 x 104 — 0.01 

Theoretically Rigorous 0.072 — 12.80 0.008 0.496 — 1.018 0.0002 0.798 3.94 — 0.0014 

Transparently Reported 1.00 2.62 x 1011 — 0.014 0.015 — 64.20 0.021 1.00 1.67 x 106 — 0.014 

Trustworthy 0.994 178.18 — 0.0008 0.02 — 49.51 0.018 0.999 676.42 — 0.038 
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Note. This table reports the following information: P(M/D) = posterior probabilities for the 

career model; BFM = Bayes factor favoring the career model compared to the null model; 

BF01 = Bayes factor favoring the null model; Error % = Error estimate for the Bayes factors. 

Figure 20 

Mean Ratings of Perceptions of the Validity of the Typical Article Published in 2010 vs. 

2020 by Career Stage 

Note. This figure presents researchers’ mean ratings of the typical article published in 2010 

(i.e., black circle) and 2020 (i.e., diamond) in social and personality psychology separated 

by career stage, represented by the colour of the diamond. The line connecting the two 

represents the difference between the two means for each group. The colour of the line 

indicates the extent to which ratings of the typical article published in 2020 increased 

relative to 2010 (i.e., green lines) or decreased (i.e., red lines). 



113 

Figure 21 

Mean Ratings of the Estimated Replicability and Reproducibility Rates and the Prevalence 

of P-Hacking and Fraud in Empirical Studies in Articles Published in 2010 vs. 2020 by 

Career Stage 

Note. This figure presents researchers’ mean ratings of the typical article published in 2010 

(i.e., black circle) and 2020 (i.e., diamond) in social and personality psychology separated 

by career stage, represented by the colour of the diamond. The line connecting the two 

represents the difference between the two means for each group. The colour of the line 

indicates the extent to which ratings of the typical article published in 2020 increased 

relative to 2010 (i.e., green lines) or decreased (i.e., red lines).



Table 19  

Comparisons of Null Models and Models including Career Stage and Researchers’ Perceptions of the Validity of the Typical 

Article Published in 2010 and 2020 

Career Model 
Typical 2010 Article Typical 2020 Article 2020 Articles – 2010 Articles 

P(M/D) BFM BF01 Error % P(M/D) BFM BF01 Error % P(M/D) BFM BF01 Error % 

Construct Validity 1.00 3514.80 — 0.001 0.047 — 20.44 0.01 0.997 318.38 — 0.017 

Statistical Validity 0.999 1167.47 — 0.003 0.160 — 5.24 0.001 0.973 36.63 — 0.001 

Internal Validity 0.996 236.66 — 0.001 0.056 — 16.95 0.012 0.995 181.40 — 0.0006 

External Validity 0.968 29.96 — 0.001 0.012 — 80.35 0.025 1.00 6951.41 — 0.0006 

Note. This table reports the following information: P(M/D) = posterior probabilities for the career model; BFM = Bayes 

factor favoring the career model compared to the null model; BF01 = Bayes factor favoring the null model; Error % = 

Error estimate for the Bayes factors.  

114
 



Table 20  

Comparisons of Null Models and Models including Career Stage and Estimated Replicability and Reproducibility Rates and 

the Prevalence of P-Hacking and Fraud in Empirical Studies in Articles Published in 2010 and 2020 

Career Model 

Typical 2010 Article Typical 2020 Article 2020 Articles – 2010 Articles 

P(M/D) BFM BF01 Error % P(M/D) BFM BF01 Error % P(M/D) BFM BF01 Error % 

Replicable 0.86 6.04 — 0.0009 0.02 — 50.01 0.019 1.00 12214.91 — 0.007 

Reproducible 0.95 17.67 — 0.0008 0.08 — 11.25 0.003 0.97 28.00 — 0.0009 

P-hacked results 0.95 21.02 — 0.001 0.48 — 1.09 0.0003 0.99 208.95 — 0.0009 

Fraudulent results/data 0.40 — 1.47 0.0004 0.52 1.09 — 0.00007 0.15 — 5.53 0.001 

Note. This table reports the following information: P(M/D) = posterior probabilities for the career model; BFM = Bayes factor 

favoring the career model compared to the null model; BF01 = Bayes factor favoring the null model; Error % = Error estimate 

for the Bayes factors. 
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Figure 22 

Mean Ratings of Researchers’ Perceptions of Their Own Work and the Typical Article Published in 2010 and 2020 by Career 

Stage 

Note. This figure presents researchers’ mean ratings of the typical article published in 2010 (i.e., black circle) and 2020 (i.e., 

diamond) in social and personality psychology separated by career stage, represented by the colour of the diamond. The line 

connecting the two represents the difference between the two means for each group. The colour of the line indicates the extent 
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to which ratings of the typical article published in 2020 increased relative to 2010 (i.e., green lines) or decreased (i.e., red lines). 

The triangle represents researchers’ ratings of their own work.
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Table 21  

Comparisons of Null Models and Models including Career Stage and Perceptions of 

Researchers’ Own Work and Their Work Compared to the Typical Article Published in 

2020 

Career Model 

Researchers’ Own Work Researchers’ Own Work – 2020 Article 

P(M/D) BFM BF01 Error % P(M/D) BFM BF01 Error % 

Accurate 0.856 5.92 — 0.001 0.712 2.47 — 0.001 

Applied Value 0.426 — 1.35 0.0004  0.102 — 8.85 0.003 

Boring 0.112 — 7.95 0.004  0.993 150.50 — 0.001 

Creative 0.997 312.47 — 0.001 1.00 5.84 x 107 — 0.014 

Exaggerates Findings 0.030 — 32.58 0.015  0.012 — 83.42 0.024 

Groundbreaking 0.984 61.51 — 0.001 0.999 1727.55 — 0.01 

Important 0.043 — 22.20 0.01  0.933 13.85 — 0.001 

Incremental 0.008 — 128.92 0.051  0.010 — 95.63 0.028 

Interesting 0.468 — 1.14 0.00003  1.00 2.69 x 104  — 0.006 

Methodologically Rigorous 0.025 — 39.43 0.014  0.051 — 18.79 0.008 

Scientific 0.772 3.39 — 0.001 0.951 19.24 — 0.001 

Statistically Rigorous  0.012 — 84.14 0.025  0.056 — 16.86 0.009 

Theoretically Rigorous 0.966 28.75 — 0.001  1.00 4774.50 — 0.002 

Transparently Reported 0.945 17.27 — 0.001 0.754 3.065 — 0.001 

Trustworthy 0.232 — 3.31 0.002 0.099 — 9.12 0.004 

Note. This table reports the following information: P(M/D) = posterior probabilities for the 

career model; BFM = Bayes factor favoring the career model compared to the null model; 

BF01 = Bayes factor favoring the null model; Error % = Error estimate for the Bayes factors. 
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General Discussion 

Overall, the data provided by researchers in the current sample offer a glimpse into 

how researchers in social and personality psychology profess to perceive their field, how the 

published literature has changed over time, and how they view their own work. Our findings 

indicate that researchers in social and personality psychology perceive the quality of the 

published literature to have improved over the last decade. Some of the largest 

improvements were believed to be in how transparently reported, statistically and 

methodologically rigorous, accurate, and exaggerated the typical published article was in 

2020 compared to 2010. Researchers also believed that significant strides have been made 

in decreasing the prevalence of p-hacking and increasing the replicability and 

reproducibility of published findings.  

An important question is how well the current sample represents the perceptions of 

researchers in the field of social and personality psychology more broadly. The response rate 

to our survey, overall, was quite low (around 5%). Many of the email addresses were no 

longer in existence and we received a flood of auto-replies indicating researchers were on 

parental leave, sabbatical, working remotely, or out of office dealing with covid related 

issues (among other things). Completing our survey took some time and was described as 

estimated to take ~25 minutes. This likely deterred some participation, but was a tradeoff 

made to allow us to include the depth of measures that we did. We suspected that offering to 

donate to a scientific organization in exchange for participation rather than paying 

researchers directly might increase interest and willingness to participate. However, 

whether this ultimately helped or hindered participation is unknown. Researchers who did 

not particularly identify with or care about the organizations on the list of where donations 

could be directed may have found this to be a deterrent, and others may have preferred to 

be directly compensated. The researchers who opted to participate in our survey may not be 
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representative of researchers in the field at large. Responses rates may have been higher 

among researchers interested in metascience and those who generally held more positive 

attitudes towards the authors of the survey (one of whom is widely recognized for their 

views on the replication crisis and credibility revolution, and for advocating for reform). It is 

difficult to estimate the extent to which these factors impacted the response rate and 

representativeness of our sample.  

The researchers invited to participate made up a representative sample of authors of 

articles recently published in several popular journals in the field of social and personality 

psychology. However, the sample of researchers who actually participated likely do not, and 

those who selected to participate may differ from the larger population in important ways. 

We included very few demographic questions to help minimize potential risks of 

participants’ anonymity being compromised. The distribution of participants across various 

career stages is encouraging, and suggests our sample was not skewed towards early-career 

researchers. Most participants (53.48%) were eight or more years post-PhD, and senior 

researchers (> 20 years post-PhD; 16.82%) were more represented in the sample than 

graduate students (10.91%).  

What is a reasonable response rate to expect and how does the response rate of the 

current sample compare to previous surveys? In a survey of published authors across four 

fields in the social sciences, Christensen et al., (2022) found the lowest response rates 

among authors published in psychology journals. Authors in psychology had a response rate 

of ~26% compared to those in sociology, economics, and political science which ranged 

from ~38% to ~53%.3 These response rates are notably higher than in the current study. 

3 Responses rates by discipline were presented in Figure 1 (Christensen et al., 2022). The 
exact response rates for published authors in each discipline were not reported. The 
response rates we included are based on examination of the figure and should not be taken 
as the precise values.  



121 

This is probably due to the sizable difference in compensation, with their participants being 

paid between US$300 to US$400 per hour, and differences in survey length (~15 vs. ~30 

minutes). Christensen et al. (2022) acknowledge their response rates likely reflect an upper 

bound on what is reasonable or possible for researchers to obtain. Indeed, other surveys of 

researchers in psychology have found much lower rates of responding. A 2015 survey of 

members of professional societies in social and personality psychology elicited a collected 

response rate around ~15% (Motyl et al., 2017). Invitations to this survey were sent using 

email addresses of active members that had been provided by the societies themselves or 

were sent by the societies on the researchers’ behalf. Given some of the societies themselves 

shared the survey and that the email addresses of active members were likely more up to 

date than those in published articles (membership information is often updated yearly 

during the process of renewing society membership), it is not surprising that the current 

study achieved a lower response rate. A 10-minute survey sent to members of the SPSP 

mailing list yielded a response rate of 15.1% (Inbar & Lammers, 2012). Very similar 

response rates to the current sample have been found in surveys using the email addresses 

of authors reported in published articles in psychology (4.99%; Houtkoop et al., 2018), geo 

and space sciences (~4.3%; Schmidt et al., 2016), and using a combination of snowball 

sampling and author email addresses in a general sample of scientists (~9% not excluding 

incomplete responses (Tenopir et al., 2011). 

Overall, given past rates of responding, the length of our survey, and the added 

stressors that researchers were likely facing in 2021 due to the Covid-19 pandemic, we 

consider our response rate to be adequate. As the number of surveys targeting researchers 

and published authors continues to increase, the accessibility of researchers may decrease 

(e.g., societies restricting the use of mailing lists). Together, this creates an interesting 

problem. We need researchers to participate to better understand the state of our field, yet 
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the more surveys requests researchers are inundated with, perhaps the less willing they will 

be to participate, and the more resources will be required to convince them into 

participation. For example, Christensen et al. (2022) required at least US$140,670 (not 

including the pilot study) and paid graduate students between 46.7 and 75% less money to 

complete the survey than published authors. Few researchers have the resources available to 

support recruiting a large sample of researchers compensated at a level likely to elicit 

somewhat high rates of responding. 

Another way of exploring potential biases in our sample is by examining the 

distribution of where researchers chose to direct donations. The amounts donated to each 

organization can be seen in Figure 23. The most popularly selected organizations were the 

Center for Open Science and SPSP. Do the organizations that researchers commonly chose 

to support suggest bias in our sample? Many chose SPSP, which is widely seen as the 

flagship professional society in social and personality psychology making this an 

unsurprising choice. The large number of donations directed towards the Center for Open 

Science and SIPS suggests that many in our sample support open science and the reform 

efforts both organizations are known to advocate for. It is difficult to say whether this 

suggests that researchers with more positive attitudes towards open science and related 

efforts self-selected to participate in our survey at a disproportionate rate. Support for open 

science among psychologists was found to be quite high in a recent survey that aimed to 

recruit a representative sample (Christensen et al., 2022). Perhaps then, it is reasonable to 

think that social and personality psychologists would likely opt to support organizations like 

the Center for Open Science.  
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Figure 23  

Waffle Chart of the Where Researchers Selected to Direct Donations  

 

Note. Each  = US$100 donated, with donations rounded to the nearest 100th. ARP = 

Association for Research in Personality, COS = the Center for Open Science, PLOS = PLOS 

(formerly the Public Library of Science, SESP = the Society of Experimental Social 

Psychology, SIPS = the Society for the Improvement of Psychological Science, SPSP = the 

Society for Personality and Social Psychology. 

The third most commonly selected organization was SIPS. The relative amount of 

donations directed towards SPSP vs. SIPS could indicate a potential overrepresentation of 

researchers who strongly support reform efforts given the differences in the size of these 

organizations. Whereas SPSP reports typical conference attendance to be between 3500 and 

4000 (SPSP, 2022), the last SIPS conference prior to the Covid-19 pandemic included 521 

registrants (SIPS, 2022). Given that SPSP is substantially larger than SIPS—and that SIPS 

members span many subfields of psychology—it is reasonable to suspect that there was 
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some self-selection that occurred in who participated in our survey. It is possible 

researchers were aware that one of the authors of the survey (who were all listed in the 

signature of the email invitations) co-founded SIPS and were thus more likely to select SIPS 

as a result. However, email invitations were not sent directly from this author, and we would 

venture that a number of participants paid little attention to this detail. It is also possible 

researchers selected SIPS to support what is a much younger society compared to the more 

well-established societies included, and one known to charge attendees very-little-to-

nothing for conferences.  

How does the potential overrepresentation of researchers with more positive 

attitudes towards open science impact the generalizability of our results? First, while we 

believe our invitations were sent to a representative sample of authors, we do not claim that 

is the sample we achieved. Readers should constrain their conclusions keeping in mind the 

biases and issues that plague survey research such as this. Researchers interested and 

motivated to take time out of their busy lives to complete a 25-minute survey are unlikely to 

represent the typical researcher in the field. They are, however, in many cases the best data 

that we have. Second, our analysis of the relationships between researchers’ perceptions of 

the field and their self-reported support for the open science movement should not absolve 

concerns that our sample may be skewed towards supporters. However, these findings can 

shed some light on how patterns of results differ across differing levels of support. Overall, 

support for the open science movement tended to distinguish some researchers' perceptions 

of the published literature in 2010 but was largely unrelated to perceptions of the literature 

in 2020. Whether these patterns are observed in other samples should be explored in future 

research.  

Overall, our findings should be interpreted keeping in mind that they relied on self-

reports of what researchers think about themselves and their field—not how they actually 
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are or what the field is actually like. Researchers' self-reports about themselves are 

inevitably going to be biased. They, just like participants in their own research studies, are 

not immune to social desirability concerns. Moreover, they exist in a field where their 

careers depend greatly on their research being evaluated positively by others.  

We expect that certain measures included in this study were likely to be more 

affected by biases in self-reporting, including the measure of intellectual humility. It is, for 

example, reasonable to expect a researcher who displays extraordinarily little intellectual 

humility to accurately self-report on their lack of humility? Recent findings comparing self 

and informant reports of intellectual humility have found little agreement between the two 

(Meagher, 2022). In addition to the general concerns surrounding the validity of self-

reported intellectual humility, we are not aware of research examining the self-reports of 

scientists. Intellectual humility is a trait that is particularly valuable to the process of science 

and is reflected in the scientific norm of disinterestedness described by Merton (1942). 

Given that intellectual humility is both a generally desirable trait and one aligned with 

scientific ideals, researchers may be particularly vulnerable to social desirability bias when 

responding to these measures.  

Do researchers’ self-reports on intellectual humility differ from those of other 

samples? In reviewing 16 studies that also used the General Intellectual Humility Scale 

(Leary et al., 2017), we found that they all reported mean scores lower than that of the 

current sample (M = 4.32; SD = 0.51; Mdn = 4.33). Of 14 samples recruited online (through 

Amazon's Mechanical Turk, Qualtrics Panels, and Prolific), ten reported means ranging 

from 3.83 – 3.98 (SDs = 0.55 – 1.04) and only four reported means between 4.0 – 4.1 (SDs 

= 0.56 – 0.7; see Bowes & Tasimi, 2022; Drummond Otten & Fischhoff, 2022; Leary et al., 

2017; Stanley et al., 2020; Zedelius et al., 2022). Similar means have been found in 

community (M = 3.78, SD = .66; Deffler et al., 2016) and college samples (M = 4.01, SD = 
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0.58; Meagher, 2022). Researchers in our sample self-reported, on average, being around a 

quarter-to-a-half a point higher on intellectual humility than participants across these 16 

samples. Around ⅙ of the researchers gave themselves the highest possible ratings on 

intellectual humility. Are researchers in our sample more intellectually humble than 

samples from the general public? Again, our data cannot speak to how intellectually humble 

researchers actually are. However, compared to these past findings, our data suggest that 

researchers seem to at least describe themselves as such. Future research should seek to 

develop behavioral measures of intellectual humility to examine how intellectually humble 

(or arrogant) the claims expressed in the published literature commonly are, and how well 

they correspond to researchers’ descriptions of themselves and their own work. 

It is unknown to what extent biases in self-reporting such as overreporting on 

positive qualities and underreporting on negative qualities would extend to researchers’ 

self-reports about their field. Are researchers motivated to present their field in a positive 

light? Do researchers feel a need to defend the field in response to the criticisms voiced over 

the past decade, or are they themselves quick to point out problematic trends that they see? 

We expect that researchers differ in how much they consider view criticisms of the field to 

be personally threatening and we encourage future research in this area. How strongly 

researchers identify with or feel they have contributed to a field may be an important factor. 

This could also potentially help to explain some of the differences in how researchers at 

various career stages perceive the field.  

Early career researchers may feel little-to-no responsibility for the state of the field 

(and especially the state of the field in 2010) and no need or obligation to protect the field 

from criticism. On the other hand, senior researchers who are well respected in the field, 

have trained numerous PhD students, and served in official and unofficial leadership 

positions (e.g., journal editors, society leaders, experts in their area of research) may feel a 
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greater sense of investment and responsibility, and thus motivation to defend the state of 

the field. However, future work examining individual differences in responses within these 

groups could help us better understand the variables that predict how researchers respond 

to criticism and times of crises.  

 It is also worth emphasizing that most of the items and measures included in this 

survey were developed ad hoc. Many of the characteristics researchers rated were relatively 

straightforward (e.g., how interesting, methodologically rigorous) and had high face 

validity. However, several potential measurement-related limitations should be considered. 

For example, to explore researchers' perception of the published literature, they were asked 

to “Imagine the typical social and personality psychology article published in 2010 and 

2020.” This was designed to capture researchers’ general perceptions about what is most 

common in the published literature without overcomplicating or adding burdensome 

constraints or qualifiers. A downside to this approach is that it does not clearly state what 

population of articles researchers should consider when deciding what is typical. For 

example, a researcher considering the journals they most often read and submit to may 

respond differently than a researcher considering all possible articles published in the field 

(including obscure and even predatory journals). We considered adding more specificity 

(e.g., imagine the typical social and personality psychology article published in X journals or 

the top Y% of journals on Z metric). Ultimately, we decided against such additions as they 

present their own problems (e.g., which journals and metrics should be used) and would 

likely result in an overly complicated and difficult to answer questions. Nevertheless, the 

ambiguity of the final wording should be considered when interpreting our results.  

Other measures that should be considered and examined more closely in future 

research include the items concerning support for the open science movement. We did not 

measure (or attempt to measure) actual support for open science or self-reported 
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engagement in open science practices. Rather, we sought to measure researchers’ self-

reported beliefs about what they perceived to be the ideals and the practices and principles 

of the open science movement. Self-reported support for open science may have looked 

differently had we asked researchers how much they support specific ideals or practices 

associated with open science (e.g., sharing data, preregistering studies). Interpreting 

researchers’ self-reports can be difficult without also knowing what they perceive the ideals 

and the practices and principles of the open science movement to be. An interesting 

approach that could help to better contextualize these self-reports would be to collect 

qualitative data to explore what researchers commonly associate with this movement. 

Looking Forward 

A compelling question that follows from this research is how well researchers’ 

perceptions actually align with reality? How accurate are their self-reports about the state of 

their field and how it has changed over time, about their own work, and about themselves? 

For example, the researchers surveyed believed p-hacking decreased by ~33% over the last 

decade—and that replicability and reproducibility rates increased by ~28% and 20%, 

respectively. This would appear to be good news for the field, if it is indeed reflective of 

reality. However, as we have argued previously (see Schiavone & Vazire, 2022), the field 

must not be too quick to declare the time of crisis to have passed and that the problems 

brought to the surface in the 2010s have largely been addressed. Thus, we should not simply 

take researchers’ self-reports as evidence that these concerns have been or are being 

resolved.  

Does it matter if researchers’ perceptions are accurate? Answers to this question 

likely depend on the specific variables being considered, and the potential impact of 

discrepancies between perceptions and reality. If researchers drastically underestimate how 

boring their work or the published literature is, this may be of little practical consequence. 
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However, the implications could be much more dire if researchers were discovered to wildly 

overestimate the statistical rigor of research in the field (or of their own research). 

Unrecognized problematic practices or behaviors threatening the statistical rigor of research 

within a field are unlikely to resolve themselves. Thus, understanding discrepancies 

between researchers' perceptions and characteristics observed in the literature can identify 

potential areas requiring the field’s attention (if there are discrepancies about issues that 

researchers consider important to get right) and inform efforts to close these gaps. These 

could include efforts aimed at simply increasing the accuracy of researchers’ perceptions to 

better match what was observed, and efforts to improve characteristics of the literature to 

bring them closer to where researchers perceived them to be, or some combination of the 

two.  

To investigate the accuracy of researchers’ perceptions, metascientific research is 

needed to empirically analyze the state of the published literature. Questions about the 

quality of research are undoubtedly complex. In effort to answer difficult questions about 

where the field is at, metascientific research combining approaches and sources of data is 

needed to piece together a clearer picture of the field. We describe potential approaches and 

propose an agenda for metascientific research in social and personality psychology in 

Schiavone and Vazire (2022). By taking stock of where we are as a field and inspecting how 

our beliefs correspond with our behaviors, we can endeavor to identify rose-coloured hues 

present or developing in our collective lenses. In doing so, perhaps we can better safeguard 

against, and course correct before finding ourselves once again in the throes of another 

crisis.  
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