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ABSTRACT OF THE DISSERTATION

Techniques for Detecting Intrusions

by

Ali Davanian

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, September 2022

Prof. Michalis Faloutsos, Chairperson

Detecting intrusions is usually the first step in containing a security breach. In this disser-

tation, we focus on how we can understand and profile IoT malware behavior in order to

find intrusions. Specifically, we want to develop a holistic view of how the malware behaves

once installed in an IoT device, which will encompass: (a) how does the malware communi-

cate with its Command and Control server, (b) how does the malware communication and

infrastructure change over time, and (c) how does a network-affected data flows through

the device (which is known as taint analysis).

In the first chapter of this thesis, we propose a novel solution for finding IP and

port addresses of live Command and Control (CnC) servers of IoT botnets. Furthermore,

we present a solution for detecting intrusions using only network level patterns given a

malware binary. Our novelty lies in activating the malware binary and extracting patterns

that can precisely indicate intrusions without the need of deep packet inspection.

In the second chapter, we conduct an extensive study of the behaviors of both bots

and CnC servers over time. In more detail, we probe IP networks that show signs of CnC
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hosting and search for CnC servers among neighbor hosts on a daily basis. This approach

allows us to find CnC servers in an active manner; we find CnC servers even before their

corresponding malware samples are collected by honeypots. In addition, the collected data

provides insight on the network infrastructure of IoT botnets. Finally, we shed light on the

non-CnC traffic of the IoT malware that mainly tries to spread the malware.

In the third chapter, we focus on taint analysis where the goal is to understand

the flow of data within a system. In the Intrusion Detection context, the input data is the

network traffic e.g. a command from the CnC. We discuss how dynamic taint analysis can

be selectively applied for whole system analysis in intrusion detection systems, and show

how this approach can speed up the system.

Overall, this thesis provides a fundamental step in understanding IoT malware be-

havior, which can lead to better defenses in terms of detecting and containing the associated

damage.
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Chapter 1

Introduction

Internet of Things (IoT) malware is the new battleground for security and it needs

to be understood and analyzed with new approaches. The first major IoT malware based

DDOS attack in 2016 disrupted the operations of many service providers such as Github,

Twitter, Reddit, Netflix and Airbnb [83]. In 2020, the number of IoT malware attacks rose

to 56.9 million, a 66% increase from the year before [28]. IoT devices range from a smart

TV to an electric toothbrush. These devices have different requirements and operational

capabilities, and can not afford expensive endpoint security solutions such as AntiViruses.

Recent attacks of immense magnitude have clearly shown that the problem is not theoretical:

security solutions need to be developed urgently.

In this dissertation, we focus on how we can understand and profile IoT malware

behavior in order to find intrusions. This task can be broadly divided into two subtasks:

(a) finding intrusions based on network behaviors observed from a network trace, or (b)

finding intrusions based on the system level behaviors. In the first two chapters of this

thesis, we address subtask (a). More specifically, we propose solutions for finding the live

Command and Control (C2) servers and their network fingerprints. Identifying live C2
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servers is a critical capability because then we can simply block traffic to/from these servers

at the network perimeter and protect against the attacks. This is essentially important for

IoT devices that can not afford to install endpoint security solutions such as an AntiVirus.

In addition, robust (not regularly changing) network fingerprints allow intrusion detection

systems to find C2 activity even if the C2 server quickly moves from an address to another.

In the third chapter, we answer the question of how data flow analysis can be employed

in intrusion detection systems designed based on subtask (b) efficiently? In particular, we

provide a solution that can efficiently trace the flow of a command received from the C2

throughout the entire system.

The first chapter of this thesis presents the design and implementation of our

holistic IoT malware analysis engine C2Miner1. As inputs, C2Miner, receives a set of

IoT malware binaries, and an IP space that is suspected to host IoT malware C2 servers.

C2Miner outputs the list of live C2 servers, and network fingerprints based on the observed

C2 traffic. These addresses and the fingerprints can later be used for intrusion detection.

C2Miner assumes no information is available about the input binaries and the IP space.

More specifically, we neither know on what platform the binary can execute on nor what

malware family it belongs to. Furthermore, we don’t know about the malware network

fingerprints and/or how the malware can communicate with its C2 server. Moreover, no

information is available about the IP space a priori; we neither know what kind of C2

server it may host, nor any sample communicated traffic with that IP space. While these

assumptions make the problem harder to solve, they will make the application more practical

1C2Miner is an extension of CnCHunter[35], and in this thesis we only focus on C2Miner.
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as the analysis engine can function with zero a priori knowledge as long as the inputs are

available.

There has been limited work addressing the problem in the way we have framed

it here. We can classify related efforts in the following groups. First, several efforts study

the behavior of IoT malware [11, 46, 50, 31, 32, 82]. None of this prior work addresses the

problem of dissecting C2 communication protocol automatically and generally when the C2

server of a malware sample is not live that is a common case. Second, studying the network

trace of malware has been the subject of much related work [37, 64, 48]. These efforts have

visibility only to the sample network trace that they have access to. In other words, they

can not find the C2 communications that have not been made yet to their sample network.

Third group of work is the most relevant work to what we do where they do active probing

[11, 42, 75, 97]. The main problem with this group of work is that they can not always

handle the communication protocol when there is encryption. We discuss previous work in

detail in their relevant chapters.

C2Miner workflow consists of four steps. First, C2Miner activates the binary in a

sandbox environment that emulates IoT devices. This step includes statically finding the

CPU architecture for the malware, and initializing an execution environment that emulates

IoT devices. Next, C2Miner profiles the malware behavior by storing the system call traces

and the network traffic. It then analyzes the network traffic and finds the C2 address

that the malware tries to communicate with. In the next step, C2Miner Man-In-The-

Middles (MitM) the C2 traffic to the addresses of choice (the input IP space). Finally,

if the communication with the target addresses is successful, the communicated traffic is
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dissected to a pattern that later can be used as a fingerprint for detection of the samples

of the malware family.

We address significant challenges towards developing C2Miner. Firstly, we build

our in-house sandbox environment for IoT malware analysis. The previous systems such

as Cuckoo do not support IoT malware emulation. For successful activation of the IoT

malware, not only the underlying CPU architectures should be supported but also the

filesystem should emulate the common IoT devices filesystem. Second, finding the C2

address that the malware tries to communicate with from the generated traffic is not trivial;

Megabytes of traffic are generated per second and often more than 99% of the traffic is

non-C2. Third, weaponizing the malware so that it can be used for searching live C2

servers in an IP space is challenging. IoT malware families use different application layer

(based on TCP/IP mode) protocols, and sometimes they use encryption. Henceforth, MitM

should be done at the lower levels, and as far as we know we are the first to propose and

develop a robust solution to MitM C2 traffic at the IP level. Finally, developing a generic

fingerprinting approach that is resilient to the encryption and independent of the application

layer is novel.

Our evaluation shows that C2Miner is accurate. We are able to activate 90% of the

samples that we analyze. We have also a 90% precision in finding the sample’s C2 address

given that it is activated. In addition, our MitM based probing using malware samples can

distinguish benign addresses from the C2 with a 86% F1 score (100% precision, and 75%

recall). We further show that our fingerprints are unique, and can accurately indicate IoT

malware C2 activity.
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In the second chapter, we conduct a large-scale study of the live C2 servers. We

deploy an automated system based on the C2Miner for a period of 1 year. We are interested

in three main categories of IoT malware traffic: (a) its C2 server communication, (b) its

proliferation techniques, and (c) its attacks as they are being launched. This comprehensive

profile can help: (a) secure the network, through firewall rules, (b) harden the security of

the device, and (c) provide intelligence of attacks as they launch.

We face a few challenges in conducting such a large scale study. Firstly, every task

needs to be automated. The system needs to automatically collect samples for analysis,

scan IP subnets and then extract communication information. Nevertheless, these are

mainly engineering details. Secondly, we need to extract the communication payloads that

aim to infect another device, a.k.a exploits, and then map them to the already disclosed

vulnerabilities. Thirdly, we need to identify the commands from C2 servers that start a

DDOS attack, and then profile the DDOS attack as it is being lunched.

In the third chapter of this thesis, we shift our focus from the network behaviors

to system level behaviors. Chapter 3 tries to answer the question of how data flow analysis

can be employed in intrusion detection systems efficiently? Given a network command,

data flow analysis is interested in finding how the command flows through the system a.k.a

taint analysis. This data flow analysis allows us to automatically find signatures that can

indicate intrusions. A main barrier in doing so in Intrusion Detection Systems is the taint

analysis overhead when performed at the system level. At minimum, this overhead for our

analysis engine would be 6 times.
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We propose an elastic whole-system dynamic taint analysis approach, and imple-

ment it in a prototype called DECAF++ [36]. Elastic whole-system dynamic taint analysis

strives to perform taint analysis as least frequently as possible while maintaining the preci-

sion and accuracy. The idea is that the taint analysis does not need to be activated if the

system is in a safe state; CPU registers do not contain a tainted value. Although this idea

has been previously explored for process level taint analysis [84, 17, 55, 51] the challenges

for application in system level taint analysis has not been addressed before. Furthermore,

our solution is purely software based and correlates the performance degradation with the

taint analysis load, a feature that we call elasticity. We believe this elasticity feature makes

application of taint analysis in intrusion detection systems possible.

Overall, this thesis provides significantly novel approaches, tools and knowledge

as to how IoT malware behaves. As a result, our work can be seen as a fundamental step in

understanding IoT malware behavior, which can lead to better defenses in terms of detecting

and containing the associated IoT malware damage.
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Chapter 2

C2Miner: Tricking Malware

Binaries into Revealing Live C2

Servers

Identifying Command and Control (C2) servers is a critical capability in the battle

against botnets, and in particular against botnets targeting Internet of Things (IoT) devices.

As the name suggests, C2 servers control their bots and orchestrate malicious activities,

such as Denial of Service (DoS) attacks. Once the C2 servers of malware are known, we can

mount a defense to contain its proliferation and damage. For example, the defense could

include monitoring or blocking traffic to these destination addresses. This is an especially

effective defense in the case of IoT devices, because they do not have enough computation

power to have sophisticated on-device defenses like anti-virus (AV) software. In addition,

we can identify infected devices within a network once we know the C2 addresses. Finally,

Internet Service Providers (ISPs) and law enforcement can block and take down these C2

servers to disrupt the botnet [73, 63].

Given their crucial role in the operation of botnets, C2 domains and IPs have

long been used as indicators of compromise (IoCs), and are part of different (commercial)
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threat intelligence feeds. Nevertheless, the effectiveness of these feeds in terms of coverage,

accuracy and timeliness is questionable [65, 18]. The issue for the domain-based feeds is

more severe, and has been known for quite some time: for example a study in 2014 found

quote “the union of 15 public blacklists includes less than 20% of malware domains” [61].

Finding C2 server addresses that are currently live is a challenging task. First,

the current practice in industry for finding the C2 servers is based on manual effort and

domain knowledge [102]. Even in academia, researchers rely on the patterns shared by

industry experts for C2 address detection [61, 78]. This is because C2 server communications

are using proprietary and increasingly sophisticated protocols, therefore automated reverse

engineering of their application layer protocols is not straightforward. Second, malware C2

servers are short lived (usually less than three days), and in the case of IoT malware do

not include fall-back mechanisms [91]. This means that by the time analysts find malicious

binaries and reverse engineer them, botmasters have most likely moved their servers to new

locations — essentially abandoning any existing binaries. This is because reviving an IoT

botnet is relatively easy, and botmasters avoid maintaining them [91].

Problem definition: How can we identify live C2 servers for a given IoT malware

binary? This is the question that lies at the heart of our work. The input is a malware

binary, and a target IP:port (hereafter target for short) space of interest. The desired output

is: (a) live C2 servers for that binary in the given IP:port space, and (b) traffic ”fingerprints”

of the C2 communication, which can be used to identify C2 servers in a network trace.

We make the overarching assumption of nearly zero a priori knowledge, which

makes the problem harder but more relevant in practice. Specifically, we assume that we
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Figure 2.1: Overview of C2Miner and how it tricks malware binaries into revealing live

C2 servers by activating them, and then redirecting the traffic to scan IP spaces of interest.

do not have any a priori knowledge about: (a) the binary (e.g., its family), (b) the targets

within the given IP:port space, and (c) actual bot traffic patterns, i.e., no existing traffic

traces. Here, the IP:port space of interest is part of the problem input and it could reflect

the space that an ISP or an enterprise owns or is interested in.

State of the art: There has been limited work addressing the problem in the way

we have framed here. We can classify related efforts in the following groups. First, several

efforts analyze the behavior of IoT malware either at the operating system or network

level [11, 50, 46, 31, 32, 68, 82, 94, 91]. These approaches develop behavior models but

do not attempt to find live C2 servers, especially servers that are not contacted directly

by the malware. Second, several efforts analyze network traces and develop methods to

find botnet traffic [48, 47, 37, 64]. These are passive efforts and different from our active

probing goal. Third, several approaches probe the Internet in pursuit of finding live targets

[42, 11, 75, 97], but they follow a different approach to ours. They attempt to imitate a bot

by replaying traffic or reverse engineering the protocol, and as a result they cannot handle
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sophisticated and complex communication protocols, as we explained earlier. Finally, the

most relevant related work tries to engage with the malware and reveal its alternative C2

servers [78, 74, 43]. Unfortunately, these methods are not as applicable to IoT botnets,

which have a disposable nature and rarely use alternative C2 addresses [91]. We discuss

previous work in detail in section 4.1.

Contributions: We propose C2Miner, a systematic probing approach for discov-

ering live C2 server for given a malware binary with zero a priori knowledge. The novelty

of our approach is that we fool the malware twice: (a) we get the malware to activate

in a sandbox and start searching for its C2 server, and (b) we perform a Monkey-in-The-

Middle (MitM) attack on the C2-bound traffic, which we redirect to C2 candidates within

the target space of our choice. To substantiate this approach, we develop novel algorithmic

solutions to: (a) disambiguate the C2-bound traffic initiated by the binary, (b) determine if

a target IP is indeed a C2 server, and (c) fingerprint and cluster C2 communications, which

is necessary for exploration at scale. In particular, we introduce a grammar-based method

to model and fingerprint the C2 communication. We provide our code as a public GitHub

repository with an open-source license (withheld for anonymity).

To summarize, the key contribution of our work is proposing and demonstrating

the feasibility of our MitM-enabled active probing approach that “weaponizes” the malware

binary turning it into a “spy”. By contrast, most previous efforts that redirect malware

traffic “sink” it into a fake server [78, 74] and do not use it for actively probing real potential

candidates. In some cases [43], the malware is used to reveal its referred C2 server, but

without combining it with the MitM approach that we use here.
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We evaluate our approach by building a working prototype and using 1447 binaries

to explore a space of 3M IP:port combinations. Our key results can be summarized in the

following points:

• We disambiguate C2-bound traffic accurately. We propose an algorithm that

can distinguish C2-bound traffic from other traffic (i.e., other malware activity, such

as scanning and exploitation) with 92% precision.

• We determine C2 servers accurately. We develop an approach that can identify

C2 servers among benign web servers with an F1 score of 86%. To achieve this, we

introduce a grammar-based approach for characterizing the communication between

bots and C2 servers.

• We show that we can utilize old binaries to discover current live servers.

We provide initial indications of the promise of our approach by activating two six-

month-old binaries to identify six live servers within a six day of probing 1,536 IP

addresses on 12 ports. In addition, we find that 84% of pairs of malware in our

dataset can interchangeably talk to the same C2 server.

Open-source and data sharing. We provide our code as a public GitHub

repository with an open-source license (withheld for anonymity). We are committed to

enabling and collaborating with the security community in the search of powerful tools

against cyber-crime. In addition, we make our datasets and ground truth available to

facilitate further research.

Our work in perspective: Our goal is to establish C2Miner as an impactful

capability in practice. We ambitiously expect C2Miner to be deployed at scale and widely
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by security companies and ISPs, although the purpose of this work is to show the feasibility

and value of our approach. To ensure effective deployment at scale, several challenges need

to be addressed that discuss in section 2.5.

Ethical considerations: We discuss our efforts to adhere to best practices and

meet ethical standards in subsection 2.1.5.

2.1 Design & Implementation

We start by describing the architecture of C2Miner, which is shown in Figure 2.1.

Recall that C2Miner takes as an input one or more malware binaries and a target IP:port

space to explore. For ease of presentation, we discuss the operation of C2Miner in the

following four steps: (a) activating the binary, (b) disambiguating C2-bound traffic from

other traffic, (c) launching a MitM redirection of the C2-bound traffic to a target address,

and (d) determining if the responding target is a C2 server. The sandbox component is in

charge of the binary activation. The profiler component oversees the disambiguation and

the determination functions above. The MitM component implements the redirection of the

traffic to the target IP address. In the following subsections, we describe how each task is

accomplished.

Note that, a significant contribution of our work is our grammar-based fingerprint-

ing capability. In our context, fingerprinting refers to the detection of a remote network

service based on its network footprint. We discuss this in section 2.2 in order to streamline

the flow of the paper. We use this capability in two ways. First, it is used by the profiler

for determining the existence of a C2 server. Second, it is used to cluster binaries based
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on their type of interaction in order to optimize a large-scale deployment of C2Miner as we

discuss in section 2.4.

2.1.1 Binary Activation

We need to overcome three challenges in order to activate an IoT malware binary.

By activation, we mean driving the malware process execution to a point where it generates

network traffic. First, the binary must be executed on the corresponding CPU architecture.

We statically analyze the binary in order to find the right architecture for execution. If the

binary is packed, we unpack it using well-known packers (like UPX). If we can not determine

the CPU architecture after unpacking statically, we iteratively execute the binary on every

CPU architecture that we support until the binary is activated, or we exhaust all options.

Second, we need to identify a virtual environment. Executing a malware on ac-

tual IoT devices is not feasible: there are many IoT devices and given our zero knowledge

assumption, we would not know which device it targets. In contrast, a virtualized environ-

ment allows us to instrument the execution, and efficiently analyze the malware. However,

failures could happen because sometimes an instruction is not supported by the virtualiza-

tion engine. Our sandbox emulates the malware execution using QEMU [13], and as we

report in subsection 2.3.3, QEMU performs very well.

Third, the execution platform should be configured properly for the malware to

activate. By configuration, we mean the operating system and the filesystem. For instance,

if the malware looks for a specific file, the absence of that file would result in the early termi-

nation of the execution. We use RiotMan [32], an open source tool, for this purpose, which

provides us the appropriate configuration. We report our activation rate in subsection 2.3.3.
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We highlight some implementation details of the binary activation process. C2Miner

automatically copies the malware executable to the filesystem in the start-up script direc-

tory, and starts the input malware emulation. The profiler component stores the logs for

analysis by other components. It logs network traffic, and the system call traces. The

former provides us the data for C2 communication analysis, while the latter allows us verify

the correctness of the emulation. For logging, we use strace and the QEMU traffic record

functionality. Our emulator executes the malware with the strace logging enabled. For

network traffic collection, we enable QEMU network bridging functionality, and record the

traffic in pcap format. Finally, to communicate with the candidate addresses, the guest

(the virtual machine that the malware runs on) needs an active Internet connection, so we

activate IP forwarding on the Linux host. We also activate the ARP proxy configuration

and NAT the traffic to the outside world.

2.1.2 Traffic Disambiguation

Traffic disambiguation aims to distinguish between the C2 and non-C2 traffic that

the malware generates. The C2 traffic is only a small percentage of all the traffic that the

malware generates. Worm-like malware like IoT malware tries to infect other devices, and

hence it generates scanning and exploitation traffic. In addition, there might be random

traffic, for instance, for checking Internet connectivity on the infected device. The profiler

of C2Miner finds the C2 address (IP:port or DNS) that the analyzed malware tries to

communicate with among all the traffic that it generates.

To identify C2 traffic, we developed the Disambiguate-C2-Traffic algorithm il-

lustrated in Algorithm 1 (and implemented it using Python’s pyshark library [56]) that
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Algorithm 1 Disambiguate-C2-Traffic

Input: Packets

Output: Scores ▷ for IP:ports

1: TargetStats← {} ▷ A hashtable tracking the number of connections to each target

(ip:port or DNS).

2: Ports← {} ▷ A hashtable tracking the number of times a destination port is seen.

3: Scores← [] ▷ A list of targets with their C2 likelihood score.

4: for each pkt ∈ Packets do

5: if Approved(pkt) == TRUE then

6: target← Get Target(pkt)

7: Update Target(target, TargetStats)

8: Update Ports(target, Ports)

9: for each target ∈ TargetStats do

10: if is DNS(target) and not White list(target) then

11: Scores[target]← Calc DNS Score(target)

12: if is IP (target) then

13: Scores[target]← Calc IP Score(target, Ports)

14: Sort Desc(Scores)

15: return Scores

analyzes the generated traffic from the guest. The algorithm analyzes every target and

assigns a score that shows the likelihood of a target being a C2 server. We use the term

“target” to refer to either an IP:port tuple or a DNS address. The algorithm consists of

two main parts: (a) quantifying the communication activity, and (b) assigning a likelihood

score to the targets.

Part 1. Quantifying activity. As a first step (lines 4-8), we analyze each packet

and count the number of times targets (IP:PORT or DNS) and ports are contacted. We

assume the malware uses TCP for C2 communication, which seems to be the preferred pro-

tocol [74], although we note that extending our approach to UDP is a matter of engineering

effort. We filter out the traffic from unrelated protocols: ICMP, DHCP, ARP and NTP at
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line 5. Although there are records of using ICMP and NTP in covert channels, we do not

find such instances in IoT malware and we ignore it for now.

For IP:port targets, we count the number of packets to those targets. Our insight

here is that a binary will exchange a large number of packets with its C2 server. We

anticipate that even if the C2 is not alive, the malware will most likely attempt to connect

multiple times.

For DNS-based targets, we consider two cases. If the DNS resolution succeeds,

then we focus on the resolved IP:port tuple. If it fails, we count the number of times the

DNS queries fail. This is based on the observation that a blocked C2 DNS address would

not resolve, and hence there will not be a connection to an IP address.

Part 2. Calculating the C2 likelihood score. Having completed the first

part, we can calculate the likelihood score for each target (lines 9 to 13).

First, for DNS-based addresses, we check the reputation of the domain. To reduce

false positives, we eliminate well-known domains by using the top X (X=1,000 in our case,

but is configurable) number of domains based on the Alexa ranking. Note that we check the

reputation of the entire DNS address, and not only the second level domain (e.g., Microsoft’s

reputation and ranking is different from its subdomains). This means that a cloud-based

C2 address (e.g., hosted on Microsoft or Amazon) would not have necessarily equally high

reputation. If the DNS address passes the reputation check, the score is the number of

times it was queried.

Second, for IP:port-based targets, we assign a score that considers the activity for

both the target and the port by relying on two insights. The first insight is that a bot will
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have regular communication with the C2 server, so the higher the number of packets sent

to an IP:port pair, the higher the likelihood it is a C2 server. The second insight is that

a port number used for the C2 server is different from that used for other bot traffic, such

as proliferation (scanning and attacking other devices). In this case, the same port will be

used across many different IP addresses. So the higher the number of IP addresses that

are being contacted at a specific port, the lower the likelihood that a communication at

that port is towards a C2 server. These two insights can be quantified in many different

ways. Here, we opted to start with the most straightforward way that does not require any

additional parameters such as weights. We calculate the score of an IP:port pair as the

number of packets to that IP:port divided by the number of times the port was used. This

formula works well in practice as we show in subsection 2.3.3.

2.1.3 MitM-enabled Probing

The task of the MitM component is to redirect the malware C2 traffic to candidate

targets which are given as inputs. The traffic redirection results in traffic exchange between

the malware and the target that later can be used to determine whether the target is a

C2 server. Note that this component assumes that Algorithm 1 has already identified the

C2-bound traffic. We discuss below how the MitM component handles IP:port-based and

DNS-based targets.

a. IP:port-based targets. Here, we want to replace the IP and port of the

C2 server that the malware wants to reach with that of the candidate server. In our case,

implementing this functionality is non-trivial: as using the readily available NAT functions

at the network perimeter would not be sufficient, we moved the address manipulation to the
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guest level. We used the Linux iptables, which we adapted to work in our case, as following.

In the NAT mode, iptables allows altering the packets as soon as they come in and/or as

they go out from the network proxy. In neither of these cases, redirecting traffic to another

IP address is allowed on iptables installed at network perimeters. That said, iptables can

change a destination IP and port address if the traffic originates from the proxy itself. For

this reason, we rely on the guest’s (infected machine) iptables to provide the redirection.

Interested readers can refer to our GitHub repository for further technical details.

b. DNS-based targets. For DNS-based addresses, we take a different approach.

Operating systems use different DNS resolution methods. Linux starts by looking up the

DNS address in a host file that maps DNS names to IP addresses and uses other methods

only if this method fails (although the order can be modified). We take advantage of this

process, and modify the host file (/etc/hosts) of the guest machine that would map DNS

addresses to IPs. We add an entry that maps the C2 DNS address to the candidate address,

similar to the IP case, which we look up. Doing so, the traffic is redirected to the candidate

address.

2.1.4 C2 Determination

One of the profiler component’s tasks is to determine whether a target is a C2

server based on its traffic exchange with the malware. This problem can be solved if we

have a priori knowledge about the application protocol used by the malware, however, we

assume such knowledge is not available. If traffic samples of communication with the C2

server is available, some knowledge can be drawn through the analysis of the traffic and the

problem can be solved differently.
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We propose two methods: (a) SYN-DATA-aware, and (b) Fingerprinting-aware.

In the next section, we present a fingerprinting method that, among other applications, can

determine whether the target is a C2 server under the assumptions of having C2 traffic

traces. We compare the two methods’ accuracy in subsection 2.3.4.

The SYN-DATA-aware method. The solution that we present here is inde-

pendent of the application layer protocol used by the malware and works even in the case

of encryption at the application layer. Our solution is based on the insight that if a target

is a C2 server, it should engage with the malware in a ”meaningful” way. Establishing what

communication is meaningful is a key task of the profiler component. A meaningful or suc-

cessful connection could imply different behaviors for different application layer protocols.

Assessing success based on the network level features derived from the transportation layer

satisfies the assumption that no a priori knowledge about the application layer protocol is

available.

Determining meaningful communication at the transport layer is a challenging

task. On the TCP transport layer, a successful connection completes the handshake. How-

ever, a successful handshake does not always indicate a successful connection (at the appli-

cation level). After the handshake, endpoints might immediately close the connection by

sending RST/FIN flags or even by silently not responding back. Alternatively, an endpoint

might respond with a packet informing the target about an error at the application level.

For instance, in response to an invalid HTTP request, the server might respond with a “400

Bad Request” error code. It should be noted that these are all possible scenarios since
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we redirect a malware sample’s C2 traffic to a candidate that might or might not be a C2

server.

We reduce the problem of determining whether the target is a C2 server to whether

the communication succeeds or fails by assessing transport layer features. If the communica-

tion fails, regardless of the reason for the failure, we find that malware insists on retrying to

connect to the server. To illustrate this, consider an analogy to the human communication.

If two individuals do not understand each other’s language, they restart the conversation

and repeat themselves. Similarly, if a candidate address listens to our contacted port, but

it does not speak our malware application layer protocol, it restarts the connection. We

can identify this behavior by looking at the number of times the SYN flag is set for a

particular candidate. This approach is error prone in case malware constantly closes the

connection to a port and re-opens it. However, such cases seem rather rare, as we discuss

in subsection 2.3.4.

If the communication is successful based on the number of SYN flags, we check

for exchange of data between the malware and the candidate to further assess the com-

munication success. In general, the malware does more than completing the handshake; it

will send data to the C2 server. This could be a simple “PING” command, but still it is

a payload for the TCP layer. In response, the server also does more than acknowledging

the packet; again, this might be only a few signature bytes, although in some cases the C2

server might not respond with data. Regardless, we find that looking for exchange of data

increases the precision because false positives are rare (see subsection 2.3.4).
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In summary, for C2 determination, we check whether the number of times the SYN

flag is set is lower than a threshold (=1 by default), and if there is exchange of data packets

between the malware and the C2 server. Interested readers can see our GitHub repository

for further technical details.

2.1.5 Ethical Considerations

We adhere to an ethical code of conduct and best practices for executing malware

and interacting with live servers [86]. First, we do not violate anyone’s privacy, as we never

deal with any personally identifiable information. We only measure properties of devices

(publicly accessible servers) and the services that run on them. Second, our measurement

study is light-weight and we does not increase in any significant way the load on servers

or the traffic on the network. Third, we take all possible measures to limit any potential

harm. We only let C2 traffic communicate with real servers, and we filter out traffic that

goes to any destination other than the C2 server. In addition, C2 traffic initiated by the

bot towards the server is focused on establishing a communication, so it is not harmful.

Fourth, even as the malware running in our sandbox temporarily joins a botnet, we are

vigilant and have filters in place to recognize: (a) C2 commands that could instigate an

attack, and (b) outgoing filters to block any suspicious or potentially harmful traffic. More

specifically, we use SNORT IDS to detect and prevent malicious traffic from leaving our

network. Furthermore, we have techniques in place to contain malicious traffic in each of

our experiments:

a. Detection of C2s: Using Algorithm 1, which we use to detect C2s, is done in

isolation. Thus, this analysis does not interact with the Internet, as we “fake” connections to
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the malware in the sandbox. For sophisticated binaries that check for Internet connectivity,

we deploy InetSim to simulate services like DNS and http.

b. Observing C2 traffic:: Having identified the signatures of C2 communication

in the previous step, we filter out any communication of the malware with the outside except

connections to the C2 server. We record the C2 traffic, reverse engineer it, and do not allow

malware to talk to any other target (except the C2).

c. Probing IP subnets: We only allow harmless C2 communications like “Call-

Home” messages to interact with potential C2 servers. We have manually analyzed sample

traffic traces and we have not found any cases of non-C2 communications. Our target

subnets were small /24 subnets with a history of malicious activity. We do not send probes

if the host does not listen on a port. On live ports, we filter out hosts that present a

well-known banner (such as Apache or Nginx).

2.2 Grammar-based Fingerprinting

How can we profile the bot-to-C2 server interaction at the network level? This is

the question that we are trying to answer in this section. We want to find communication

patterns that are uniquely indicative of C2 communications, and at the same time robust

to variations and noise. To do so, we propose to model the network flow as a dialogue and

model it using a grammar. At the network level, if we look at the dialogue, we can see the

following features that depend on the applications (vs. the operating system):

• The number of send/receive pairs between the endpoints. Similar to a dialogue, the

communication is in the form of request/response pairs. For instance, just like “Hi”

answers to a “Hi,” a “PING” or a “PONG” is a response to a “PING.”
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• The order within the send/receive pairs. Is it the client who initiated the exchanged

pair or the server? Please note that this is independent of who first initiated the flow.

The order within each pair can change at any time. A dialogue can go quiet, and each

of the participants can start a new send/receive pair.

• The termination control flags (if any). This helps us better understand how the

connection terminated. Was it because the connection was interrupted by the network

(or operating system)? Was there an error etc.?

At a high level, we summarize the flow by capturing: (a) its beginning and end, (b)

its adherence to TCP flow rules, and (c) properties of its packets. We design a grammar G

that models the raw traffic to a “phrase in this language” based on the above observations.

Formally, we defineG = (N,Σ, P, F low), whereN = {Flow, F lowBody,DataPacket,

ControlPacket, F lags, Sender,Attributes} are the non-terminals symbols, and Σ = {handshake,

client, server, ack, synfin, rst, attr∗} are the terminals symbols (we explain attr∗ below).

Note that Flow is the start symbol. The production rules set P consists of the following

rules:
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Flow −→ handshake F lowBody (2.1)

FlowBody −→ DataPacket F lowBody (2.2)

FlowBody −→ ControlPacket F lowBody (2.3)

FlowBody −→ ϵ (2.4)

DataPacket −→ Sender” ”Attributes (2.5)

ControlPacket −→ Sender” ”Flags (2.6)

Sender −→ client|server (2.7)

Flags −→ Flags F lags (2.8)

Flags −→ ACK|SY N |RST |FIN (2.9)

Flags −→ ϵ (2.10)

Attributes −→ attr∗ (2.11)

a. Summarizing a flow. Any flow starts with the start symbol Flow and

expects to ”see” a TCP handshake captured by our terminal symbol ”handshake”. This

symbol corresponds to the three TCP packets: the client sends a packet with the SY N flag,

the server responds with SY N and ACK flags and finally client sending an ACK. The

rest of the flow consists of control or data packets from the endpoints denoted by ”Sender”

non-terminal and the client and server terminals. In our malware analysis, client is the

malware and the server is the C2 server. Please note that sometimes for better readability

(and to save space), we use the symbol ”—” (corresponding to logical or) to present two

rules in one line.
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b. Summarizing each packet. Our grammar provides the ability to profile

each packet in the flow using the symbol Attribute and attr∗. Defining what are the

right properties of packets can adapt to the sophistication of the malware. For example,

the attributes can be a vector of values that could include packet size, byte entropy, or

the appearance of a string in the payload. The two latter attributes require deep packet

inspection.

Our selection of attributes was driven by two considerations, we wanted to: (a)

avoid deep packet inspection to increase its practicality, and (b) show the promise of the

method. The former consideration suggests that only network headers are available. From

a deployment point of view, this allows network devices to quickly process the packets, and

also allows data sharing because of alleviated privacy issues. Another advantage is that

packet headers are not affected by encryption at the application layer.

Consequently, we define attr∗ in (11) to be simply the length of the packet. In

section 4.5, we show that this attribute works sufficiently well with our dataset and the

current sophistication level (or lack thereof) of the malware. However, in the future, we

will consider additional attributes.

The best way to understand the grammar is through the examples illustrated in

Figure 2.2. We use orange for control packets, yellow for data packets from the client and

green for the server data packets. In these examples, ”H” stands for the TCP handshake.

The first example shows that after the handshake, the client (the malware) sends 11 bytes of

data to which the server responds with 4 bytes. At the end, the communication terminates

with 1 byte of data from the client. In the second example, the sever sends a packet with

25



H . CLIENT_2 SERVER_13 SERVER_FIN_ACK. . CLIENT_FIN_ACK.

H . CLIENT_11 SERVER_4 CLIENT_1. .Example 1:

Example 2:

Figure 2.2: Two example phrases in our language: H is the TCP handshake, afterwards the

client and server exchange packets of x bytes (CLIENT X and SERVER X, respectively).

the FIN flag set at the end, and the client acknowledges this and also sends a packet with

the FIN flag set.

c. Transforming flows into a “string” of the grammar. We take as input

a traffic pcap file, and our goal is to transform each network flow between the malware and

a destination into a string in our grammar. Note that the malware is always one of the

communicating entities.

The process still hides several subtleties that we discuss here briefly. First, the

traffic does not need to be restricted to a single flow, and it might contain multiple flows

to the C2 server. This is because the traffic might be captured as the result of executing

the malware several times, or because the malware opens and closes its connection to the

C2 periodically. Second, we remove erroneous packets from our trace, i.e., packets that are

not “part of the dialogue.” In practice, these are packets that are not acknowledged by

the other endpoint or re-transmissions of the same packet. This could be in the handshake

process, or after the connection establishment. Finally, based on the features we mentioned

earlier, we generate a string in our grammar from the remaining packets. At the end of our

transformation phase, we have one string per flow between the malware and each destination

of interest.
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d. Comparing strings of the grammar. Given two strings in our grammar,

we can quantify how similar they are using a distance function. In fact, to increase the

robustness of our approach, we use clusters of strings, which we discuss below. A cluster of

similar fingerprint strings based on a distance function indicate recurring patterns.

e. Clustering communication patterns. Clustering the transformed traffic

in form of strings in our language can help us find common patterns, which we refer to as

fingerprints. These fingerprints can be used in several applications beyond the scope of

this paper. Here we use it to: (a) determine if a target is a C2 server, and (b) optimize the

deployment of C2Miner, as discussed in section 2.4. Our goal is to select a representative

subset of binaries for probing a target space, such that we discover the same C2 servers

as if we had used all the binaries. In essence, we can find malware clusters based on the

similarity of their communication patterns.

For a given set of binaries N , we want to compare the similarity of their flows

to their respective C2 servers. Formally, the input to the clustering algorithm is a set

S = {S1, S2, S3, ..., SN} where each Si is the set of network flows for binary i to its C2

server represented by strings fi in our grammar, Si = {f1, f2, f3, ..., fP }.

We use hierarchical clustering which gives us the ability to study the clusters at

different levels of granularity. Here, we use the hierarchical k-means algorithm, which seems

to work well for our applications. For the distance function, we use the Jaccard distance

based on the output of the Longest Common Sequence (LCS) algorithm of two flows fi

and fj . LCS(fi, fj) will be used to calculate the intersection length. In order to calculate

the union size, we define Length(fi) as the total number of sender chunks in our grammar.
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Since a sample’s communication with the C2 could extend to multiple flows, the formula

below accounts for these cases:

I(S1, S2) =

|S1|∑
i=1

|S2|∑
j=1

LCS(fi, fj) (2.12)

L(Sr) =

|Sr|∑
i=1

Length(fi), r = 1, ..., N (2.13)

Jaccard(S1, S2) =
I(S1, S2)

L(S1) + L(S2)− I(S1, S2)
(2.14)

Usage and practical considerations. In subsection 2.3.5, we discuss the choice

of parameter k and the seeds for the k-means algorithm. We also discuss how homogeneous

the clusters are in practice. In subsection 2.3.4, we use our grammar-based method to

fingerprint the communication behavior between the malware and likely C2 servers and we

compare these string with that of known C2 servers. There, we report a fingerprint match

under the condition that LCS returns a string that contains exchange of data from both

endpoints.

2.3 Evaluation

In this section, we first describe our preliminary experiments with 10 IoT malware

families characterize their communication protocols. We then evaluate our approach by

answering the following questions:

(Q1) How accurately can we disambiguate C2-bound traffic from other malware traffic?

(see subsection 2.3.3)

(Q2) How accurately can we determine that a probed target is indeed an active C2 server?

(see subsection 2.3.4)
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Type Breakdown LOC

Language
Shell

Python

636

2,897

Components

Sandbox

MitM/Probing

Profiler

Other

1,239

553

1,231

510

Table 2.1: LOC breakdown of the C2Miner implementation.

(Q3) Can our grammar-based fingerprinting help distinguish different families of malware?

(see subsection 2.3.5)

(Q4) What is the likelihood that two binaries from the same malware family speak the

same dialect, i.e., can communicate with the same C2 server? (see subsection 2.3.6)

This area of research is notorious for having limited to non-existent benchmarks and ground

truth, despite several studies in this direction [94, 91]. Thus, we are left to create our own

ground truth, which we will make available to the community. We start by discussing

our general data collection strategy, and then detail the creation of ground truth in the

respective section for each question separately.

Implementation and experimental setup. We implemented C2Miner in roughly

3,500 lines of code (LOC) in Python and Linux Shell scripts. More details about the effort

breakdown can be found on Table 2.1. For the evaluation we use an x86-64 virtual server.

Our machine has 4 Intel(R) Xeon(R) CPU E5-2686 v4 at 2.30GHz, and 16GB of RAM. It

is running an Ubuntu bionic 18.04 AMD64 operating system.
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Malware Communication Details

Gafgyt Custom PONG command is communicated via IRC, and others are

text commands.

Mirai Custom All C2 commands are custom binary based.

Lightaidra IRC All C2 commands are wrapped inside IRC PRIVMSG (pri-

vate) messages.

Remaiten IRC Similar to Lightaidra but commands are different.

Lizkebab Custom Similar to Gafgyt but commands are different.

LuaBot Encrypted payload Uses MatrixSSL library for payload encryption.

Tsunami IRC All C2 commands are wrapped inside IRC NOTICE mes-

sages.

BASHLIFE Custom Similar to Gafgyt but commands are different.

Table 2.2: Application layer communication protocol of reputable IoT malware families.

2.3.1 IoT Malware Communication Protocols

We conducted a small-scale manual study to gain a basic understanding of IoT

malware communication protocols, i.e., the interaction between a bot and its C2 server. In

this exploratory study, we analyzed the communication protocols of 10 IoT malware families

based on their source code found on GitHub. Table 2.2 shows a summary of the application

layer protocols for each family.

a. The bad news. We observe that communication protocols vary significantly

between families. As a result, a binary of one family will most certainly fail to interact with

a C2 server of another family.

b. The good news. The protocol tends to remain nearly identical for binary samples

of the malware family. This implies that old malware samples could potentially be used to

scan the Internet for new live C2 servers of the same family, which we we also corroborated

in section 2.4.
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These insights suggest that C2Miner could work reasonably well in practice as long

as we have access to arbitrary binaries of a specific family of interest, even if these binaries

are not the latest versions.

2.3.2 Malware Dataset

For our study of live IoT malware and evaluation of C2Miner we collect binary

samples from MalwareBazaar [6] and VirusTotal [4] on a daily basis. We focus on the

MIPS architecture since it is a common platform for IoT devices, and the least explored

architecture by the security community [32]. MalwareBazaar tags binaries as MIPS, while

for VirusTotal, we query elf samples and filter for “mips” keyword. Later, in our static

analysis stage, we only analyze MIPS 32B Big Endian samples that have C2 based com-

munications (not P2P malware). To further validate that the binary is malware, we expect

at least 5 engines to identify the sample as malicious (using the query fs:1d+ type:elf

positives:5+ mips), which is aligned with established best practices [105].

To achieve greater variability, we collected binaries during four different phases

over the span of one year: Mar 29, 2021 to Apr 5, 2021 (P1), Jun 6, 2021 to Aug 11, 2021

(P2), Oct 25, 2021 to Nov 1, 2021 (P3), and Nov 10, 2021 to Mar 16, 2022 (P4). On average,

we collect roughly 4 new MIPS binaries a day during our collection phases.

The union of all the samples that we collected is DAll. A summary of all our

datasets is listed in Table 2.3. We initiated 3M exploration requests to 150K IP addresses

over the course of our 24 weeks study period to augment and build these datasets. We

identify 20K live services (IP:port), and tricked 149 malware binaries into connecting to
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Dataset Description

DAll 1447 binaries collected in total.

Ground1 241 malware binaries used as ground truth.

Ground2 1083 binaries and their IP:port C2 address cross

verified by VT.

Ground3 202 binaries of Ground1 with a live C2 used as

ground truth.

Trace-1 230MB traffic of 49 binaries from Ground3 redi-

rected to ”talk” to 32 C2 servers in Jan 2022.

Trace-2 317MB traffic of 80 binaries from Ground3 redi-

rected to 34 C2 servers and 39 benign servers.

DFinger 202 traffic fingerprints in our formal grammar of

the 202 binaries from Ground3.

DIP 367 IP:port pairs of C2 servers verified by Virus-

Total used to filter subnets for probing.

Table 2.3: Our datasets of a total of 1,447 MIPS 32BE IoT malware samples from Mal-

wareBazaar and VirusTotal.

these addresses to prepare our ground truth. We manually checked the safety of our probes,

i.e., that they are only “Call-Home” requests and do not modify the server state.

Detection of live malware-specified C2 servers. Due to the short-lived

nature of C2 servers, we conduct the dynamic analysis on the same day we obtain the

binary to maximize our chances of finding the malware-specified C2 servers alive.

Note that C2Miner activates 90% of the binaries, which is on par with success rates

reported in earlier studies [32]. In the remainder of this work, we only focus on activated

binaries. The failures to activate were mainly due to “illegal instruction error” within the

QEMU operation, and in one instance, the malware killed itself, because it detected the

emulation environment. Improving the activation rate is part of our future work.

Obtaining C2 traffic for ground truth. In our case, having a malware binary

is the beginning: we still need to collect its C2 traffic, which is not straightforward. First,

we need a live C2 server, but they are rare and ephemeral. In fact, the malware-specified C2
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Not packed UPX Modified UPX Total

Mirai 449 273 31 753

Gafgyt 227 22 26 275

Xored 224 4 0 228

P2P 0 70 0 70

Bash 3 0 0 3

Dakkatoni 0 28 0 28

Tsunami 9 0 3 12

Lightaidra 53 0 0 53

Daddyl33t 10 0 0 10

VPNFilter 2 0 0 2

Hajime 13 0 0 13

Total 990 397 60 1447

Table 2.4: The 11 malware families and the number of binaries with different packing

techniques in our DAll dataset.

server (which the malware attempts to contact initially on its own) are usually inactive: only

49% of the samples have a live C2 server by the time they appear in our two sources. Making

things worse, many of the live servers become inactive before we finish our experiments.

In total, we were able to find 202 samples that had live C2 servers for this study,

which we refer to as Ground3. These samples generate 230MB of traffic that includes C2

communication and scanning activity.

Observation: C2 traffic is a small percentage of the overall malware-

generated traffic. In our ground-truth dataset, we find that C2 traffic is only 14.8KB

or 0.06% of the total traffic. We were initially surprised to see this, as we expected that

a newly activated malware would focus on connecting to its C2 server. This would have

made the detection of the C2 traffic easier, but, unfortunately, this is not the case.

A note on malware family coverage: In our datasets, we find binaries of 11

different malware families. Classifying a binary according to family accurately is non-trivial,

and we explain our approach below. We use AVClass2 [87] for labeling, but found that AV
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engine labels for MIPS samples to be highly inaccurate. For example, all the instances of

the Mozi family, a peer-to-peer (P2P) malware for which we observed the corresponding

traffic in our analysis, are wrongly classified as Mirai. Thus, we use crowd-sourced YARA

rules (provided by VirusTotal results) in addition to AVClass2 to identify the malware

family labels. In particular, we use the YARA rules for P2P, XORed (variants of Mirai

that use encryption, such as Fbot, Apep and Sora), Daddyl33t and VPNFilter. We do

not analyze P2P binaries (mainly Mozi) in the remaining of the work, as we focus on C2

communications, which are typically absent in P2P malware.

2.3.3 Traffic Disambiguation Precision

To answer Q1, we want to evaluate the precision of the traffic disambiguation

component, namely our ability to differentiate between C2-bound to other traffic generated

by the malware. Among all the traffic generated by the binary, only a subset of it is sent

to its C2 server. Other traffic could be towards, say a benign victim IP, as part of its

proliferation attempt of the malware. In fact, the malware can even contact an IP address

to mislead detection attempts. For example, some Mirai binaries contact 65.222.202.53,

when the appropriate activation key is not provided at run time. Interestingly, the IP

address obtained ”notoriety,” as it was arguably owned by the NSA [44], and even featured

in an xkcd comic (https://xkcd.com/1247).

Ground Truth: In absence of a benchmark, we created the Ground1 dataset

by manually analyzing malware samples and the traffic they generate. We used network

level message signatures to find the C2 servers of samples. First, we created network level

signatures based on the source code of IoT malware (Table 2.2) and the reverse engineering
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of binaries. We used the Ghidra [8] decompiler for statically reverse engineering of the

unpacked samples. If the samples were packed (we only found UPX packing), we unpacked

them first. Then, we analyzed the payload of communications of the samples in Ground1

to find these signatures. We extract the target addresses of the found signatures as C2s.

These addresses are either IP:port or a DNS name. We find that only 13% of the binaries

use DNS-based C2 addresses, and the rest are IP:port-based.

Result: We disambiguate C2-bound traffic with 90% precision. We eval-

uate our algorithm using a fine-grained method and a coarse method.

In our fine-grained evaluation, for every binary in the Ground1 dataset, the algo-

rithm returns the target that is most likely the C2 server. We compare this result with

the manually found C2s (explained above), and we report the precision of the algorithm in

Table 2.5. C2Miner has a precision of 90% in correctly finding the C2-bound traffic on the

Ground1 dataset.

In our coarse evaluation, we find the C2s of binaries in Ground2 using C2Miner

and then query VirusTotal. If VirusTotal reports the C2 address as malicious, we count the

finding as accurate. It turns out that the precision based on this method is the same as the

one with the fine-grained method in our dataset.

We looked into the reasons why our traffic disambiguation might fail for some

samples. We identified two reasons: (a) some samples employ evasion techniques that

require a command line argument for activation and in absence of the command they mislead

us by regularly communicating with a benign address, and (b) some samples do not start
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Dataset Samples Precision

Ground1 241 90%

Ground2 1083 90%

Table 2.5: Precision of C2-bound traffic disambiguation using our fine-grained method

with Ground1 and our coarse-grained method with Ground2 dataset.

communication with the C2 in our 3 minutes analysis time-span. A summary of our results

is reported on Table 2.5.

Would a static analysis of the binary provide the C2 server? We answer this

question to gauge the value that our dynamic analysis provides. It turns out that static

analysis would provide the C2 server IP address only for 30% of the binaries in Ground1. In

our static analysis, we first unpack the binaries using UPX (we only see UPX and modified

UPX packing), and then we use Balbuzard [2] for string analysis. Balbuzard can crack

malware obfuscation such as XOR and ROL.

Bonus: Some of the malware-specified C2 servers were not known.

C2Miner is able to find malware-specified C2 servers that were not known by threat intelli-

gence platforms. VirusTotal is a widely-used aggregator of security intelligence combining

threat intelligence feeds of 91 vendors. For IP:port-based C2 targets, out of the 47 live C2

servers that C2Miner finds, 17% are reported as not malicious by VirusTotal. Intrigued, we

kept querying VirusTotal and we found that this number dropped to 3% after 4 weeks. The

identification of domain-based C2 servers is even worse as VirusTotal fails to detect 57.6%

of domain-based C2 servers as malicious, and this number drops to 35% after 4 weeks. We

speculate that a contributing factor is that IoT is an emerging threat, so tools and services

around it may be less mature currently.

36



2.3.4 C2 Determination Accuracy

Now we turn to answer Q2 regarding our ability to determine that a probed target

is indeed an active C2 server. Given that we have selected the probed target, it does not

have to be a C2 server.

Ground Truth: The required ground truth here is quite unique. We need a

collection of malware binary interactions with: (a) real C2 servers, and (b) benign web and

application servers. The goal of the algorithm is to tell the two apart.

As far as we know such ground truth does not exist, therefore, we create our

own Trace-2 dataset as follows. First, we start from samples with live C2 server from the

Ground3 dataset. Second, we select /23 subnets from the C2 server of these samples; this

is to simulate the real application of C2Miner in practice. Third, we perform a light-weight

SYN stealth scanning to find the live services within those subnets. Fourth, we redirect

the C2 traffic (only safe CALL-HOME) to all live services in those subnets. Finally, we

manually analyze the contents of the traffic and decide what service the targets host.

In total, we communicate with 200 live services and receive responses containing

a data payload from roughly 37% of these live services. The live services mainly host

HTTP servers (Apache, Nginx, OrgaMon) but we find also OpenSSH, MySQL, ESMTP

and IMAP servers. The rest are communications with live C2 servers. In total, we have

malware redirected traffic to 34 C2 servers and 39 benign servers.

We determine C2 servers with 86% F1 score. We evaluate the effectiveness

of our approach based on the Precision, Recall and the F1 score. We evaluate two C2

determination approaches: (a) SYN-DATA-aware (explained in subsection 2.3.4), and (b)
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Fingerprinting-aware (explained in section 2.2). As reference, we use a simple baseline,

which assumes that a target is a C2 server as long as we receive any data response from it.

We report the results in Figure 2.3.

a. Not everything that is ”alive” is a C2 server. The baseline approach is overly

”aggressive” but it shows an interesting phenomenon. It finds all C2 server, but at the cost

of poor Precision (44%): it also identifies benign servers as C2 servers. The 100% Recall is

expected because, as we mentioned, C2 servers will respond with data packets to malware

requests.

b. Achieving 100% Precision with moderately reduced Recall. Our SYN-DATA-

aware method precision has 100% but its 62% recall is lower. The fingerprinting method,

that is assessing the target based on an expected communicated pattern, has the same

precision with an improved recall of 79%. In summary, our C2 determination based on

fingerprinting has a 86% F1 score.

We analyze the errors (FNs and FPs) of the two approaches. For the SYN-DATA-

aware, there are cases where the application wouldn’t close the socket even in the case of

error, and hence this will lead to a false positive. In the case of fingerprinting, there are cases

where a legitimate service communication looks similar to the malware C2 communication.

An example is a benign IRC server whose communication protocol is similar to that of some

malware families (see Table 2.2).

2.3.5 Clustering and Fingerprinting

Evaluating the quality of our proposed clustering approach, and the clusters, ulti-

mately depends on the application scenario. Here, we answer Q3 and evaluate the clustering
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Figure 2.3: The precision of the C2 determination approaches based on the Trace-2

dataset.

quality based on how well we can distinguish between different malware families. The idea is

to first cluster the samples based on their communication patterns, and then see if clusters

represent malware families.

Ground Truth: We require a traffic dataset of labeled malware samples’ commu-

nications with their C2 servers. As we stated before, this dataset does not exist, and hence,

we need to create it. We point out that an already existing labeled malware datasets (with

malware family labels) would not be useful because the malware should have a live C2 server

so we can collect the communicated traffic. The main challenge is obtaining communicated

traffic with C2 servers for IoT malware samples.
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We create the DFinger dataset which consists of 202 binaries and their fingerprints

starting from the binaries in Ground3 as follows; binaries in Ground3 had a C2 live server

and we were able to engage with their malware-specified C2 during the data collection. In

the DFinger dataset, each binary is associated with: (a) the family label, as we explain

below, and (b) a series of our grammar-based fingerprints of the communication with its

C2 server that we captured by collecting samples on a daily basis, and storing the raw

traffic that contains communication with live C2 servers. We then transform the traffic to

strings in our grammar as shown in section 2.2. To determine the malware family, we query

VirusTotal and combine the results with AVClass2 [87] and YARA rules, as discussed in

subsection 2.3.2 and summarized in Table 2.4. We consider the family label of a YARA

rule, if such a rule exists for the sample. If not, we rely on AVClass2: AVClass2 reports

two labels for nearly half of the samples but we consider the one reported by the majority.

Result: Clustering binaries into malware families based on their com-

munication patterns. We hierarchically cluster the C2 traffic based on the method that

we explain in section 2.2. We choose the seeds randomly, and we observe that the choice

of k has minimal effect for k > 4; they always converge to the same four clusters; we select

k = 5. The malware family labels of the four clusters is shown in Table 2.6. The clustering

seems to capture the behavior of families of malware reasonably well, but not perfectly.

For example, the majority of the binaries of Gafgyt, XORed, Lightaidra and Tsunami fall

into clusters C1, C2, C3 and C4 respectively. At the same time, Mirai seems to be spread

among all four clusters. Roughly half of the Mirai samples fall into C2 which is also the
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dominant cluster for XORed. This makes sense as XORed consists of variants of Mirai with

encryption.

Result: Some families use multiple distinct communication protocols.

The match between clusters and families is not perfect. We were intrigued: why do com-

munication protocols from the same malware fall into different clusters? It turns out that

our profiling captures an interesting phenomenon: malware of the same family sometimes

use different C2 protocols.

Understanding Daddyl33t. We briefly outline our investigation below for Dad-

dyl33t. We study the fingerprints of the Daddyl33t binaries and observe three fairly distinct

patterns of communication which correspond to C1, C2 and C3 clusters of Table 2.6.

Pattern 1: We observe the following pattern for Daddyl33t binaries in cluster C1.

The malware connects to the server and sends 18 bytes of data. This is in plain text, and

contains the message ”VER:3:unknown”. The server responds by a single byte followed by

another 4 bytes of message. The binary closes the connection, and repeats the same thing

again and again.

Pattern 2: The dominant pattern in the C2 cluster is different. Here, the Dad-

dyl33t binaries connect to the server and send in plaintext ”VER:0:/malware”. The server

responds with 516 bytes of data. Unlike the first pattern, here the binaries do not close the

connection.

Pattern 3: In cluster C3, the malware connects to the server and sends infor-

mation about the compromised device, such as the architecture and the Endianness. The

binary just keeps the connection open.

41



Mirai Gafgyt Daddyl33t Xored Light/ra Hajime Tsunami

C1 25% 68% 20% 34% 0% 50% 0%

C2 46% 0% 40% 66% 14% 0% 0%

C3 18% 26% 40% 0% 86% 0% 0%

C4 11% 6% 0% 0% 0% 50% 100%

Table 2.6: Clustering effectiveness: the clusters are reasonably aligned with malware

family labels in the DFinger dataset.

Figure 2.4: Hierarchical clustering of samples in DFinger based on their communicated

patterns with C2. Clusters expand from cluster 0 (the initial dataset).

Interestingly, we find one C2 server that responds to communication patterns 1

and 3 which further indicates that these are communication patterns of the same malware.

With a similar investigation, we find that Hajime also exhibits two distinct patterns

of communication which explains its presence in two different clusters.

Overall, our hierarchical clustering results in 215 clusters shown in Figure 2.4. The

interesting observation is the common patterns that appear in communications. Most Mi-

rai samples share the CLIENT 4.CLIENT 1.CLIENT 2.SERVER 2 pattern. On the other
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hand, most Gafgyt samples share the SERVER 4.SERVER 1.SERVER 4.SERVER 1 pat-

tern. With these two patterns alone we can detect 68% of C2 communication.

2.3.6 MitM Functionality Assessment

The answer to Q4 on whether two binaries of the same family talk to the same

C2 server indicates whether we can trick arbitrary binaries of a family to reveal current

C2 servers. Our initial analysis of publicly available IoT malware source code suggests

this is true (see subsection 2.3.1), nevertheless, we empirically assess this hypothesis. Our

assessment has two goals. First, we want to see whether the MitM component functions in

practice. For example, reasons for failure could involve encryption at the IP layer, or active

efforts to bypass the kernel-level networking. Second, we want to see whether old binaries

can lead us to currently live C2 servers.

Ground Truth: For this evaluation, we need a dataset of live C2 servers and the

samples with which they can communicate. In absence of such a dataset, we create the

Trace-1 dataset from our collected binaries as follows. In more detail, we start with the list

of malware with live C2 addresses in Ground3 as they are collected on a daily basis. We first

find the malware-specified C2 target of the malware. Second, we want to find other binaries

that can communicate with these new servers. To do this, we find binaries with similar

C2 communication behavior using our fingerprinting which we described earlier. Third, we

check if the binaries of the previous step communicate with the server successfully, which

we validate with manual inspection. Our manual evaluation method is similar to what we

described in subsection 2.3.4. The number of binaries in Trace-1 was limited since many
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Parameter Values

Subnets 136.144.41/24, 195.133.40/24, 2.58.149/24, 212.193.30/24,

107.173.176/24, 45.95.169/24

Ports 1312, 666, 1791, 9506, 606, 6738, 5555, 1014, 3074, 6969, 42516, 81

Sample(s) Gafgyt 46501d723f368c22e5401f7c95d928ab

Sample(s) Mirai 800af659256f0232a27f955a4430aed0

Table 2.7: The configuration parameters of the probing case study conducted in January

2022: (a) 6 /24 subnets, (b) 12 ports in order of ”popularity”, and (c) two malware samples.

C2 servers were short-lived, and it was not always possible to find compatible binaries to

engage with them in time.

Result: Our MitM capability works well in practice. We measure how

successful our MitM approach is in practice based on the number of sample pairs that can

successfully talk to the designated candidate live C2 server for the malware cluster. A high

rate of success indicates that one sample from a cluster is enough to find the C2 servers

for the entire cluster. We use the fingerprinting-based method for determining C2 servers.

We find that 84% of sample pairs can successfully cross-communicate with the C2 of the

malware cluster.

2.4 Case Study: Hunting Live C2s

How can we use C2Miner in practice to find live C2 servers? This is the question

that we answer in this case study.

Our proof-of-concept deployment: limited effort, big results. We showcase the

value of C2Miner with a proof-of-concept deployment. For efficiency, we perform our probing

in two phases. First, we use a light-weight SYN stealth scan using MASSCAN [45] to

establish liveness. Once this is established, we deploy the more resource-consuming C2Miner
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Figure 2.5: Cumulative distribution of C2 servers across port numbers ranked by popu-

larity.

probing. We carefully select binaries and IP:port space for exploration to efficiently use the

computation resources.

To show the promise of our approach, we focus on two old malware binaries: (a)

one from the Mirai family, and (b) one from the Gafgyt family as shown in Table 2.7. We

chose these two samples because their communication fingerprint is ”close” to 68% of the

samples, which is an application of our grammar-based clustering (see subsection 2.3.5).

These samples are at least six month old.

We made the following choices for the IP:port space selection. We conduct roughly

331K probes across 18K IP:port combinations for 1,536 IP addresses and 12 ports with

three probes per day for 6 days using the two binaries. We identified 6 /24 subnets and

12 ”popular” ports as we explain below and shown in Table 2.7 based on the increased
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Figure 2.6: Cumulative distribution of C2 servers across Autonomous System Numbers

(ASNs) ranked by popularity.

likelihood of observing malicious activity from past C2 hosts [25, 33]. This limited size case

study shows the potential value that we can obtain, even with resource constraints.

Spatial patterns of IoT C2 Servers. Deviating from the problem formulation,

we are required to identify our own promising target space here. We study the malware-

specified C2 addresses in the DIP dataset. These are a subset of Ground1 that we identified

before Jan 2022: each row is a C2 IP:port pair associated with its hosting Autonomous

System (AS) and country. We study the IP-space spatial properties of these malware-

specified C2 servers in order to identify locality patterns.

First, we observe that 12 ports are used by half of the C2 servers. Figure 2.5 shows

the distribution of ports. Using this insight, we focus our probing to these frequently-used

ports. Second, to identify IP spaces with a higher likelihood of C2 hosting. We plot the
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Figure 2.7: The number of responsive C2 servers per day and the number of distinct new

C2 servers during our 6 day probing over only 1,536 IP addresses across 6 subnets and 12

ports.

distribution of the C2 servers across ASes in Figure 2.6. We find that the 7 most ”popular”

ASes host roughly 65% of the malware-specified C2 servers.

Based on the aforementioned observations, we create our target list of IP:port

tuples as follows. From these 7 ASes servers, we select subnets with more than 10 reported

C2s, and the top 12 popular ports as reported on Table 2.7.

Temporal patterns: Daily report of active C2 servers. We employ C2Miner’s

probing mode in practice for 6 days. Below are some highlights of the results.

a. Probing success: 6 live C2 servers in 6 days. The results are very

promising: we find a total of 6 active C2 servers for our binaries: 5 Gafgyt and 1 Mirai.

In Figure 2.7, we plot the number of active servers each day and the new distinct servers

discovered that day.
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Figure 2.8: The responsiveness of the responsive C2 servers over time to our three daily

probes which is 15% per probe assuming they are alive for the full duration. The exact

IP:port values of these C2 servers are shown in Table 2.8.

We argue that the performance to cost ratio is high. Despite the limited scope

of our study, we identified one live server a day. We consider this fairly remarkable given

the limited IP space we explored, and the heuristic approach in finding IP space with

likely C2 servers. Note that these are servers that without a MitM approach would not

have been discovered even if one had activated these two malware in a sandbox, as the

malware-specified C2 servers (i.e., the ones embedded in these particular binaries without

any fallback mechanism) are no longer active.

b. The temporal behavior of C2 servers. Intrigued by the seemingly high

temporal variability of the C2 servers, we investigate further the daily liveliness of the found

C2 servers, which we show in Figure 2.8.
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C2 server ID IP port

0 2.58.149.34 :5555

1 212.193.30.91 :666

2 45.95.169.119 :666

3 136.144.41.240 :666

4 212.193.30.123 :5555

5 107.173.176.144 :42516

Table 2.8: Live C2 servers (IP:ports) found during the 6 days of our case study of 331K

probes targeting 1,536 IP addresses and 12 port.

Key Observation: Live C2 servers response rate is low even for bots

of their family. Our preliminary statistics based on our limited study here seems to

suggest that even a live server will not respond consistently to a bot request. We can count

percentage of successful responses under two different assumptions. First, the success rate

of a probe is 15% if we assume that the servers are alive for all six days. Second, the success

rate is 31%, if we assume that a server is alive only during the days of its first and last

response to our probes.

Best practice recommendation: Our initial results suggest that we need to

send many probes to a server to validate that it is not live given the low success rate that

we observed above.

2.5 Discussion and Limitations

We explain the opportunities and limitations of C2Miner in the form of questions

below.

a. What is the value of the MitM capability? The MitM capability allows us to

trick the old malware and turn it into an active probing tool. It should be clear by now
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that without the MitM capability each binary can only reveal a small number of potentially

obsolete C2 servers.

b. How can C2Miner be deployed at a large-scale? The current work provides

the foundation for a large-scale study, and a proof of concept to show the promise of the

approach. Although we addressed problems such as malware binary selection using our

clustering, and IP space prioritization using locality patterns, there are still challenges

that need to be addressed before a large-scale deployment. More specifically, we need to:

(a) expand the supported architectures, (b) develop and use state of the art anti-evasion

techniques, and (c) collaborate with ISPs and cloud providers for massive probing. While

these challenges are important they are rather engineering and bureaucratic challenges.

c. Are the evaluation results generalizable? We believe our evaluation reflects the

general performance of our approach, and the intrinsic nature of the problem. The size of

our evaluation datasets is constrained by: (a) the scarcity of live C2 servers in our collection,

(b) the lack of benchmark datasets, and (c) the manual effort required for establishing the

ground truth. That said, our datasets are comparable or larger than the datasets used for

similar evaluation studies [43, 74]. We continue to collect data and we will share the results

with the community.

d. How can the C2Miner output be used in Intrusion Detection Systems? The

fingerprinting strings that represent C2 clusters can also be used in Intrusion Detection

Systems (IDS) like Snort and Surricata. For converting these strings into IDS rules, the

flowbits functionality of these systems can be used to tag individual packets following our

grammar rules. Then, the isset operator can be used to compare fingerprints of flows. The
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Jaccard distance function can be used to calculate the similarity, and seeing if the traffic

belongs to a cluster.

e. What if the malware does not activate? This is a concern for any work that relies

on dynamic analysis. Our intention is to use the latest sandboxing technology, as this is

not where the novelty of our work lies. If a ”smart” malware refuses to activate, we cannot

analyze it. It has been observed [32] that current IoT malware is not yet as sophisticated

as PC-focused malware. Although this may change in the future, we can hope that novel

sandbox techniques will also evolve. In addition, note that we do not need to activate all

the binaries, as long as we activate enough binaries that ”talk” to most types of C2 servers.

f. Can C2Miner extend to non-IoT malware? The overarching approach applies

to any malware that can be activated in a sandbox. However, our current methods will

need significant fine-tuning to adapt to ”behaviors” of other malware. For example, the

algorithmic solutions of our approach have been inspired by and trained on the worm-

like behaviors of IoT malware. IoT malware often generates large traffic for scanning and

exploitation that would hide C2 communication, and this might not be the case for other

malware. However, with sufficient customization the overarching framework could be made

to expand to additional types of malware and platforms.

g. How difficult is it to evade C2Miner? We consider two cases. First, if the malware

does not use encryption and obfuscation at the TCP/IP layer, we argue that we can engage

with the C2 server, as along as we can activate the binary. Our rational is that it is

difficult for a C2 server to detect MitM-intervention by looking only at a bot request at

the network layer and our initial results seem to corroborate this. Second, if the malware
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uses encryption and obfuscation at the TCP/IP layer, our solution will not work. However,

the use of encryption at this layer is computationally expensive and because of that not

commonly used. In fact, many related security solutions will not work in the presence of

encryption. Overall, security is an arms race, and a security approach is successful if it

forces hackers to modify their behavior, especially, if the modification is non-trivial, as is

the case with encryption at the network layer.

2.6 Related Work

There are several categories of related work to our research. Below, we discuss

each category and explain how this research is different.

Overall, none of the related efforts has focused on the problem as framed here:

finding live C2 servers for an unknown binary and within a target IP:port space as we do

here. To the best of our knowledge, we are the first to redirect the communication of a

binary using a MitM approach to “reconnect” old samples with currently live C2 servers.

a. IoT malware analysis. Studying the behavior of IoT malware has become a

hot topic both for academia and industry. First, many efforts focus on characterizing the

behavior of a single malware family [11, 50, 46]. These works characterize the infected IoT

devices, the infection vectors, and the life-cycle of the malware. While these studies provide

a deep insight into a single malware family and its life-cycle, they are less likely to lead to

generalizable methods for detecting C2 servers dynamically.

Another group of prior efforts characterize the behaviors of several malware fam-

ilies at the same time [30, 31, 32, 68, 82, 9]. Finally, several studies analyze C2 server

communication from a networking point of view [82, 94, 91]. Although interesting and
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informative, these studies focus on understanding the infrastructure that supports its op-

eration, and profiling aspects of the malware behavior, but do not engage in active probing

like we do.

b. Active probing of malware. The most relevant studies to our work focus

on active probing. Such efforts require an understanding of the malware communication

protocol and the encryption algorithm, if any. Assuming that this can be accomplished

effectively, searching for C2 servers of a single malware family becomes easier [42, 11]. In

addition, there is prior work that took the first steps in automating the active probing for

a more widespread group of malware families [75, 97]. The main problem with these ap-

proaches is that they can not handle the communication protocol when there is encryption.

In contrast, we overcome this issue as we let the activated binary “speak” to the server with

or without encryption, and we simply observe the communication.

c. Engaging with malware. Prior work has attempted to engage with malware

to understand different aspects of its behavior [74, 78, 43]. Two earlier works [78, 74] try to

reveal the malware’s alternative methods of communicating with C2 servers. In contrast,

IoT botnets are disposable and hence alternative addresses are not a broad phenomena

for them [91]. A most recent work [43] develops techniques to detect and spoof bot-to-C2

communications, but their technique is applicable only to malware with over-permissioned

protocols and they do not do active probing.

d. Network traffic modeling and analysis. Modeling network traffic enables

the identification of particular protocols or activities. The first group of work in this area

tries to infer the application layer protocol [95, 20, 27]. However, this is not effective in
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presence of encryption, slow because of deep packet inspection, and requires access to the

execution context. In comparison, we only need the network traffic for fingerprinting. The

second group of work is more closely related and focuses on network flows [96, 103, 92, 15]

and use features that include IP, port, timestamps, number of bytes, connection duration

etc., which are more difficult to generalize. Instead, our approach creates an abstract

representation of a flow by modeling using a formal language.

Studying the network behavior of malware has been the subject of another line of

related work [48, 47, 37, 64] trying to find botnet traffic within a network trace. Thus, they

need the network trace, and they can only find servers whose flows happen to be in that

trace, in contrast to our ability to selectively target any potential device in the Internet.

2.7 Conclusion and Future Work

We propose C2Miner, a novel approach to trick arbitrary malware binaries to reveal

their currently live C2 servers. The novelty of our approach is that we fool the malware

twice: (a) we convince the malware to activate in a sandbox and start searching for its C2

server, and (b) we perform a MiTM attack on the C2-bound traffic and use it to search

for C2 servers in an IP:port space of our choice. To substantiate this vision, we develop

techniques to: (a) disambiguate the C2-bound traffic with 92% precision, (b) determine if a

target IP:port is indeed a C2 server with an F1 score of 86%, and c) fingerprint and cluster

C2 communications effectively.

In the future, we plan to extend our work in two ways. First, we plan to system-

atize and automate the task of finding candidate targets by combining external sources of

information and using adaptive techniques. Second, we will conduct a large-scale longitudi-
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nal study that will provide: (a) an extensive list of live C2 servers, and (b) spatio-temporal

properties of their behavior and migration patterns.

Our approach is a fundamental step towards identifying live C2 servers on-demand

given a binary. This capability is even more critical for IoT malware that is an emerging

battleground for cybercrime. A large-scale deployment of our approach using a large number

of binaries and scanning substantial swaths of the Internet can arguably become a game-

changing capability in identifying C2 servers and containing the scourge of botnets.
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Chapter 3

MalNet: A binary-centric

network-level profiling of IoT

Malware

A critical component in combating Internet of Things (IoT) malware is timeliness:

Indicators of Compromise (IoC) and signatures need to be made available as fast as possible.

Although this is true for malware in general, this is more urgent for IoT devices, which have

significantly less built-in protection. For example, home sensors and industrial controllers

are typically not protected by on-device defenses such as anti-virus software. Therefore,

they rely evermore on firewalls and blacklists. In addition, if we identify the command

and control (C2) servers or the exploits that the malware will use, we can improve our

defense by hardening, spying and even subverting the botnets. For example, Internet Service

Providers (ISPs) and law enforcement can block and take down these C2 servers to disrupt

the botnet [73, 63].

Problem: How much information can we extract from a newly found IoT mal-

ware binary? This is the question that motivates our work. Our goal is to reveal a missed

opportunity: malware samples are captured and made available through services, such as
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Dataset Name Size Methodology Misc

D-Samples 1447 Daily Collection from

VT and MalwareBazaar

MIPS samples for both C2 and P2P mal-

ware with the following YARA and AVCLass2

labels: Mirai, Gafgyt, Tsunami, Daddyl33t,

VPNFilter, Mozi, Hajime

D-C2s 1160 C2Miner and VT C2 addresses found by C2Miner and cross ver-

ified with VT and manually

D-PC2 588 Probing using C2Miner Traffic of 7 C2s on a 4 hours interval recorded

for 2 weeks

D-Exploits 197 Handshaker Exploits found by completing the handshake

with malware when targeting a victim

D-DDOS 42 Spying IoT C2 com-

mands

Traffic of DDoS commands and the attacks

launched by malware

Table 3.1: The datasets used in this measurement study

MalwareBazaar, but are not really used to profile IoT malware network traffic in a system-

atic and timely way. Specifically, the input to the problem is a malware binary, and the

desired output is a comprehensive profile that includes: (a) its C2 server communication,

(b) its proliferation techniques, and (c) its attacks as they are being launched. This com-

prehensive profile can help: (a) secure the network, through firewall rules, (b) harden the

security of the device, and (c) provide intelligence of attacks as they launch.

Previous work: we have key differences with the related work. In order to

compare our work, we classify related efforts in the following groups. First, several efforts

analyze the non-network behavior of the IoT malware [30, 31]; in contrast, we are only

focused on the network behaviors. Second, several related work focus on only one of the

three categories of IoT malware network traffic that we stated above. A few of the related

work in this category analyze the C2 communication [78, 74, 43, 94, 91]. Another group

within this category, explore the proliferation behaviors of the malware [68, 10, 54]. The

last group in this category study the DDoS attacks [81, 60, 58]. We are different from these
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work in that we provide a holistic view. In addition, we have subtle differences with each

group within this category that we elaborate in section 3.6. Third, several related work

analyze multiple aspects of the IoT malware network characteristics [50, 11, 46, 32, 82].

These work either are not binary-centric (they only look at traffic and network addresses),

or do not provide a holistic view on all three aspects.

Contribution: We conduct an extensive and systematic daily analysis of the

newly reported IoT malware binaries by VirusTotal and MalwareBazaar. Note that, unlike

traffic analysis studies, a binary-centric study can create a holistic picture of the IoT malware

with full attribution. In other words, we can connect a binary and its family, with a live C2

server, a set of proliferation techniques, and even actual launched DDoS attacks including

their type of attack and the target. Our study is focused on timeliness in two ways. First, we

collect binaries as soon as they become available from VirusTotal and MalwareBazaar for a

year (March 2021 - March 2022). Second, we dynamically analyze these binaries on the day

that we capture them. Overall, we collect and analyze 1447 malware binaries, which seem

to cover seven major malware families as we will see in Table 3.1. We use two approaches to

analyze the malware dynamically: (a) observational, where we let the malware contact its

own server, and (b) active probing, where we redirect the C2 communication to potential

targets in search of live servers.

We highlight key results from our study. A key goal is to provide a proof of concept

for the value of a measurement study: binary-centric and focused on timeliness.

a. Capturing the ephemeral and elusive behavior of C2 servers. We study

the spatiotemporal properties of live C2 servers. First, we find that the responsiveness of
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live C2 servers is spotty: the servers never respond to all six probes within a day. In fact,

91% of the time a server does not respond to a second probe four hours after a successful

probe. Second, we find that the observed lifespan for close to two thirds of the servers is one

day. Third, we find that 15% of the live servers that we identify are not known to threat

intelligence feeds, which could be partly caused by the elusive nature of the servers.

b. Proliferation techniques use old vulnerabilities. Our binaries attempt

to exploit 12 different vulnerabilities with 9 of them more than 4 years old. Even the most

recent vulnerability was 5 months old. On the one hand, this is an optimistic result: finding

ways to defend against well-known and old vulnerabilities could safeguard our IoT devices.

On the other hand, this could be an indication that IoT devices are so vulnerable that

hackers don’t have to try hard to compromise them.

c. Eavesdropping on live DDoS attacks. After connecting to live C2 servers,

we capture the launch of 42 DDoS attacks, as evidenced by the command received from

their C2 server. We obtain the target addresses and we identify 8 types of attacks with

two types of attacks targeting gaming servers. Furthermore, we find that three target IP

addresses were within networks owned by Google, Amazon and Roblox.

Envisioning a large-scale deployment. The key goal of this work is to show the

significance of a binary-centric and timely dynamic analysis of malware. Our preliminary

results show the type and value of the information that can be extracted. Our goal is

to expand the scope of the study in the future into a large-scale continuous IoT malware

monitoring infrastructure. Achieving this will require: (a) expanding the sandbox capability
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to activate binaries efficiently by emulating different host devices, and (b) develop techniques

to profile the collected information into easy to use rules for different firewall technologies.

Open sourcing and sharing. Our group is committed and has a track record

of sharing tools and our data openly. In fact, this was a key reason for leveraging and

expanding existing open-source tools. In addition, we will share all our datasets including:

(a) captured malware binaries, (b) the discovered C2 servers, (c) the communication traffic,

and (d) targets of DDoS attacks. Naturally, we will vet the credentials of users requesting

sensitive information, especially the malware binaries.

3.1 Methodology and Datasets

In this section, we explain our experimental set up, and the methodology for

establishing the datasets that we use in our study.

3.1.1 Experimental setup: our sandbox

In our dynamics analysis, we activate the malware binary in a sandbox. Among

the various tools, we selected C2Miner [35], a powerful open-source tool for analyzing IoT

malware binaries. Leveraging the capabilities of the tool, we conduct experiments in two

different modes. In the first mode of execution, we find the referred C2 servers in the

binary. In order to accomplish this, we emulate the execution of the malware binary using

QEMU [13]. Then, we analyze the network communication of the C2 malware. As reported,

we can detect C2-bound traffic with a 90% precision [35]. In the second mode of execution,

we weaponize a binary and use it for probing a set of IP:port targets of interest. In this

mode, we can identify the live C2 servers in the target address space of interest that are
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able to communicate with the weaponized binary. In both modes of execution, the traffic

generated by the malware can be captured in a pcap format.

3.1.2 Creating the malware binary dataset

We collect malware binaries with the following process. First, we collect malware

on a daily basis. Every day between March 2021 and March 2022, we collect the new

IoT malware binaries released by VirusTotal and MalwareBazaar. Then, we dynamically

analyze the new malware binaries on the day that they become publicly known. In this

study, we focus on MIPS 32B binaries as we focus on IoT malware. Considering additional

types of malware would require extending the capabilities of our sandbox, which we intend

to do in the future. We were able to collect 1447 MIPS 32B malware binaries, which we

refer to as D-Samples. Our dataset seems to cover a wide range of malware families as

shown in Table 3.1.

We briefly discuss our approach to verify the nature of the collected binaries. First,

we ensure that each binary is malware by getting the corroboration of at least 5 malware

detection engines. Note that the thershold of 5 engines is aligned with established best

practices [105]. Second, we identify the family of the malware as follows. We use crowd-

sourced YARA rules (provided by VirusTotal results) in addition to AVClass2 to identify

the malware family labels. Note that the AVClass2 [87] seems to be often unreliable for

for MIPS binaries. For example, all the instances of the Mozi family, a peer-to-peer (P2P)

malware in our analysis, are wrongly classified as Mirai. In total, we have a total of 1447

binaries in our malware sample dataset.
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3.1.3 Profiling IoT C2 addresses

We profile the IoT C2 addresses and create two datasets: D-C2s and D-PC2. First,

we explain the creation of D-C2s. Our first step in creating D-C2s is filtering out the P2P

samples (mostly Mozi malware family) from our D-Samples. Having done that, we have a

set of malware samples that would have C2 communication. Next, we use our sandbox to

analyze the binaries and find its referred C2 address. Then, we cross validate the result with

Virus Total Intelligence feeds by checking whether the reported C2 address (IP or DNS) is

malicious. In order to measure the miss rate of the threat intelligence feeds provided by

VT, we query VT two times. Once on the day the binary is published, and once on May

7th 2022. If a C2 is reported as malicious by the second query, but not by the first one, it

is a miss. Finally, we perform a manual verification of samples that have unverified (by the

two queries) live C2 addresses. Our manual verification compares the captured traffic with

Mirai, Gafgyt, Tsunami and Daddyl33t network protocols. We refer to this dataset of C2

addresses as D-C2s, which has 1160 addresses of C2 servers.

We complement our understanding of IoT C2 servers with active probing. The goal

is to understand the IoT C2s temporal behavior. D-C2s is not timely because it depends on

the latency of sharing the IoT malware binaries. Henceforth, D-C2s is not the best choice

for evaluating temporal behaviors of C2 servers such as responsiveness and we rely on active

probing for such an analysis. Below, we explain our active process.

The key idea to create D-PC2 is to probe a target subnet and a set of ports,

and then observe the C2 servers as they become online and go offline. To this end, we

conduct an active probing study of 6 sample subnets and 12 ports with past history of
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malicious activity. The next step to conduct this study is to select malware samples; we

select two samples, one Gafgyt and another one Mirai. We probe the subnets and ports for

two weeks on a 4 hours interval basis. In this period, we find 7 C2 servers. At the end of

the measurement, we create D-PC2 dataset that contains 64 traffic measurements per C2

address.

3.1.4 Observing exploits and vulnerabilities

In order to better understand the proliferation behaviors of the IoT malware, we

extract the exploits from the malware using well-established methods [10]. Specifically, we

trick the malware into sending over its exploits to fake victim targets that we control. Our

process is as follows. First, we identify the ports that malware tries to scan and attack

based on a threshold on the number of distinct IPs that are contacted for a particular

destination port. We choose the value 20 for this parameter. Next, in a separate thread we

create a socket on that port and redirect the future traffic to that local port for the next

IP addresses. Having done that, the malware completes the TCP handshake with the fake

target and collects the payload sent by the malware. We call this method handshaker, a

term that was used before in the previous studies [91, 54].

We create dataset D-Exploits with the exploits we extract using the handshaker

method. Overall, we could successfully extract exploits from 197 samples targeting 12

vulnerabilities. We will provide more details about the vulnerabilities that were exploited

in section 3.3.
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3.1.5 Observing DDoS attacks

As we mentioned earlier, we observe the launch of real DDoS attack, including the

command from the C2 server, and the traffic generated by the malware in our sandbox.

Note that this ability to listen in to the server commands and connect them with the actual

attack is possible in our binary-centric study, but not possible in passive analysis of network

traffic that other studies have done.

We describe our method in more detail. First, we find malware samples with live

C2 servers. For this, we analyze the malware on the day they are first submitted, and watch

the C2 communication. If the communication is successful, we let the malware run for 2

hours in a restricted mode (only C2 traffic is allowed). Next, we rely on two methods to

find DDoS commands that we explain below.

i. Extracting DDoS commands from known IoT C2 protocols: We build

a profile of three IoT malware application layer communication protocols: Mirai, Gafgyt

and Daddyl33t. For Mirai, Gafgyt , we build the profiler based on the available source code

of these malware families. For Daddyl33t, we reverse engineer the communicated traffic and

create the profile. While Mirai employs a binary based protocol, Gafgyt and Daddyl33t use

a text based protocol. Having prepared the profiles, we search the communicated C2 traffic

for DDoS commands based on the profiles.

ii. Extracting DDoS commands based on behavioral heuristics: In order

to cover other malware families, and new variants, we employ a heuristic detection method

to find DDoS commands that is as follows. We count the number of packets sent to non

C2 IP addresses, and measure the packets per second rate. If this rate is higher than a set
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Figure 3.1: Heatmap showing the weekly (x-axis) activity of malware-specified C2 servers

from our malware feed (MalwareBazaar and VirusTotal) across the ten most active ASes (y

axis) between Mar 2021 and Mar 2022. Lighter color indicates more servers. The top four

ASs are consistently more active with more dark red activity.

threshold, we consider the last issued C2 command as a C2 command and record it. By

default, we set the threshold to 100 packets per second.

After collecting traffic that passes one of the above two filters, we further manually

verify the correctness of the results. For the first method, we verify the command by

evaluating whether the bot started to send traffic to that given DDoS target continuously.

For the second method, we extract the target address and search for string and/or binary

representation of the target IP in the last issued C2 command.

We refer to the dataset containing the DDoS commands, and the traffic as D-

DDOS. This dataset contains the 42 commands issued to 20 different malware samples.
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AS Name ASN Country Hosting Anti DDoS?

ColoCrossing 36352 US Yes Yes

Delis LLC 211252 US N/A N/A

DigitalOcean 14061 US Yes Yes

FranTech Solutions 53667 LU Yes Yes

HOSTGLOBAL 202306 RU Yes Yes

Serverion LLC 399471 NL Yes Yes

OVH SAS 16276 FR Yes Yes

IP SERVER LLC 44812 RU Yes Yes

Apeiron Global 139884 IN Yes No

Serverius 50673 NL Yes Yes

Table 3.2: Information about the top 10 Autonomous Systems that host the C2 IPs

3.1.6 Ethical Considerations

We are confident that our experiments have not caused any damage and took

appropriate precautions in the four types of experiments we have. We use SNORT IDS

to detect and prevent malicious traffic from leaving our network. Furthermore, we had

techniques in place to contain malicious traffic in each of our experiments:

a. Detection of C2s: The tools that we use to detect C2s do not need Internet

connection when the malware is analyzed. Thus, this analysis does not interact with the

Internet, as we “fake” it to the sandbox. If a sophisticated binary detects that the Internet

is not available, we deploy InetSim [5] to simulate services like DNS and http.

b. Detection of Exploits: This experiment did not need Internet connection

as we fake victims for the IoT malware. We find the addresses that the malware tries to

exploit and complete the handshake with the malware pretending to be those targets. We

collect the following data packets that might contain the exploit code.
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c. Detection of DDoS targets: Based on the results of (a), we filter out any

other communication of the malware with the outside except to the C2 target. We record

the C2 traffic, reverse engineer it and find the DDoS commands and their targets.

c. Probing IP Subnets: We only allow C2 communications like “Call-Home”

messages to interact with potential C2 servers. We have manually analyzed sample traffic

traces and we have not found any cases of non-C2 communications. Our target subnets

were small /24 subnets with a history of malicious activity. We do not send probes if the

host does not listen on a port. On live ports, we filter out hosts that present a well-known

banner (such as Apache or Nginx).

3.2 Profiling C2 servers of IoT botnets

In this section, we answer the following questions:

Q1: What is the distribution of the C2 servers across Autonomous Systems (ASes) and how

this evolves over time? (See subsection 3.2.1)

Q2: Is there a common feature among popular Autonomous Systems (ASes)? (See subsec-

tion 3.2.1)

Q3: What is the lifespan of the IoT C2s based on recurrence in binary samples and in our

probing? (See subsection 3.2.2)

Q4: How effective are the VT threat intelligence feeds in terms of comprehensiveness and

timeliness? (See subsection 3.2.3)
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3.2.1 Hosting Environments of IoT C2s

Some ASes are persistently more popular in hosting IoT C2s. In order

to better understand the hosting environments of IoT C2s, we look at the Autonomous

Systems(AS) which the C2 IP address belongs to. In our one year observation period, we

find that 10 ASes host 69.7% of the total number of all C2s servers in our D-C2s dataset.

These C2s are listed on Table 3.2. Furthermore, 60% of these ASes consistently appear as

top hosting ASes for IoT C2s during the one year of observation. The distribution of IoT

C2s across the 10 most popular ASes based on the week number of the study is depicted

on Figure 3.1. The distribution shows more C2s since January 2022. This is partially

because we get more number of samples since that period, and partially because the tool

we use (C2Miner) achieves a better activation rate. We see two interesting observations by

analyzing Figure 3.1. First, IP SERVER LLC (AS-44812) and Aperion Global (AS-139884)

become more active in the last 4 weeks of the study. On week 28, the highest number of

C2s are from AS-44812, which is a Russian ISP. Interestingly, this is the week that Russia

invaded Ukraine. Although it is tempting, a closer investigation will be needed to establish

a connection between these two events. Second, we observe a peak of IoT malware samples

on week 28, which leads to a peak of observed C2 addresses across all ASes.

There are commonalities among the popular ASes for IoT c2. Although

we can not certainly claim why these Autonomous Systems (AS) are more popular for

the IoT C2 servers we do see patterns among them. We use the information we find on

these ASes website with the note that AS211252 do not provide any information on their

website so it’s excluded from further analysis. The first pattern that we observe about
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these ASes is that they are all a hosting type and provide Dedicated or Virtual Private

Servers (VPS) for customers. Second, all of them except one provide anti-DDOS services

that is interesting given that the C2 servers are responsible for many DDoS attacks. Third,

70% of these service providers are in USA, Russia and The Netherlands. Fourth, 30% of

these providers (AS53667, AS202306 and AS44812) accept cryptocurrency payments that

can hide the identity of the payers.

We would like to point out that there is no correlation between the size of ASes or

their service ranking and appearance of IoT C2 within. Neither of these ASes are among

100 top ASes based on the number of IPv4s they host [12]. In addition, they are not also

among the top VPS and Dedicated providers [7]. In conclusion, the bot masters either like

these providers and keep hosting their C2s on them or regularly find vulnerable targets

within these ASes and host their C2 on compromised victim servers.

Downloader and C2 servers are often on the same server: We analyzed

47 distinct downloader addresses we find referred by the exploits in the D-Exploits dataset

and only 12 downloader addresses are not identified as C2. All downloader servers host on

http port 80.

3.2.2 Observed lifespan of C2 servers

This section reports on the temporal behavior of the C2 servers.

IoT C2 servers seem to be short-lived and elusive. We provide an analysis

of the observed lifespan of the C2 servers, which we define as: the interval between

the last and the first time we observe a C2 server referred by a sample. We measure the
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Figure 3.2: CDF of lifetime of C2 IPs

lifespan of C2 servers based on the D-C2s and D-PC2 datasets. We analyze and report

our two datasets separately below. The overarching observation is that C2 servers appear

short-lived and elusive: servers are not always responding to our active probes.

C2 servers are short-lived. We support this assertion with two observations.

First, we measure what percentage of the binaries in D-C2s have a live C2 server on the

day they were reported to the malware repositories. We find that 60% of the samples

have a dead C2 server on that day. This could be attributed to the latency in reporting

malware binaries. Second, we plot the cumulative distribution of C2 IPs observed lifespan

in Figure 3.2. We see that 80% of the binaries have an observed lifespan of one day with an

average lifespan of 4 days. The results are qualitatively similar for DNS-based C2 addresses,

which we show in Figure 3.3.

IoT C2 servers are elusive in terms of responsiveness in our D-PC2

dataset. We observe an interesting behavior: C2 server responsiveness to our active probing
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Figure 3.3: CDF of lifetime of C2 Domains

is spotty. In Figure 3.4, we show the responsiveness of our seven servers in our D-PC2

dataset. Recall that we probe these servers daily with six probes and we mark as black a

probe that receives a response from the C2 server. We see that C2 servers never responded

to all six probes in one day. Furthermore, we see that 91% of the time a server does not

respond to a second probe four hours after a successful probe. This is a strong indication

that IoT C2 servers are not consistently responsive.

From a practical point of view, this observation suggests that any active probing

study should be ”persistent” and probe frequently to ensure accurate detection of live C2

servers.
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Figure 3.4: C2 servers are elusive: the responses of C2 servers are spotty to our 6 daily

probes in the span of two weeks.

Type Same Day May 7th 2022

All 15.3% 3.3%

IP-based 13.3% 1.5%

DNS-based 57.6% 35.0%

Table 3.3: The unreported C2 servers: The percentage of C2 servers that security vendors

are not aware the day we discover them. Two months after the end of the experiment (May

7th 2022), these C2s are reported as malicious, which provides an indirect validation of our

detection approach.

3.2.3 Threat intelligence effectiveness

In this section, we measure the effectiveness of the threat intelligence (TI) feeds

provided by 89 vendors and shared by VT. We use the term effectiveness to refer to com-

prehensive and timeliness of information. Threat intelligence feeds could play an essential

role in mitigating cyber-threats, if they are used in a blacklisting strategy. This is particu-

larly true for IoT devices, which depend on the network perimeter safeguards, as many IoT

devices do not have the computation resources to deploy sophisticated security solutions.
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Figure 3.5: CDF of the number of distinct binaries that use a C2 IP address.

First, we find that 60% of C2 servers are contacted by more than one

distinct binaries. We show the cumulative distribution of number of times a C2 is con-

tacted by different samples in D-C2s in Figure 3.5. We see that roughly 40% of C2 IPs

are contacted by only one binary, while nearly 20% are contacted by more than 10 distinct

binaries. The result for DNS names is similar in Figure 3.6. This observation shows that if

we detect and ”block” a C2 server based on one binary, it could help contain the effect of

other binaries that use that server.

Second, we quantify the effectiveness of threat intelligence feeds using our D-

C2s dataset. We want to measure how many of the C2 addresses we find are known to

the intelligence feeds. Specifically, we count a C2 address as a miss, if it is reported not

malicious by VirusTotal on the day that we discover it. We ensure that the validity of the

C2 address if: (a) it is deemed malicious the second time we query VirusTotal or (b) its

behavior matches that of known C2 communication patterns as we outlined in section 3.1.
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Figure 3.6: CDF of the number of distinct binaries that use a C2 domain

We point out that this way of measuring effectiveness is motivated by the ephemeral nature

of the IoT C2s and the need for timely intelligence for containing bots in practice.

Threat intelligence feeds fail to detect 15% of the C2 servers on the

day of discovery of the binary. The result of our measurement is reported in Table 3.3.

Threat intelligence feeds are worse for DNS C2 servers defined by DNS addresses compared

to servers with IP addresses. In addition, the results suggest that the reason for the miss

is the lack of timeliness. Our measurement on May 7th shows that most of the missed C2

addresses will become reported malicious by threat intelligence feeds with a delay as we

mentioned earlier. This is significant given the 1 day lifespan of the C2 addresses.

Most threat intelligence feeds miss detecting even the known C2s. The

CDF of number of different vendor feeds that report a C2 address as malicious is illustrated

in Figure 3.7. Out of 44 threat intelligence feeds for IoT C2 servers, 25% of the known

C2 servers are reported by one or two feeds. This means that either intelligence sharing

74



Figure 3.7: CDF of the number of vendors that report a known C2 server as malicious.

is absent, or it happens with a lag. Regardless of the reason, the result shows that for

lower false negatives, an effective blacklist needs to aggregate data from multiple sources.

However, this aggregation needs to be done carefully to avoid increasing the false positives

as discussed in recent studies [105, 19].

3.3 Profiling IoT Malware Proliferation

In this section, we answer the following questions:

Q5: Does any malware in our dataset exploit 0-day vulnerabilities?

Q6: What sources IoT device pen-testers should use to have a more accurate result?

Q7: Is there a recent exploitation of already disclosed vulnerabilities?

Q8: What are the most popular vulnerabilities based on the number of samples?
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ID Vulnerability Exploit ID Publication

Date

Target Device # Samples

1 CVE-2018-10561 EDB-44576 May 3, 2018 GPON Routers 139

1 CVE-2018-10562 EDB-44576 May 3, 2018 GPON Routers 129

2 CVE-2015-2051 EDB-ID-37171 February 23,

2015

D-Link Devices 132

3 CVE-2017-18368 N/A May 2, 2019 ZyXEL 38

4 Vacron NVR RCE OPENVAS:1361

412562310107187

October 11,

2017

Vacron NVR 46

5 CVE-2017-17215 EDB-43414 March 20,

2018

Huawei Router HG532 1

6 MVPower DVR

Shell unauthenti-

cated RCE

EDB-ID-41471 February 27,

2017

MVPower DVR TV-

7104HE

74

7 CVE-2021-45382 N/A December 19,

2021

D-Link DIR-820L com-

mand injection

3

8 Linksys unauthen-

ticated RCE

EDB-ID-31683 February 16,

2014

Linksys E-series de-

vices

2

9 WAN Side RCI EDB-ID-40740 November 8,

2016

Eir D1000 Wireless

Router

9

10 CVE-2018-20062 EDB-45978 December 11,

2018

Devices that use

ThinkPHP

2

11 CVE-2016-5680 EDB-ID-40200 August 31,

2016

NUUO NVRmini2 /

NVRsolo / Crystal

Devices / NETGEAR

ReadyNAS

1

12 Netlink GPON

Router RCE

EDB-48225 March 18,

2020

Netlink GPON

Routers

2

Table 3.4: A description of the vulnerabilities that were exploited by the malware in our

D-Exploits dataset.

IoT malware authors rely on the exploitation of known and old vulner-

abilities. We find the exploitation of 14 vulnerabilities that are all known for a while.

In more detail, these vulnerabilities and descriptions about them are listed on Table 3.4.

These vulnerabilities are 3 years old on average. Five of these vulnerabilities do not have an

assigned CVE number. although they have publicly available exploits. On the other hand,

two of the vulnerabilities have CVEs assigned but do not have publicly available exploits.

76



From a practioners point of view, we suggest that penetration testers should

refer to multiple sources for IoT devices. None of the popular vulnerability and exploit

databases, NVD, EDB and OPENVAS, cover all the exploited vulnerabilities. Threfeore,

one would need to consider all three sources to ensure the full vulnerability assessment of a

device.

IoT malware authors keep adding new exploits but not necessarily for

new vulnerabilities. One interesting observation is the additions of two new exploits for

CVE-2016-5680 and CVE-2021-45382 compared to a study in 2020 [10]. While CVE-2021-

45382 was disclosed after that study, CVE-2016-5680 has been known for 6 years and just

recently has become exploited. This confirms a similar finding reported by that study [10].

The most popular vulnerabilities are not the newest ones. We rank vul-

nerabilities based on the number of binaries that use them in our datasets. The top four

popular vulnerabilities (CVE-2015-2051, CVE-2018-10561, CVE-2018-10562 and MVPower

DVR Shell RCE) are at least 4 years old. We point out that our dataset contains only the

recently reported samples, and these are vulnerabilities that were first used by IoT malware

in the year they were disclosed [10]. This suggests that despite their age, these vulnerabili-

ties are preferred by hackers. The popularity of old vulnerabilities is an indirect challenge

of the emphasis that security researchers place on the zero-day vulnerabilities

The variance of popularity among vulnerabilities is high. Not surprisingly,

we observe that some vulnerabilities are more popular than others. Here we opted for a

visual and temporal view of their pupolarity. We show the number of binaries in D-Exploits

per day that exploit a vulnerability in Figure 3.8. We see four vulnerabilities that are
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Figure 3.8: The number of binaries per day that target each one of the 12 vulnerabilities

.

consistently and heavily used by binaries, while the rest of the vulnerabilities have shorter

and less intense usage.

Additionally, we analyze the exploits of the vulnerabilities to discover any similar-

ities. We observe two patterns. First, most of the exploits are similar, and seem to use the

same template with variations on the downloader server address and the loader (the file that

downloads the malware and executes on the victim) name. Second, the peculiarity of the

loader names and their frequency suggests that authors use the same loader repeatedly in

different exploits. To illustrate this, we plot the frequency of loader names from D-Exploits

in Figure 3.9.
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3.4 Profiling IoT malware attacks

In this section, we answer the following questions:

Q9: What types of DDoS attacks are being launched by the IoT malware? (See subsec-

tion 3.4.1)

Q11: What protocols are the targets of IoT malware DDoS attacks? (See subsection 3.4.2)

Q10: Who are the targets of the IoT malware DDoS attacks? (See subsection 3.4.3)

We use our D-DDOS dataset and track the issuance of DDoS commands from 6

malware variants across three malware families: Mirai (two variants), Gafgyt (two variants)

and Daddy33t (two variants). In total, we observe 42 attacks issued by 17 distinct C2

servers to 20 of our malware binaries. The C2 servers are located in 6 different countries.

We find that servers in USA, Netherlands and Czech Republic were responsible for 80% of

the attacks. Two of the C2 servers (107.174.24.16 and 192.236.248.222) were not listed as

malicious by VirusTotal on the day that the attacks were launched which is aligned with our

observations in Table 3.3. Furthermore, this suggests that if our real-time eavesdropping

had translated into actions, one could have mitigated or blocked these two attacks.

Attack-launching C2 servers have longer observed lifespan. We wanted

to investigate further the C2 servers that launched attacks. Interestingly, the C2 servers

with recorded DDoS attacks have a longer observed lifespan compared to the rest of C2s

in our dataset. The attack-launching servers have an average lifetime of roughly 10 days

which is longer than the overall lifespan average of 4 days (see subsection 3.2.2).
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Figure 3.9: The number of binaries that use each loader file names in our D-Exploits

dataset.

3.4.1 Types of observed attacks

We observe 8 types of DDoS attacks based on their issued commands. These

attacks vary in the way they are mounted, and their target network protocol We review

each attack based on their observed network behavior below.

UDP DDoS Attack: This is the most common type of DDoS attack and appears

in all three malware families with different names. In this type of attack, the target is flooded

with continuous packets at one or multiple UDP port(s). Although the implementation of

this attack is similar in all three malware families, there are subtle differences that we

describe next.

Mirai uses value ”0” in the DDOS command to refer to this attack. Original

implementation of this attack published with the source code of Mirai receives a target

address, source port, destination address and the time length of the attack and floods the
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target for the given time length. In our measurement, we saw implementations of Mirai

that receive the target IP and port but show different behaviors regarding the choice of the

source port. Some variants use the same port during the attack, while other variants use

multiple source ports. The payload of the attack is the the null byte (00h).

On the other hand, Gafgyt uses the string UDP and daddyl33t uses UDPRAW

to refer to this attack. Similar to one variant of Mirai, they receive a target address and

a target port, and select a source port that remains the same throughout the attack. The

payload of the attack is the same as Mirai.

SYN Flood Attack: In this type of attack, a target is flooded at one or multiple

TCP port(s) repeatedly with the first packet of the TCP handshake (SYN flag set). We saw

instances of this attack ordered by daddyl33t and Mirai botnets that we describe below.

In the case of daddyl33t, C2 sends a HYDRASY N command that includes the

target IP and port. The bots attack the target with multiple source ports. In case of Mirai,

we saw two different implementations of this attack: (a) multiple source ports targeting the

same destination port, (b) multiple source ports targeting multiple destination ports.

TLS attack: In this type of attack, a service that uses TLS is targeted. The

computation on the server side is more resource intensive compared to the client, and

hence it is possible to overwhelm the server. We see two implementation of this attack by

daddyl33t and Mirai that we compare below.

Samples of daddyl33t family seems to target a UDP port possibly running DTLS,

and send an encoded message repeatedly. On the other hand, Mirai completes the TCP
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handshake with the target, sends a large message in different chunks and then sends a RST

flag and starts over.

BLACKNURSE attack: This type of DDoS attack targets the ICMP protocol.

The bots sends unsolicited IMCP type 3 (Destination Unreachable) packets to the target

to overwhelm it. We only see daddyl33t employing this type of attack.

STOMP attack: This attack targets the application layer protocol STOMP that

uses TCP transport. The attacker completes the TCP handshake and then floods the target

with fake STOMP requests that contain junk data.

VSE attack: This DDoS attack targets the Valve Source Engine of the Steam

game platform [93]. It is a UDP amplification attack where the bot sends TSource Engine

Query requests to a gaming server. This attack first appeared with the release of Mirai

source code but we see one instance of this attack launched by the Gafgyt malware.

STD attack: In this attack, the target is flooded with random strings. We saw

one instance of this attack launched by gafgyt towards a UDP port. The random string is

generated once, and then used repeatedly throughout the attack towards a target.

NFO attack: This attack specifically targets NFO servers hosting vendor that

manufactures its own servers [80]. Our claim is based on two observations. First, the target

of the attack is an IP address that belongs to this vendor AS. Second, the attack mentions

the NFOV6. We are not sure what vulnerability the attack tries to exploit but we see a

custom payoload for the attack that targets port 238 UDP on the target IP. This type of

attack by IoT malware has been reported before [106]. In our dataset, we see a launch of

this attack by daddyl33t.
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Figure 3.10: Distribution of DDoS attacks by target protocol: UDP-based attacks are

dominant.

3.4.2 DDOS attack traffic

The DDoS attacks we observe target 4 protocols: UDP (excluding DNS), TCP,

DNS and ICMP. The distribution of the attacks is illustrated in Figure 3.10. The vast

majority (74%) of the attacks target a service (excluding DNS) on top of the UDP protocol.

That said, because of the nature of UDP flood DDoS attacks, we can not certainly say

whether a service has been targeted or the target IP. As we mentioned in the previous

section, except one case, all attacks receive the target port as part of the attack command.

As we don’t have access to the C2 code, we speculate that the C2 splits all the target UDP

ports and then distributes them to the bots. That said, 21% of the attacks target port 80

(mostly on UDP), and 7% target port 443 that are the default ports for the HTTP and

HTTPS respectively.
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Figure 3.11: Distribution of DDoS attack type based on the malware family. Mirai (grey)

has more attacks, Daddyl33t is second and is more diverse in the types of attacks, and

Gafgyt (orange) has fewer attacks.

One target hit by multiple attacks. We analyzed the binaries and types of

attacks One interesting observation is that, 25% of the targeted IP addresses are attacked

using two different attack types in a single session. For instance, 142.x.x.109 on port 4567

UDP, was once attacked by the TLS, and then shortly after by HYDRASYN. Another

example, is target 172.x.x.77, that was first attacked by TLS on port 443 UDP, and then

BLACKNURSE targeting the ICMP protocol.

3.4.3 Targets of the attacks

We observe a few patterns in the targets of the DDoS attacks. We analyze the

Autonomous Systems of the target victims to detect patterns of similarity. The first pattern

is about the type of AS that the victim is located at. Targets are located in 23 Autonomous

Systems that span 11 countries. 45% of these ASes are Internet Service Providers (ISP),

and 36% are Hosting providers. The rest of the attacks target businesses: Google, Amazon

and Roblox. These results are aligned with findings in a previous work[81]. An interesting

observation is the game industry orientation of the Businesses and the hosting providers.
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18% of the ASes are specialized in the computer gaming industry. Figure 3.12 shows the

location of the targets and the type of AS hosts.

3.5 Discussion and Limitations

We discuss limitations, extensions, and practical issues.

a. How does our approach fit in the cyber-security ecosystem? Our ambitious plan

is to turn our approach into a service with an ongoing monitoring effort. With this in mind,

we see MalNet as a building block in the ecosystem of tools and services against the scourge

of IoT malware and botnets. The role of our approach within this ecosystem could be as

follows: (a) IoT Honeypots and malware feeds collect the binaries that are actually

being propagated; (b) Public and private sources can exchange information with our

service regarding the reputation of IP addresses; (c) Firewall and NIDS can incorporate

rules and signatures regarding suspicious network behavior provided by our service, ISPs

and web hosters can use our improved list of malicious actors (bots and C2 servers)

in their networks, (d) Traffic monitoring services can use our malware signatures and

identified compromised devices to identify the potential volumetric network traffic generated

by botnets. All of those entities of course could be providing useful information to validate,

expand and improve our capabilities.

b. Are our malware binaries relevant and representative? This is the

typical question for any empirical study, that can mostly be answered indirectly. First, we

collect the malware binaries as soon as they are made available by feeds that aggregate a

large number of sources. Second, the fact that some of the C2 servers that we find are not

already in threat intelligence feeds is an indication that we find reasonably fresh binaries
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Figure 3.12: Targets of DDoS Attacks Based on the location and the Autonomous System

type. A country is colored according to nature of the majority of its targets.

and unknown C2 servers. Third, our malware covers several major malware families, such

as Gafgyt, Tsunami, and Mirai, as we saw in Table 3.1 and discussed in a few places earlier.

In a future large scale study, we would like to experiment and compare not only the newly

reported binaries, but conduct a longitudinal study of malware of different years.

c. How statistically reliable and generalizable are our the observations? This is a

question that all measurement studies need to grapple with. First, all our observations are

measurement driven and can only describe the observed behavior within the datasets that

we collected. With that in mind, we have clearly explained how we collected and created our

datasets. Given our interest to analyze newly reported malware, that limited the number

of binaries that a study with a historical perspective may have had available. We find that

examining the information that newly reported malware has to offer is an important study,

which in fact, seems to not have been done in the past in the way we conduct it here.

d. Could this approach be deployed in practice and at a large-scale? The current

work provides a proof of concept that shows the promise of our binary-centric approach. Our
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ambition is to deploy it at large scale, which will have some challenges. Such a deployment

would require us to: (a) expand the supported architectures, (b) adapt and continuously

update state of the art anti-evasion techniques in our sandbox, and (c) collaborate with

ISPs and cloud providers for massive probing. Note that these challenges include some that

are active research problems in their own right, and some that are mostly engineering tasks.

e. Can our approach extend to non-IoT malware? The overarching ap-

proach applies to any malware that can be activated in a sandbox. In addition, some of our

current methods for identifying the C2-bound traffic may need to be adapted in the case

of different malware. However, with some customization, the overarching framework could

be made to expand to additional types of malware and platforms. Note that our focus on

IoT malware is motivated by the fact that IoT malware is newer, less studied but with an

increasing presence and potential for harm.

3.6 Related Work

There are several categories of related work to our research. Below, we discuss each

category and explain how this research is different. Overall, none of the related efforts has

focused on a binary centric approach that provides a holistic view on the network behaviors

of the IoT malware

a. IoT malware non-network behavior analysis. Studying the behavior of

IoT malware has become a hot topic both for academia and industry [30, 31]. These work

focus more on the system level behavior of the malware, namely the operating system layer,

and the types of techniques that malware employees to evade detection, determine what type

of device is the host, and make itself persistent. Understanding the system level behavior of
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the malware is complementary, but significantly different from the network behavior which

is our focus here.

b. IoT malware network behavior analysis. Some efforts focus on charac-

terizing the behavior of a single malware family like Mirai [11, 46] or Hajime [50] while a

few others characterize the behaviors of several malware families at the same time [32, 82].

We fall in the latter group. Although the previous efforts explore the network behavior of

the IoT malware to some extent, neither they are binary-centric nor they provide a holistic

view on all three types of IoT malware traffic as we do here. Many previous studies [46]

[82] [32] do not profile the proliferation or the attack phase of a botnet. Another study [11]

provides an analysis of the DDoS attacks, but they rely on ISP traffic, which is an inter-

sting and challenging problem in its own right: given network traffic, one has to identify

and characterize the attack traffic. By contrast, we follow a binary-centric approach, which

allows attribution of the attacks to the C2 servers and the malware binaries that initiate

and carry out the attack.

c. IoT malware proliferation behavior analysis: A few related work explore

the proliferation behaviors of the IoT malware [68, 10, 54]. While we share many similarities

with these work, we focus on the recent malware, and hence recent trends in terms of exploits

and vulnerabilities. In addition, we provide a holistic view including the C2 behaviors and

the DDoS attacks.

d. C2 Communication Analysis: Several studies analyze C2 server com-

munication from a networking point of view [78, 74, 43, 94, 91, 35]. Although interesting

and informative, these studies focus on understanding the infrastructure that supports the
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botnet operation. By contrast, we provide a binary-centric measurement study with com-

prehensive profiling of proliferation and attack activity. In addition, we are the first to

illustrate IoT C2 servers are elusive using active probing techniques.

e. Studying DDoS Attacks: Several studies focus on different aspects of

DDoS attacks [81, 60, 58]. An earlier work [81] studies the victims of the DDoS attacks,

and another work [60] studies the servers who issue the attack commands. Both studies

use honeypots. On the other hand, a recent work [58] studies the effectiveness of booters

takedown operations by analyzing network data from ISPs. Our fundamental difference is in

our binary-centric approach. By only using malware binaries and spying into IoT malware

botnets, we provide a similar analysis on the victims and origins of the DDoS attacks and

get similar results as the previous work.

3.7 Conclusion

Our study can be seen as a proof of concept of different type of malware analysis

that focuses on: (a) dynamic analysis, (b) timely collected malware, and (c) comprehensive

profiling of all major bot activities. We collect daily and analyze on the same day the

newly reported IoT malware from VirusTotal and MalwareBazaar. A binary-centric study

can create a holistic picture of the IoT by connecting a binary and its family, with live C2

servers, a set of proliferation techniques, and even actual launched DDoS attacks.

First, we quantify the elusive behavior of C2 servers: 91% of the time a C2 server

does not respond to a second probe sent four hours after a successful probe. We also find

that 15% of the live servers that we find are not known by threat intelligence feeds available

on VirusTotal. Second, we find that the IoT malware relies on fairly old vulnerabilities in
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its proliferation. Our binaries attempt to exploit 12 different vulnerabilities with 9 of them

more than 4 years old, while the most recent one was 5 months old. Third, we observe the

launch of 42 DDoS attacks that span 8 types of attacks while we observe that a target is

often hit by two different attacks.

The overarching goal is to show the potential of a binary-centric dynamic analysis

of malware with a focus on newly discovered binaries. Our preliminary results show the

information and insights that can be obtained. Our future goal is to expand the scope of

the study into a large-scale continuous IoT malware monitoring infrastructure.

Finally, we want to reinforce our committed to sharing our tools and our data. In

fact, we would attempt to create a set of reference datasets with continuous updates and

with the help of willing members of the community.

90



Chapter 4

DECAF++: Elastic Whole-System

Dynamic Taint Analysis

Dynamic taint analysis (also known as dynamic information flow tracking) marks

certain values in CPU registers or memory locations as tainted, and keeps track of the tainted

data propagation during the code execution. It has been applied to solving many program

analysis problems, such as malware analysis [101, 59, 99], protocol reverse engineering [21],

vulnerability signature generation [79], fuzz testing [85], etc.

Dynamic taint analysis can be implemented either at the process level, or at the

whole system level. Based on process-level instrumentation frameworks such as Pin [67],

Valgrind [76], and StarDBT [16], process-level taint analysis tools like LibDft [55], LIFT [84],

Dytan [24] and Minemu [17] keep track of taint propagation within a process scope. Whole-

system taint analysis tools (e.g., TaintBochs [23], DECAF [49] and PANDA [39]) are built

upon system emulators (e.g., Bochs [70] and QEMU [14]), and as a result can keep track of

taint propagation throughout the entire software stack, including the OS kernel and all the

running processes. Moreover, whole-system dynamic taint analysis offers a better trans-

parency and temper resistance because code instrumentation and analysis are completely
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isolated from the guest system execution within a virtual machine; in contrast, process-level

taint analysis tools share the same memory space with the instrumented process execution.

However, these benefits come at a price of a much higher performance penalty. For

instance, the most efficient implementation of whole-system taint analysis to our knowledge,

DECAF [49], incurs around 6 times overhead over QEMU [49], which itself has another 5-10

times slowdown over the bare-metal hardware. This overhead for tainting is paid constantly

no matter how much tainted data is actually propagated in the software stack.

To mitigate such a performance degradation introduced by dynamic taint analysis,

some systems dynamically alternate between the execution of program instructions and the

taint tracking ones [84, 51]. For instance, LIFT [84] is based on the idea of alternating

execution between an original target program (fast mode) and an instrumented version of

the program containing the taint analysis logic. Ho et al. proposed the idea of demand

emulation [51], that is, to perform taint analysis via emulation only when there is an unsafe

input.

Despite the above, there are still some unsolved problems in this research direction.

First, LIFT [84] works at the process level, which means LIFT has the aforementioned

shortcomings of process level taint analysis. Moreover, LIFT still has to pay a considerable

overhead for checking registers and the memory in the fast mode. Second, the demand

emulation approach [51] has a very high overhead in switching between the virtualization

mode and the emulation mode [51]. Third, some optimization approaches depend on specific

hardware features for acceleration [84, 55, 17].
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In this paper, we propose solutions to solve these problems, and provide a more

flexible and generally applicable dynamic taint analysis approach. We present DECAF++,

an enhancement of DECAF with respect to its taint analysis performance based on these

solutions. The essence of DECAF++ is elastic whole-system taint analysis. Elasticity, here,

means that the runtime performance of whole-system taint analysis degrades gracefully with

the increase of tainted data and taint propagation. Unlike some prior solutions that rely on

specific hardware features for acceleration, we take a pure software approach to improve the

performance of whole-system dynamic taint analysis, and thus the proposed improvements

are applicable to any hardware architecture and platform.

More specifically, we propose two independent optimizations to achieve the elastic-

ity: elastic taint status checking and elastic taint propagation. DECAF++ elasticity is built

upon the idea that if the system is in a safe state, i.e., there is no data from taint sources,

there is no need for taint analysis as well. Henceforth, we access the shadow memory to

read the taint statuses only when there is a chance that the data is tainted. Similarly, we

propagate the taint statuses from the source to the destination operand only when any of

the source operands are tainted.

We implemented a prototype dubbed DECAF++ on top of DECAF. Our intro-

duced code is around 2.5 KLOC including both insertions and modifications to the DECAF

code. We evaluated DECAF++ on nbench, SPEC CPU2006, and Apache bench. When

there are tainted bytes, we achieve 202% (18% to 328%) improvement on nbench integer

index, and on average 66% improvement on apache bench in comparison to DECAF. When
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there are no tainted bytes, on SPEC CPU2006, our system is only 4% slower than the

emulation without instrumentation.

Contributions In summary, we make the following contributions:

• We systematically analyze the overheads of whole system dynamic taint analysis. Our

analysis identifies two main sources of slowdown for DECAF: taint status checking

incurring 2.6 times overhead, and taint propagation incurring 1.8 times overhead.

• We propose an elastic whole-system dynamic taint analysis approach to reduce taint

propagation and taint status checking overhead that imposes low constant and low

transition overhead via pure software optimization.

• We implement a prototype based on elastic tainting dubbed DECAF++ and evaluate

it with three benchmarks. Experimental results show that DECAF++ incurs nearly

zero overhead over QEMU software emulation when no tainted data is involved, and

has considerably lower overhead over DECAF when tainted data is involved. The taint

analysis overhead of DECAF++ decreases gracefully with the amount of tainted data,

providing the elasticity.

4.1 Related Work

4.1.1 Hardware Acceleration

Related works on taint analysis optimization focus on a single architecture [84, 55,

17]. Henceforth, they utilize the capabilities offered by the architecture and hardware to

accelerate the taint analysis. LIFT uses x86 specific LAHF/SAHF instructions to accelerate

the context switch between the original binary code and the instrumented code. Minemu
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uses X86 SSE registers to store the taint status of the general purpose registers, and fails

if the application itself uses these registers. libdft uses multiple page size feature on x86

architectures to reduce the Translation Lookaside Buffer (TLB) cache miss for the shadow

memory. In this work, we stay away from these hardware-specific optimizations, and rely

only on software techniques to make our solution architecture agnostic.

4.1.2 Shadow Memory Access Optimization

Minimizing the overhead of shadow memory access is crucial for the taint analysis

performance. Most related works reduce this overhead by creating a direct memory mapping

between the memory addresses and the shadow memory [55, 84, 17]. This kind of mapping

removes the lookup time to find the taint status location of a given memory address. The

implementation of the direct mapping requires a fixed size memory structure. This fixed

size structure to store the taint status is practical only for 32-bit systems; to support every

application, such an implementation requires 32 TB of memory space on 64 bits systems [55].

Even on 32-bit systems, the implementation usually incurs a constant memory overhead of

around 12.5% [55]. Minemu furthers this optimization and implements a circular memory

structure that rearranges the memory allocation of the analyzed application. The result

is that it quickly crashes for applications that have a large memory usage [17]. In this

work, we aim to follow a dynamically managed shadow memory that can work not only for

applications with large memory usage but also for 64-bit applications.

In addition to the above, LIFT [84] coalesces the taint status checks to reduce

the frequency of access to the shadow memory. To this end, LIFT needs to know ahead of

time what memory accesses are nearby or to the same location. This requires a memory
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reference analysis before executing a trace. LIFT scans the instructions in a trace and

constructs a dependency graph to perform this analysis. LIFT reports that this optimization

is application dependent (sometimes no improvement), and depends on what percentage of

time the taint analysis is required for the application. LIFT is a process level taint analysis

tool, and in case of whole system analysis, we expect the required taint analysis percentage

for a program to be very low in comparison to the size of the system. Henceforth, we do

not expect this optimization to be very useful for whole system analysis given the constant

overhead of performing memory reference analysis for the entire system.

4.1.3 Decoupling

Several related works reduce the taint analysis overhead by decoupling taint anal-

ysis from the program execution [52, 72, 71, 62, 53]. ShadowReplica [52] decouples the taint

analysis task and runs it in a separate thread. TaintPipe [72] parallelizes the taint analysis

by pipelining the workload in multiple threads. StraightTaint [71] offloads the taint analysis

to an offline process that reconstructs the execution trace and the control flow. LDX [62]

performs taint analysis by mutating the source data and watching the change in the sink. If

the sink is tainted, the change in the source would change the sink value. LDX reduces the

overhead by spawning a child process and running the analysis in the spawned process on

a separate CPU core. RAIN [53] performs on-demand dynamic information level tracking

by replaying an execution trace when there is an anomaly in the system. RAIN reduces the

overhead by limiting the replay and the analysis to a few processes in the system (within the

information flow graph) based on a system call reachability analysis. Our work complements

these works as we aim to separate the taint analysis from the original execution.
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4.1.4 Elastic Tainting

Elastic taint propagation Similar ideas to elastic tainting have been explored in the

previous works [84, 51]. Qin et al. introduced the idea of fast path optimization [84]. Fast

path optimization is based on the notion of alternating execution between a target program

and an instrumented version of the program including the taint analysis logic. The former

is called check execution mode, and the latter is called track execution mode. Qin et al.

presented this idea for process level taint analysis. We build upon this idea for whole system

analysis. While the intuition behind both elastic tainting and fast optimization is the same,

our work advances Qin et al.’s work for the whole system.

Our first novelty is that we reduce the overhead in the check mode. LIFT [84]

checks registers and memory locations of every basic block regardless of the mode. Note that

this overhead in system level analysis is a major issue because it affects every process (and

the kernel) as we show in subsection 4.2.3. We reduce the overhead by releasing DECAF++

from checking registers in the check mode and instead monitor the taint sources, data

from input devices or memory locations, directly. Combining this with our low overhead

taint checking, we reduce the overhead in the check mode to nearly zero as we show in

subsection 4.5.4. Our second novelty is that, unlike LIFT [84], we implement elastic tainting

in an architecture agnostic way. Meeting this requirement while obtaining a low overhead

is technically challenging. As an example, LIFT uses a simple jump to switch modes while

such a jump in our case would panic the CPU since a single guest instruction might break

into several host binary instructions that need to be executed atomically.
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Finally, the effectiveness of elastic taint propagation for whole system taint analysis

has not been investigated before. As we show in section 4.5, this optimization for whole-

system taint analysis is application dependent and needs to be accompanied with a taint

status checking optimization. Our work is the first that shows the elastic property through

comprehensive evaluations, and provides a means to compare the elastic taint propagation

with elastic taint status checking.

Elastic taint status checking Ho et al. present the idea of demand emulation [51] that

has elements in common with our elastic taint status checking. The demand emulation idea

is to perform taint analysis via emulation only when there is an unsafe input e.g. network

input in their case. Otherwise, the system is virtually executed without extra overhead.

Demand emulation idea looks enticing because the virtualization overhead is usually lower

than emulation. However, as Ho et al. state, the transition cost between virtualization and

emulation is quite high and possibly offsets the speedup gained through the virtualization.

In contrast, as we show in section 4.5.4, our elastic tainting incurs almost zero transition

overhead. Further, Ho et al. had to modify the underlying target operating system to

provide efficient support for demand emulation. In contrast, in this work, we implement

elastic tainting using only emulation without any modifications to the target systems, and

show substantial improvements in real world applications of taint analysis.
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4.2 Whole-System Dynamic Tainting

In this section, we introduce a basic background knowledge on DECAF, mainly

focusing on its taint analysis functionality related to this work. For further details on

QEMU, the underlying emulator, we refer the readers to ??.

4.2.1 Taint Propagation

DECAF defines how instructions affect the taint status of their operands. Going

to the details of the rules for every instruction is out of the scope of the current work; an

interested reader can refer to [98]. Just to give an idea, mov instructions in x86 result in a

corresponding mov of the taint statuses from the source to the destination (see Figure 4.1).

What is important about the DECAF taint propagation is that DECAF inserts a few

instructions before every Tiny Code Generator (TCG) IR instruction that do the following:

• Read the taint status of the source operand. The taint status depending on the

operand type can be in the shadow registers, temporary variables or in the shadow

memory.

• Decide the taint status of the destination operand based on the instruction tainting

rule. To implement the tainting rule, a few TCG IRs are inserted before each IR to

propagate the taint status.

• Write the taint status of the destination operand to its shadow variable.
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movi_i32     tmp0,$0x7000 
mov_i32      esp,tmp0 
movi_i32     tmp4,$0xe070 
st_i32           tmp4,env,$0x4c

(a) Optimized Qemu generated tcg code

movi_i32    tmp23,$0x0
movi_i32     tmp0,$0x7000 
mov_i32      taint_esp,tmp23 
mov_i32      esp,tmp0 
movi_i32     tmp24,$0x0 
movi_i32     tmp4,$0xe070 
st_i32           tmp4,env,$0x4c

(b) DECAF instrumentation for tainting

Figure 4.1: DECAF tcg instrumentation to apply tainting for the instructionmov $0x7000,
%esp. (a) shows the tcg IR after translating the guest mov instruction, and (b) shows the

tcg IR after applying the taint analysis instrumentation.

4.2.2 Shadow Memory

DECAF stores the taint statuses of the registers and the memory addresses re-

spectively in global variables and in the shadow memory (allocated from heap). DECAF

does not make any assumptions about the memory and can support any application with

any memory requirements. The shadow memory associates the taint statuses with guest

physical addresses. This is a key design choice because the taint analysis is done at the

system level, and hence, virtual addresses point to different memory addresses in different

processes.

DECAF stores the taint statuses in a two-level tree data structure. The first level

points to a particular page. The second level stores the taint statuses for all the addresses

within a physical page. This design is based on the natural cache design of the operating

systems, and hence makes use of the temporal and spatial locality of memory accesses.

DECAF instruments QEMU memory operations to maintain the shadow memory.

Instrumentation is in fact on the Tiny Code Generator (TCG) Intermediate Representation
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(IR). DECAF instruments the IR instruction for memory load, op qemu ld*, and the IR

instruction for memory store, op qemu st*. For load, DECAF loads the taint status of the

source operand of the current instruction along with the memory load operation. For store,

DECAF stores the taint status of the destination operand of the current instruction to its

corresponding shadow memory along with the memory store operation. In both cases, the

load (or store) is to (or from) a global variable named temp idx.

4.2.3 Taint Analysis Overhead

We analyzed the current sources of slowdown in DECAF. There are three sources

of slowdown in DECAF:

• The QEMU emulation overhead that is not inherent to the DECAF taint analysis ap-

proach but rather an inevitable overhead that enables dynamic whole system analysis.

That said, QEMU is faster than other emulators like Bochs[70] by several orders of

magnitude [14].

• The taint propagation overhead as explained in subsection 4.2.1.

• The taint status checking as explained in subsection 4.2.2.

After applying DECAF tainting instrumentation, the final binary code is on av-

erage 3 times the original QEMU generated code according to Table 4.1. Clearly, the

additional inserted instructions (after the instrumentation) impose an overhead.

We systematically analyzed the overheads of DECAF framework, i.e., taint prop-

agation and taint status checking. To measure each overhead, we isolated the codes from

DECAF that would cause the overhead by removing other parts. For taint propagation over-
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Table 4.1: The statistical summary of the blownup rate after the instrumentations. The

numbers show the ratio of the code size to a baseline after an instrumentation. QEMU

baseline is the guest binary code, and DECAF baseline is QEMU IR code. DECAF increases

the already inflated QEMU generated code size around 3 times on average.

System Component Min Median Mean Max

QEMU lifting bi-

nary to tcg

3.33 6.75 7.13 28.00

DECAF taint check-

ing & prop-

agation

1.25 3.12 2.94 5.14

head measurement, we removed the shadow memory operations by disabling the memory

load and store patching functionality of DECAF that adds the shadow memory opera-

tions. For taint status checking overhead measurement, we removed the taint propagation

functionality from DECAF by deactivating the instrumentation that implements the taint

propagation rules.

We measured the performance of the isolated versions of DECAF using nbench

benchmark on a windows XP guest image with a given 1024MB of RAM. The experiment

was performed on an Ubuntu 18 i686 host with a Core i7 3.5GH CPU and 8GB of RAM.

Figure 4.2 illustrates the result of our analysis. Figure 4.2 reports the geometric mean of

the nbench reported indexes normalized using a baseline. The baseline is the DECAF with-

out the taint analysis functionality outright, that is, DECAF with only Virtual Machine

Introspection (VMI). The result shows that on nbench, taint analysis slows down the sys-

tem 400%. But more important than that, Figure 4.2 shows that taint propagation alone

slows down the system about 1.8 times while taint status checking alone adds a 2.5 times

slowdown.
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Figure 4.2: Breakdown of overhead given the DECAF VMI as baseline.

4.3 Elastic Taint Propagation

4.3.1 Overview

Elastic taint propagation aims to remove the taint propagation overhead whenever

possible. It is based on the intuition that taint analysis can be skipped if the taint analysis

operation does not change any taint status value. Taint analysis operations can possibly

result in a change only when either of the source or the destination operand of an instruction

is tainted.

Two modes Based on the above intuition, we define two modes with and without the

taint propagation overhead. We name the mode with taint propagation operations track
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Check 

Mode

Track 

Mode

Read tainted memory

Taint source

Registers are clean

Figure 4.3: State transitions between check mode and track mode

mode, and the mode without taint propagation operations check mode. At any given time,

the execution mode depends on whether any CPU register is tainted.

Mode transition When the system starts, no tainted data exists in the system, so the

system runs in the check mode. The execution switches to the track mode when there is

an input from a taint source. The taints propagate in the track mode until the propagation

converges and the shadow registers are all zero (clear taint status). At this point, the

execution switches back to the check mode. Finally, either based on an input or a data load

from a tainted memory address the execution switches back to the track mode. Figure 4.3

shows when transition occurs between the track and the check mode.

4.3.2 Execution Modes

An execution mode determines the way a block should be instrumented. Each

mode has its set of translation blocks. Further, each mode has its own cache tables. The

execution in a mode can flow only within the same mode translation blocks. This means

that blocks only from the same mode would be chained together. We determine the mode
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using a flag variable. Based on the mode, the final code would be instrumented with or

without the taint propagation instructions. The generated code will be reused for execution

based on the execution mode unless invalidated. A cache invalidation request invalidates

the generated codes regardless of the mode. The set of translation blocks and code caches

virtually form an exclusive copy of the translated code for the execution mode.

Check mode The generated code in the check mode is the original guest code (program

under analysis) plus the instrumentation code for memory load and memory store. For

memory load, shadow memory is checked, and if any byte is tainted, the mode is switched

to the track. In section 4.4, we further explain how we efficiently perform this checking. For

memory store, the destination operand taint status will be cleaned because any propagation

in this mode is safe.

Track mode Code generated in track mode is the same as the one generated in the

original DECAF. Readers can refer to subsection 4.2.1 and subsection 4.2.2 for further

details.

4.3.3 Transition

A key challenge after having two execution modes in place is to decide when and

how the transition between the two modes should occur. The transition between the two

modes should affect neither the emulation nor the taint analysis correctness. The execution

should immediately stall in the check mode and resume in the track mode when there is a

data load from a taint source. Further, this mode switch should happen smoothly without

panicking the CPU.
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We need to monitor data flow from the taint sources and the shadow registers

for timely transition between the modes. In the check mode, we only monitor the taint

sources. This is a key design choice for performance because monitoring registers for timely

transition is very costly. Note that to implement register monitoring in the check mode,

we would need to check the register taint statuses before every instruction. Thus, in the

check mode, to reduce the overhead, we only monitor the taint sources without loosing the

precision. In the track mode, we can check the registers less often because longer execution

in this mode neither affects the taint analysis precision nor the emulation correctness.

Input devices monitoring The taint sources are generally memory addresses of the

input devices like keyboards or network cards. For the input devices, DECAF++ relies

on the monitoring functionality implemented in DECAF. However, we slightly modify the

code to raise an exception whenever there is an input. This exception tells the system that

it is in an unsafe state because of the user input and the track mode should be activated if

not before.

Memory monitoring In addition to the input devices, we should also monitor the mem-

ory load operations. This is because after processing the data from an input device, the

data might propagate to other memory locations and pollute them. We need to track the

propagation in the check mode as soon as a tainted value is loaded from memory for fur-

ther processing. Efficient design and implementation of memory monitoring is a key to our

elastic instrumentation solution. We elaborate on how we do this efficiently in section 4.4.
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Registers monitoring Monitoring the registers is a key to identifying when we can stop

the taint propagation. If none of the registers carry a tainted value, no machine operations

except the memory load can result in a tainted value. Henceforth, we can safely stop the

execution in the track mode and resume the execution in the check mode while carefully

monitoring the memory load operations as explained earlier.

We point out that monitoring registers in the track mode has low overhead. This

is because in the track mode, we can tolerate missing the exact time that the registers

are clean without affecting either the safety or the precision (we would propagate zero).

Therefore, DECAF++ can check the cleanness of the registers in the track mode at block

(instead of instruction) granularity.

We check the registers’ taint status either after the execution of a chain of blocks, or

when there is an execution exception (including the interrupts). Our experiments confirm

that this is a fine granularity given its lower overhead comparing to an instruction level

granularity approach. If all the registers have a clean taint status, we resume the execution

for the next blocks in the check mode.

Transition from check mode to track mode Unlike the transition from the track

mode to the check mode (always in the beginning of a block), the transition from the check

to the track can happen anywhere in the block depending on the position of an I/O read

or a load instruction. However, the execution of a single guest instruction should start

from the beginning to the end, note that a single guest instruction might be translated to

several TCG instructions 1; otherwise, the result of the analysis would be both invalid and

1For instance, a single x86 ”ADD m16, imm16” instruction will be translated to three TCG IR instruc-
tions; one load, one add and one store
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unsafe. This is because the block code copies in each mode are different and the current

instruction might have dependency on the former instructions that are not executed in the

current mode. To have a smooth transition, the following steps should be followed:

1. Restore CPU state: before we switch the code caches, we need to restore the CPU

state to the last successfully executed instruction. We need to restore the CPU state

to avoid state inconsistency. Since the corresponding execution block in the other

mode is different, we can not resume the execution from the same point; the same

point CPU state is not consistent with the new mode block instructions. To restore

the CPU state, we re-execute the instructions from the beginning of the block to the

last successfully executed guest instruction. This will create a CPU state that can be

resumed in the other mode.

2. Raise exception: after restoring the CPU state, we emulate a custom exception:

mem tainted. We set the exception number in the exception index of the emulated

CPU data structure. After that, we make a long jump to the QEMU main loop

(cpu-exec loop).

3. Switch mode: in the QEMU main execution loop, we check the exception index and

change the execution mode if the exception is mem tainted. We switch the mode by

changing mode flag value that instructs us how we should instrument the guest code

(track or check).

After switching the modes, QEMU safely resumes the corresponding block execu-

tion in the new mode because we restored the CPU state in the step 1.
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4.4 Elastic Taint Status Checking

The main idea behind reducing the taint status checking overhead is to avoid

unnecessary interactions with the shadow memory. In DECAF, the taint status checking

happens for every memory operation. However, we can avoid the overhead per memory

address if we perform the check for a larger set of memory addresses. Thus, if the larger set

doesn’t contain any tainted byte we can safely skip the check per address within that set.

The natural sets within a system are physical memory pages.

DECAF++ scans physical pages while loading them in TLB, and decides whether

or not to further inspect the individual memory addresses. We modified the TLB filling

logic of QEMU according to Figure 4.4. The modifications are highlighted. The figure

illustrates that if the page contains any tainted byte, DECAF++ sets a shadow memory

handler for the page through some of the TLB entry control bits. Afterwards, whenever

this page is accessed, DECAF++ redirects the requests to the shadow memory handler.

In the following paragraphs, we explain how we handle memory load and store operations

separately because of their subtle differences.

Memory load During memory load operations, we should load the taint status of the

source memory address operands as well. We load the taint status value from the shadow

memory only when the TLB entry for the page contains the shadow memory handler. In

other cases, we can safely assume that the taint status is zero. Based on this notion, we

modify the QEMU memory load operation logic as shown in Figure 4.5. In particular, two

cases might occur:
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Load the page
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Figure 4.4: Fill TLB routine

• If the TLB entry control bits for the page contain the shadow memory handler, the

address translation process for the memory load operations results in a TLB miss. In

the TLB miss handler routine, if the control bits indicate that the shadow memory

handler should be invoked we do so and load the taint status for the referenced address

from the shadow memory. If the execution is not already in the track mode, and the

loaded status is not zero we quickly switch to the track mode.

• If the address translation process for the load operation results in a TLB hit, we check

whether we are in the track mode, and if so we load zero as the taint value status.
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Figure 4.7: Elastic shadow memory access workflow
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Otherwise, we don’t need to load the taint status since it will not be used for taint

propagation.

Based on the locality principle, a majority of accesses should go through the fast

path shown in the Figure 4.5. Our elastic taint status checking is designed not to add

overhead to this fast path, and hence a performance boost is expected.

Memory store During memory store operations, we should store the taint status of

the source operand to the shadow memory address of the destination referenced memory

address. Similar to memory loads, we perform the shadow memory store operation only

when the TLB entry control bits for the referenced address page indicate so. That said, there

is a subtle difference that makes memory stores costlier than memory loads. Figure 4.6 shows

how we update the shadow memory alongside the memory store operations. In particular,

there will be three cases:

• If the source operand for the store operation has a zero taint status, and the page

TLB entry does not indicate a tainted page, we do nothing. This happens both in the

check mode all the time, and in the track mode when the page to be processed does

not contain any tainted byte.

• If the page TLB entry flags us to inspect the shadow memory, we check the TLB

control bits in the TLB miss handler and update the shadow memory if the shadow

memory handler is set (see Figure 4.6).

• If the taint status of the source operand is not zero, even if the page is not registered

with a shadow memory handler, we still update the shadow memory. This can only
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happen in the track mode, because in the check mode there is no taint propagation,

and hence the source operand taint status is always zero. We update the TLB entry

when this is the first time there is a non-zero taint value store to the page. Since the

page now contains at least a tainted byte, all the next memory operations involving

this page should go through the shadow memory handler. We update the TLB entry

and register the shadow memory handler for the future operations.

Propagation of non-tainted bytes A special case of the taint status store is when a

tainted memory address is overwritten with non-tainted data. This case happens when the

TLB entry for the page flags shadow memory operation even when the source operand is

not tainted. In such a case, the memory address taint status would be updated to zero

but the page is still processed as unsafe; the memory operations still will go through the

taint handler. For performance reason, we do not immediately reclaim the data structure

containing the taint value, but rely on a garbage collection (see ??) mechanism that would

be activated based on an interval. The page remains unsafe until the garbage collector is

called. The garbage collector walks through the shadow memory data structure and frees

the allocated memory for a page if no byte within the page is tainted. After this point,

Fill TLB routine will not set the taint handler for the page anymore, and any processing

involving the page will take the fast path.

4.5 Evaluation

In this section, we evaluate DECAF++, a prototype based on the elastic whole

system dynamic taint analysis idea. DECAF++ is a fork of DECAF project including the
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introduced optimizations. Overall, our changes (insertion or deletion of code) to develop

our prototype on top of DECAf does not exceed 2.5 KLOC. We defined two compilation

options that selectively allows activating elastic taint propagation or elastic taint status

checking. We evaluate DECAF++ to understand:

1. How effective each of our optimization, i.e., elastic taint propagation and elastic taint

status checking and altogether is in terms of performance.

2. Whether our system achieves the elastic property for different taint analysis appli-

cations, that, is a gradual degradation of performance based on the increase in the

number of tainted bytes.

3. What the current overheads of DECAF++ are and whether we can address the short-

comings of the previous works [84, 51], i.e., reducing the overhead in the check mode

and in the transition between the two modes.

4.5.1 Methodology

We measure the performance metrics using standard benchmarks under two dif-

ferent taint analysis scenarios in subsection 4.5.2 and subsection 4.5.3. In both scenarios, a

virtual machine image is loaded in DECAF++ and a benchmark measures the performance

of the virtual machine while the taint analysis task is running.

To answer (1), we measure the performance of DECAF++ with different optimiza-

tions, i.e., with elastic taint propagation dubbed as Propagation, with elastic taint status

checking dubbed as Memory and with the both dubbed as Full and compare them. To

answer (2) and evaluate the elastic property, we introduce a parameter in our taint analysis
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Figure 4.8: Comparing DECAF and DECAF++ performance.

plugin that adjusts the number or the percentage of tainted bytes. Plotting the performance

trend based on this parameter values allows answering question (2). Finally to answer (3),

we measure the overhead of the frequent or costly tasks in our implementation. In the the

rest of this section, we describe the details and answer (1) and (2) in subsection 4.5.2 and

subsection 4.5.3. In subsection 4.5.4, we answer (3).

4.5.2 Intra-Process Taint Analysis

In this scenario, we track the flow of information within a single process. For this

experiment, we use nbench benchmark [40]. We track the flow of information within the

nbench programs using a taint analysis plugin we developed for DECAF. The goal is to be

able to report the performance indexes measured by nbnech while the taint analysis task is

running. In the next paragraphs, we explain the configurations for the experiment, and at

the end of this section we report the results.

nbench Understanding nbench is important since our taint analysis plugin instruments

it. nbench has 10 different programs. These programs implement a popular algorithm and

measure the execution time on their host. Although the underlying algorithms are different,

they all follow the same pattern regarding loading the initial data. They all create an array
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Figure 4.9: Evaluation of DECAF++ with full optimization under different number of

tainted bytes; performance values are normalized by nbench based on a AMD k6/233 system.

of random values and then run the algorithm on that array. The arrays are allocated from

the heap, and the random generator is a custom pseudo random generator.

Taint analysis plugin The taint analysis plugin instruments nbench programs and taints

a portion of the initial input data based on a given parameter. Although this is not trivial,

we do not go into the details. We just mention that we record the address of the allocated

array from the heap, and taint a portion of the array right after the random initializa-

tion. The portion size depends on an input parameter that we call taint size. For instance,

taint size=100 means that 100 bytes of the array (from the beginning) used in the run-

ning programs of nbench are tainted using the plugin. After the instrumentation, DECAF

automatically tracks the propagation from the the taint sources to other memory locations.

Experiments setup We measure the performance of each solitary optimization feature

(and together) of DECAF++ using nbench2 on a loaded windows XP guest image. The

image is given 1024MB of RAM. The experiment was performed on an Ubuntu18 i686 host

with a Core i7 3.5GH CPU and 8GB of RAM. The reported indexes by nbench are the mean

2Three programs Fourier, NEURAL NET and LU DECOMPOSITION from the nbench did not reflect
any change in their reported numbers so we removed them from analysis. Also due to cross compilation,
Assignment test did not work on Windows XP.
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result of many runs (depending on the system performance). Further, nbench controls the

statistical reliability of the results and reports if otherwise. Finally, note that since all the

measurements are conducted on the VM after it is loaded, the VM overhead would be a

constant that is the same for all the measurements.

Result Figure 4.8 shows the performance of different optimization in DECAF++ in com-

parison to DECAF. The results in this figure answers question (1) for this scenario. Overall,

when the entire program inputs are tainted, combining elastic taint propagation and elastic

taint status checking (full optimization) achieves the best performance. However, the per-

formance is application dependant and sometimes a single optimization can achieve better

performance than both combined, e.g. HUFFMAN and IDEA.

Figure 4.9 shows the performance of the DECAF++ when both optimization are

activated for varied taint size values. This figure answers question (2): DECAF++ has the

elastic property, that is, the performance degrades based on the number of tainted bytes.

On average, in comparison to DECAF, DECAF++ achieves on average 55% improvement

(32% to 86%) on the nbench memory index and 202% (18% to 328%) on the nbench integer

index.

Further, we can see from Figure 4.9 that results for taint size={10,100} are similar

and differ from the result for taint size={1000,5000}. For taint size={10,100}, since the

tainted bytes are adjacent, the track mode activates for a sequence of bytes and then

quickly switches back to the check mode. Also since taint size={10,100} is well below a

page size, the shadow memory access penalty would be low because often the tainted bytes

will be within a single page. However for taint size={1000,5000}, almost the entire nbench
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programs input array is tainted that results in frequent execution in the track mode and

shadow memory access penalty.

In addition to the above, an interesting observation is the performance degradation

for the sort algorithms. The performance degrades abruptly while taint size changes from

zero to greater values. This is because of the behavior of the sort algorithm, that is,

frequently moving an element in the array. This behavior results in polluting the entire

array quickly and hence degrading the performance abruptly.

4.5.3 Network Stack Taint Analysis

In this scenario, the taint analysis tracks the flow of information from the network

throughout the entire system and every process that accesses the network data. Perform-

ing taint analysis in this level is only possible using whole-system taint analysis tools like

DECAF. Since the taint analysis affects the entire system, the need of having an elastic

property would be more necessary.

Honeypots are an instance of the applications that can greatly benefit from the

elastic property. Previous studies show that the likelihood of the malice of a network traffic

can be predetermined [34]. Therefore, a honeypot can adopt a policy to achieve taint

analysis only for network traffic that are expected to be malicious. Elastic property helps

such systems to boost their performance based on their policy.

We measure transfer rate and throughput based on a parameter called taint perc

(instead of taint size in the previous experiment) that defines the percentage of network

packets to be tainted. This is because percentage, here, better represents the real applica-
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tions. For instance, for honeypots, the taint perc can be easily derived based on the taint

policy.

Taint analysis plugin Our taint analysis plugin taints the incoming network traffic based

on the taint perc parameter. We implemented this plugin using the callback functionality

of the DECAF. Our plugin registers a callback that is invoked whenever the network receive

API is called. Then, based on the taint perc parameter, our plugin decides whether to taint

the payload or not.

Experiments setup The experiments were performed on an Ubuntu16.04 LTS host with

a Core i7 6700 3.40GHz×8 CPU and 16GB of RAM. The guest image was Ubuntu 11.10 and

it was given 4GB of RAM. For throughput measurement, we use Apache 2.2.22. We isolate

the network interface between the server (guest image running Apache) and the client (the

host machine) to reduce the network traffic noise that might perturb the results. That said,

there is still a large deviation in the throughput because of the non-deterministic interrupt

processing behavior of the system. We rely on significantly different values considering the

standard deviation to draw conclusions.

We use netcat to measure the transfer rate. Our measurement is based on the

transfer rate for 200 netcat requests of size 100KB. We use apache bench [1] to measure

the throughput of an apache web server on the guest image. We execute Apache bench

remotely from the host system with a fixed 10000 request parameter. Apache bench sends

10000 requests and reports the average number of completed requests per second. For both
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Table 4.2: Network transfer rate of solitary features of DECAF++ (and together as Full)

on Netcat; the throughput is the mean of 5 measurements for a range of tainted bytes.

Tainted Bytes Implementation Transfer Rate (MB/S) Standard Deviation

40KB - 50KB Full 3.57 18%

Memory 3.60 10%

Propagation 3.43 8%

20KB - 30KB Full 5.70 3%

Memory 4.25 14%

Propagation 3.70 12%

0KB Full 5.31 5%

Memory 5.24 7%

Propagation 4.12 8%

0KB - 50KB DECAF 3.70 9%

0KB - 50KB QEMU 6.00 3%

transfer rate and the throughput, we repeat the experiments for each taint perc parameter

value 5 times and report the average and the relative standard deviation.

Transfer rate result Table 4.2 reports the result of our transfer rate measurement using

netcat. The results show the transfer rate for three taint perc parameter values: when

every packet is tainted (40KB - 50KB tainted bytes), when half of the number of packets

are tainted (20KB - 30KB) and finally when no packet is tainted. Note that although every

request is 100KB, only a portion of the packet is payload, and not the entire 100KB payload

would be live in the system at the same time; this is why eventually only around 50KB is

tainted. The results show a substantial 54% improvement when only half of the incoming

packets are tainted. This is only 5% less than the QEMU transfer rate that is the maximum

we can achieve. There is no improvement when every packet is tainted but this is expected

because taint propagation and taint status checking have to be constantly done.
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in. The reported numbers are the mean of 5 measurements and the relative standard devia-

tion are in range of [2%,18%] for Full, [1%,15%] for Mem and [1%,14%] for the Propagation.

DECAF and QEMU 1.0 throughput are 320 and 815 request/sec.

Figure 4.11: Evaluation of the DECAF++ on Apache bench. Each candlestick shows 5

measurements of throughput (request/sec) for a percentage of tainted packets.
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Throughput result Figure 4.10 illustrates the result of our throughput measurement for

apache server using apache bench. The figure shows that the full optimization achieves the

best throughput. Answering (1), full optimization and elastic taint status checking outper-

form DECAF for all values of taint perc, and elastic taint propagation outperforms DECAF

when taint perc is below 1%. Figure 4.11 shows the performance of the full optimization

based on the percentage of the tainted bytes. Although DECAF++ has the elastic property

and there is improvement in all cases (answering (2)), it is more tangible for taint perc val-

ues less than 1%. We point out two points on why taint perc values seem very small. First,

the number of tainted bytes do not linearly decrease with taint perc. Second, these even

seemingly small taint perc values represent the real world scenarios. For instance for secu-

rity applications, the attacks are anomaly cases and the percentage of suspicious packets

are well below 1%. Overall, DECAF++ achieves an average (geometric) 60% throughput

improvement in comparison to DECAF. When there are no tainted bytes, our system is

still around 18% slower than QEMU because of the network callbacks.

4.5.4 Elastic Instrumentation Overhead

In this section, we evaluate DECAF++ to answer (3) and understand whether we

could address the shortcomings of the previous works that are high overhead in the check

mode of LIFT [84] or high transition overhead of [51].

Check mode overhead Elastic taint analysis imposes an overhead even when there are

no tainted bytes. In case of LIFT [84], it’s the registers taint tag check at the beginning

of every basic block and further memory tag checks before memory instructions. For DE-

CAF++, our evaluation using SPEC CPU2006 and nbench illustrated in Figure 4.12 and
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Figure 4.12: SPEC CPU2006 for different implementations

Figure 4.13 shows that DECAF++ imposes around 4% overhead even when there is no taint

analysis task, that is, running only in the check mode. This overhead is in comparison to

when tainting functionality is completely disabled. DECAF++ introduces a few overheads

in comparison to this case. These overheads are:

• Checking the mode before the code translation and in the memory operations

• Patching the memory load operations in the track mode

• Checking the status of the page throughout the TLB filling process to register the

taint status handler

We measured the effect of each of these overheads on indexes reported by nbench by remov-

ing the code snippets attributed to these functionalities. The results of these measurements

are listed in Table 4.3. Removing none of the overheads except the mode checking has a

substantial effect on the performance. This is because mode checking is frequently done

along with every memory load and store operation. It goes unsaid that this overhead is

inevitable.
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Figure 4.13: DECAF++ check mode overhead on nbench

Table 4.3: The nbench evaluation of DECAF++ by removing the potential overheads

Procedure Memory index Relative STD Integer Index Relative STD

Baseline 4.04 1% 4.36 1%

Full 3.86 2% 4.17 2%

Mode checking 4.04 2% 4.34 3%

Load operations patching 3.87 1% 4.23 1%

Page check in TLB fill 3.74 1% 4.14 1%

Transition Overhead The transition from the check mode to the track mode imposes an

overhead as discussed in section 4.3.3. This overhead is the major issue with [51]. However,

our measurement shows that this overhead is negligible for DECAF++. We measured the

transition overhead by recording the time it takes to change the mode and execute the

same instruction that was executing before the transition occurred. Our measurement was

performed during nbench execution, and every input byte was tainted. We repeated the

measurement 10 times. The average transition time is 0.031% of the overall benchmark

execution time with 0.007% relative standard deviation.

4.6 Conclusion

In this work, we introduced elastic tainting for whole-system dynamic taint anal-

ysis. Elastic tainting is based on elastic taint propagation and elastic taint status checking

that accordingly address DECAF taint propagation and taint status checking overhead by
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removing unnecessary taint analysis computations when the system is in a safe state. We

successfully designed and implemented this idea on top of DECAF in a prototype dubbed

DECAF++ via pure software optimization. We showed that elastic tainting helps DE-

CAF++ achieve a substantial better performance even when all inputs are tainted. Further,

we showed how elastic taint propagation and elastic taint checking optimization each and

together contribute to the performance improvement for different applications.

Our elastic tainting addresses the shortcomings of the previous works that are

either high overhead when there’s no tainted bytes or high transition cost when there is

some. As a result, DECAF++ has an elastic property for both information flow within a

process and information flow of a network input throughout the system. We believe whole-

system dynamic taint analysis applications like intrusion detection systems and honeypots

can greatly benefit from the elastic property. On one hand, this is because these systems are

constantly online and taint analysis affects the entire system constantly. On the other hand,

these systems can filter benign traffic and focus on the taint analysis of a small portion of

the traffic that are likely to be malicious.
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Chapter 5

Conclusions

In this thesis, we present novel techniques to detect and prevent intrusions con-

cerning IoT malware. IoT is the new battleground for attackers and as we show, attackers

rely on exploiting fairly old vulnerabilities to spread. On the other hand, the increase in the

number of IoT threats suggest that the key players such as IoT vendors, security solution

companies and network administrators fail to employ simple defenses that can significantly

address the current issues.

This first chapter of this thesis laid the foundation for the defense against IoT

threats at the network perimeter. More specifically, we presented C2Miner, a system that

is able to detect the C2 server addresses passively by analyzing an IoT malware binary and

actively via probing a target IP:port address space. We argue that a widespread deployment

of C2Miner is a turning point in the battle against IoT malware threats.

In the second chapter of this thesis, we focus on a holistic analysis of the IoT

malware traffic including the communications with C2 namely and the victims namely

vulnerable IoT devices and the DDOS targets. Our findings in the chapter two provide
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insights about the demographics of IoT malware C2 servers, vulnerabilities that the IoT

malware tries to exploit and the details of the DDOS attacks.

Finally, in the third chapter of the thesis, we present a novel solution that can

reduce the overhead of dynamic information flow analysis in applications that require whole

system analysis such as intrusion detection systems. The improvement that we present

allows a system to efficiently track the flow of network data e.g. an attack command from

a c2 server throughout the system.

Overall, this thesis provides significantly novel approaches, tools and knowledge

as to how IoT malware behaves. As a result, our work can be seen as a fundamental step in

understanding IoT malware behavior, which can lead to better defenses in terms of detecting

and containing the associated IoT malware damage.

127



Bibliography

[1] apache HTTP server benchmarking tool. https://httpd.apache.org/docs/2.4/pr
ograms/ab.html.

[2] Balbuzard - malware analysis tools to extract patterns of interest and crack obfusca-
tion such as xor. https://github.com/decalage2/balbuzard.

[3] Radare2 - libre and portable reverse engineering framework. https://www.radare.

org/n/.

[4] VirusTotal. https://www.virustotal.com.

[5] Hungenberg,Thomas and Eckert, Matthias. Internet services simulation suite.
https://www.inetsim.org, 2022.

[6] Abuse.ch. MalwareBazaar. https://bazaar.abuse.ch/.

[7] Forbes Advisor. Best dedicated hosting services of 2022. https://www.forbes.com/
advisor/business/software/best-dedicated-server-hosting.

[8] National Security Agency. Ghidra - software reverse engineering framework. https://
www.nsa.gov/resources/everyone/ghidra/.

[9] Arwa Abdulkarim Al Alsadi, Kaichi Sameshima, Jakob Bleier, Katsunari Yoshioka,
Martina Lindorfer, Michel van Eeten, and Carlos H Gañán. No Spring Chicken: Quan-
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