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Introduction 

A distinguishing feature of transportation is that it is valued primarily as an input to other 

activities, which are many and varied. Firms ship products to distribution centers and retail 

outlets; businesses send their employees to meet with customers, suppliers, regulators, and co­

workers; ordinary people travel to work and for leisure pursuits. Because of the variety of 

functions that transportation facilitates, researchers have developed a wide assortment of models 

to analyze transportation users' behavior. 

These models must account for certain special features of transportation markets. First, 

transportation encompasses many interrelated decisions such as mode, destination, shipment 

characteristics, vehicle ownership, and residential and industrial location. The models must 

therefore also account for the mutual effects of these decisions upon each other and for their 

differing time horizons. Second, transportation consists of a large number of distinct services 

differentiated by location and time. Furthermore, knowing the spatial and temporal details of these 

transportation decisions is essential for facility planning and management. 

A third feature is that travelers and shippers are sensitive to service quality. Thus demand 

models must incorporate quality indicators, some of which are readily measurable (like travel time, 

service frequency, and route coverage) while others are more amorphous (like comfort, crowding, 

and reliability). Since users differ in the values they place on these attributes, the mode!s must 

also control for demographic or socioeconomic factors that influence these values. And because 

service quality often depends upon usage through congestion or crowding, the relationship between 

travel environment and transportation decisions is two-way; neither can be forecast without 

knowing the other, thus requiring iterative calculations between demand models and facility 

performance models. 

This chapter describes how transportation demand is analyzed and what has been learned 

from doing so. We first present a selection of the most important transportation demand models, 

We are grateful to David Brownstone, Charles Lave, Fred Mannering and Kenneth Train for 
helpful comments. 
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with an emphasis on disaggregate models because they have generally been the most successful in 

capturing essential features of travel behavior. 1 We then show how the models have enriched our 

substantive knowledge of the demand for transportation, and discuss how they have been used to 

address important transportation policy issues. 

The traditional modeling structure for transportation demand distinguishes four decisions: 

how often to travel, where to travel to, what mode of transportation to use, and what route to take. 

These decisions, which apply to both passenger and freight transportation, are known as trip 

generation, trip distribution, mode choice, and route choice.2 More recent work has taken up a 

number of collateral decisions such as vehicle ownership and time of day of travel. Land-use 

decisions, which interact with transportation decisions in a two-way causality, are dealt with in 

Chapter 12. 

Trip generation and distributional have received relatively modest attention from economists, 

the models for them being closely related to land use. 3 For example, models from regional 

science project the trip-making potential from various types of land uses such as housing, shopping 

centers, or office buildings. Models of trip distribution typically use the travel distance or time 

between locations to convert these total trips into a set of origin-destination flows. The analysis 

of route choice relies heavily upon computerized networks and is often highly mathematical. 

Usually it makes relatively simple assumptions about the economic forces behind travel choices, 

while using a quite sophisticated framework of uncertainty, random influences, and dynamic 

considerations. 4 

Economists have primarily, though not exclusively, focussed on mode choice. Mode choice 

is often particularly sensitive to economic variables, and economic techniques are appropriate for 

illuminating its subtleties. For these reasons, we give mode choice the lion's share of attention in 

1 Other surveys of transportation demand models may be found in Oum, Waters, and Yong (1992), 
Small (1992), and Miller and Fan (1992), and Ortuzar and Willumsen (1994). 

2For clear expositions see Meyer and Straszheirn (1971, ch. 7) or Beesley and Kemp (1987). 

3 See Ortuzar and Willurnsen (1994) for a good review. 

4 See Boyce and Ran ( 1996). 
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this chapter; but as we shall see, the techniques developed are quite broadly applicable. 

Aggregate Demand Models 

Aggregate models rely on data describing the behavior of large groups of travelers or 

shippers. The most satisfactory ones have been based on standard microeconomic demand theory, 

in which travelers are assumed to maximize utility (Oum and Gillen, 1983) or firms to minimize 

costs (Oum, 1979; Friedlaender and Spady, 1980). The best of these models impose the 

parametric restrictions implied by economic theory· while using flexible functional forms. 

For example, a neoclassical aggregate freight demand model can be derived by assuming 

that shippers are firms whose production techniques and transportation decisions are jointly chosen 

to minimize a cost function C(Q,w,x,p), where Q is the firm's output, w is a set of factor 

prices relating to its production, x is a set of potential shipment characteristics, and p is a set 

of transportation prices. If it is assumed that the cost function is of a particular form known as 

translog, 5 then it is possible to derive an equation for the expenditure share on a given mode i 

which is linear in the logarithms of the variables in the cost function. 6 Furthermore, certain 

restrictions on the parameters of the cost function itself are imposed by the theoretical conditions 

for cost minimizing behavior. The parameters can be estimated from data on the expenditure 

shares alone, or on expenditure shares and costs, in either case using multiple-equations methods 

in standard regression packages. 

Many of the earlier aggregate models explained mode shares over a cross-section of city 

5 A translog function is a linear combination of all possible first- and second-order terms in the 
logarithms of independent variables; for example a first-order term might be ,8QlnQ while a second-order 
term might be ,8QQ(lnQ)2 or f3Qx(lnQ)(lnx) if x is just a single characteristic. This form can closely 
approximate an arbitrary function when the variables are close to a particular set of values chosen in 
advance, such as the average values in the sample. 

6 The derivation makes use of Shepherd's lemma, which states that a small increase in the price of an 
input increases cost by an amount equal to the use of that input. See Oum (1979) or Friedlaender and Spady 
(1980). 
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pairs or mileage blocks.7 An alternative is the direct demand model, in which the total use of a 

given type of transportation is expressed as a function of its own characteristics and those of 

competing types, without worrying about where the function comes from. The advantage of this 

approach is that it automatically combines trip generation, distribution, and mode choice decisions. 

For example, Domencich and Kraft (1970) estimate equations to explain the total number of urban 

trips between a given origin and destination by a given mode for a given purpose. Explanatory 

variables include demographic and land-use characteristics of the origin and of the destination, and 

travel times and costs both for the mode in question and for competing modes. This type of 

approach is still in use as illustrated by Wardman's (1997) estimation of the demand for intercity 

rail travel in Great Britain. 

Direct demand models are also used in a time series context. For example, Gaudry (1975) 

uses monthly data on ridership of Montreal's public transit system to explain how its ridership 

depends on average real income, weather, transit strikes, special tourist attractions, and other 

factors as well as on fares and service times for both transit and car. V oith ( 1997) uses a 

combined time-series and cross-sectional approach to estimate how commuter rail ridership in 

Philadelphia varies witb the characteristics of the route, some of which change over the period 

covered by the data. 

Disae2J:eeate Demand Models 

Another class of models uses data on individual decision makers, reaping several advantages 

(Domencich and McFadden, 1975). First, the number of observations is much larger, leading to 

more precise estimates of parameters. Second, it is feasible to use a richer empirical spe~ification, 

thus better capturing the variation in decision-maker characteristics and accounting for a more 

complete set of service-quality attributes. Third, disaggregate models are well grounded in a 

microeconomic theory of individual or firm behavior that does not require the unrealistic 

7 For examples, see Perle (1964), Quandt and Baumol (1966), McLynn and Watkins (1967), and Kraft 
and Kraft (1974). 
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assumption of identical decision makers. Fourth, disaggregate models are explicit about the source 

of random disturbances, which has improved their statistical properties. 

Disaggregate models also use the actual values of variables facing each decision maker, 

rather than average values which may obscure a significant amount of information. The advantage 

of this is illustrated by the importance of shipment size and trip distance in mode choice for surface 

freight. Small shipments and those going short distances tend overwhelmingly to use truck. Thus 

an aggregate model that uses average values for these variables may include many shipments where 

truck and rail do not seriously compete against each other. As a result the model may overstate 

the sensitivity of demand to price and service quality in some markets and understate it in others. 

In this section and the next we present several of the most useful disaggregate demand 

models, each in the context of an important transportation application. 8 This section presents the 

underlying framework and three widely used disaggregate models. The next section describes 

more technically advanced models that enable researchers to analyze simultaneous choices, taste 

variation, and varied sources of unobserved influences. 

The Random Utility Framework. 

The common starting point for virtually all disaggregate models in current use9 is that 

developed by McFadden (1973), based on a utility function with a random component. We 

describe it in the context of mode choice, but the same approach is used for the choice among any 

finite set of alternatives. 

8 Ben-Akiva and Lerman (1985) and Train (1986) provide excellent and thorough treatments of 
disaggregate models, with emphasis on transportation applications. 

9 An exception is the Poisson model for analyzing trip generation at a disaggregate level, as exemplified 
by Terza and Wilson (1990). 
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Suppose the decision maker chooses among J alternative modes such as auto, bus, and air 

for intercity passenger travel. The chosen mode is assumed to maximize the decision maker's 

utility, which for mode j is: 

(1) 

where Xj denotes a set of modal attributes, S denotes characteristics of the decision maker, (3 

denotes unknown parameters, and ej is an unobserved ("random") utility component representing 

other influences on the decision maker including idiosyncratic preferences for mode j. The modal 

attributes Xj may contain an indicator (known as a "dummy variable") for mode j; in that case 

its coefficient (one of the parameters in vector (3) represents an average preference for mode j, 

while ej represents a deviation from that average preference. The function V is called the 

"systematic" utility because the same functional form applies to all decision makers, unlike the 

random component which varies across decision makers. 

Because utility is partly random, we can predict choices only as probabilities. The 

probability that the decision maker will choose mode i is: 

for all ft-i ] 

= Prob [ V.+e. < V.+e. 
j J l l 

= Prob [ e.-e. < V.-V. 
J l l J 

for all j-1ci ] 

for all j 1ci ] 

(2) 

where '-'j is shorthand for V(Xj,S;(3). Thus the choice probability depends not only on the 

systematic utility differences Vi-"J, but also on how the random-utility differences (ere) are 

distributed across the population. Most of the models in subsequent sections differ only in their 

assumptions about this latter distribution. 

The model is estimated by finding the values for unknown parameters that yield predicted 

choice probabilities matching actual choices as closely as possible. A common algorithm is the 

6 



following: choose a trial set of parameters, calculate the logarithms of the probabilities of the 

observed choice for all members of the sample, add them, then repeat using new parameter values 

until this sum is made as large as possible. This method is called maximum likelihood. 

The process is usually simplified by assuming the utility function V(~,S;,6) is linear in 

parameters (3. This is not at all necessary; Gaudry and Wills (1978) argue, for example, that 

more flexible functions known as Box-Cox transformations often provide a better fit to the 

data. 10 Even if utility is constrained to be linear in parameters, it can be a quite flexible function 

of the variables ~' containing ratios, quadratic terms, logarithms, or other transformations and 

combinations. 

Once the model is estimated, we still have to describe the decision makers who are relevant 

for any particular scenario under study. The most common way to accomplish this is sample 

enumeration. Based on information about the actual population of interest, the analyst chooses a 

representative sample of individual decision makers, possibly but not necessarily the same as the 

sample on which the disaggregate model is estimated. Each member of the enumeration sample 

is assumed to represent a population segment of real decision makers, all with the same observed 

characteristics as that sample member. The predicted probability of each choice is then used to 

estimate the fraction of that population segment making that choice. 

Binary Probit and The Value of Travel Time. 

The simplest choice model involves just two alternatives. Consider the mode choice for an 

urban work trip. Let's call auto "alternative 1" and bus "alternative 2". Then there is only one 

utility difference, namely ei-e1, in equation (2). A reasonable assumption is that this utility 

difference follows a bell curve, i.e. it is normally distributed across the population. This 

assumption leads to the probit choice probability: 

10 One of several studies using Box-Cox transformations is that of Mandel, Gaudry, and Rothengatter 
(1994), who analyze rail travel in Germany. 

7 



(3) 

where P 1 is the probability of choosing auto and <I> is the cumulative standard normal distribution 

function. 11 This choice model is simple to estimate and was used early on by Lisco (1967) and 

Lave (1969) to measure the value of time in urban commuting. 

Lave analyzed a sample, taken in the mid-1960s, of 280 urban commuters in the Chicago 

area choosing between automobile and transit. The estimated systematic utility function is: 

V = -2.08DT -0.00759w·t -0.0186c -0.0254(IncDistDT) +0.0255(AgeDT) 
-0.057(Female DT) 

where DT is an "alternative-specific dummy variable" equal to one for transit and zero for auto. 

It enters the model independently (in the first term) and also interacted with the traveler's income 

(Inc), trip distance (Dist), age, and a dummy variable indicating whether the traveler is female. The 

traveler's wage rate is denoted by w, travel time by t, and travel cost by c. Note that DT, t, 

and c all vary from one mode to the other, whereas w, Inc, Dist, Age, and Female do not. 

Lave' s more detailed results show that all estimated parameters are statistically significant except 

the last. The model indicates that travelers are less likely to take transit if their income or trip 

distance increases, but more likely to take transit as they become older. 

This utility function is linear in travel time and cost. The value of travel time (VO]), 

defined as the marginal rate of substitution between time and cost, is just the ratio of the time and 

This function is tabulated in mathematical handbooks and is readily generated by most any mathematical or 
statistical computer program. 
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cost coefficients of that linear relation: 12 

VOT = -0.00759w = 0.4l w . 
-0.0186 

Lave's finding, which is representative of other estimates in the literature, is that time is valued 

at 41 percent of the average wage rate. Note that the variables in this model were specified so that 

VOT is proportional to the wage rate. This is consistent with models of time allocation, such as 

by Becker (1965) and Bruzelius (1979), which suggest that a person's tradeoff between travel time 

and money is strongly related to his or her possibilities for earning money in the labor market. 13 

What if there are more than two alternatives? Although the probit model can be extended 

for this situation, it becomes much more difficult to estimate. The reason is that the right-hand 

side of equation (3) becomes a multidimensional cumulative normal function, which can be 

computed only using difficult numerical approximations. Thus when Lave wanted to consider 

other modes, such as rapid rail and commuter rail, he had to examine each pair separately, 

although recognizing that this approach could lead to inconsistencies. Fortunately, researchers 

have subsequently developed other models that can estimate many alternatives simultaneously, as 

we now describe. 

Multinomial Logit and Urban Mode Choice. 

When there are more than two alternatives, the key to obtaining a computationally 

convenient choice model is to have an easily calculated expression for the choice probability. 

McFadden (1973) derives such a model by assuming that each of the random utilities follows the 

extreme value distribution, which is almost indistinguishable from the normal distribution in 

12 More generally, the value of time is defined as VOT = (aVJat)J(aVJac), where a denotes a partial 
derivative. 

13 See Small (1992, pp. 36-45) for further discussion and for a review of empirical findings on the value 
of time. 
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practice. 14 The resulting choice probability is: 

V. 

pi 
e I 

J (4) I: v. e ' 
j=l 

This model is known as multinomial logit, or just "logit" .15 

The computational complexity of multinomial logit is not affected by whether J, the number 

of alternatives, is 3 or 300. But this simple structure does not come without a cost. Multinomial 

logit has a property called independence from irrelevant alternatives (JIA): the ratio of the 

probabilities of any two alternatives i and j depends on the corresponding systematic utilities 

½ and "J, but not on the systematic utilities for any other alternatives. This property implies, 

for example, that adding a new alternative mode k will not affect the relative proportions of 

people using existing modes; thus its patronage will be drawn proportionally from all these modes 

rather than preferentially from one or two close substitutes. The IIA assumption can be tested 

statistically, 16 and if it is rejected one can use alternative models as discussed below. 

McFadden, Talvitie, and Associates (1977, pp. 121-123) present a multinomial logit model 

of mode choice for urban work trips. This model is estimated from data generated by San 

Francisco Bay Area commuters choosing among four modes: (1) auto driving alone, (2) bus with 

walk access, (3) bus with auto access, and (4) carpool (two or more occupants). (The survey was 

undertaken shortly before BART, the rapid rail system, was opened.) Mode choice is explained 

14 The extreme value distribution is defined by Prob[c:i <x] = exp(-e-µx), where exp(·) and e• both 
denote the exponential function, and µ is a scale parameter conventionally normalized to one. 

15 A few authors still reserve the term "multinomial logit" for a version of the model in which the 
coefficients, rather than the variables, depend on the alternative being considered - that is, the strict utility 
in (1) is written as V(X,S;~} instead of V(~,S;~). These authors use the term "conditional logit" for the 
model as we have defined it. As noted by Maddala (1983, p. 42), these are just two ways of writing the 
same model, so the distinction matters only for the terminology used to describe results and data structure. 

16 For example Hausman and McFadden (1984), Small and Hsaio (1985), McFadden (1987), and Small 
(1994). 
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by three observed attributes: round-trip variable cost c (in cents, including parking, tolls, gasoline, 

and maintenance); in-vehicle travel time t (in minutes); and out-of-vehicle travel time t0 (in 

minutes, including walk, wait, and transfer times). Unobserved attributes for mode j are captured 

by the "mode-specific dummy" "d, which, like DT in the previous section, is defined as one for 

mode j and zero for the other modes. (Because only utility differences affect mode choice, one 

of these mode-specific dummies - D2 in this case - is omitted, thus defining a "base mode" to 

which the others are compared.) One socioeconomic characteristic, the traveler's after-tax wage 

rate w (in cents per minute), is also included in the model. The estimated utility function is: 

V = -0.0412c/w -0.0201t -0.0531t0 -0.89D 1 -l.78D 3 -2.15D 4 

(0.0054) (0.0072) (0.0070) (0.26) (0.24) (0.25) 

with the standard errors of the parameter estimates shown in parentheses. 

As expected, higher travel cost or greater in-vehicle or out-of-vehicle time for a given mode 

decreases the probability that commuters will select that mode. The negative mode-specific 

constants (the coefficients of D1, D3, and D4) show that a traveler facing equal times and costs 

on all four modes would prefer bus with walk access (mode 2, the base mode). The especially 

large negative constants for bus with auto access (mode 3) and carpool (mode 4) may reflect 

unmeasured inconvenience associated with getting from the car to the bus stop and with arranging 

carpools. These are examples of service-quality attributes that would be difficult to measure 

directly. 

Once again, the model is specified so that the ratio of each of the time coefficients to the 

cost coefficient is proportional to the after-tax wage rate. The estimated parameters indicate that 

travelers value their in-vehicle and out-of-vehicle travel time at 49 percent and 129 percent, 

respectively, of their wage rate. 17 This much higher value of out-of-vehicle relative to in-vehicle 

time indicates that travelers dislike the time they must spend accessing, transferring to, or waiting 

for a mode. An important consequence of this finding, which has been verified by other studies, 

17 Since (-0.0201)/(-0.0412/w) = 0.49w, and (-0.0531)/(-0.0412/w) = 1.29w. 
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is that auto's low out-of-vehicle time gives it a significant competitive advantage over other modes. 

Nested Logit and Vacation Travel Choice. 

In most transportation settings, mode choices are made jointly with other travel-related 

decisions. For example, a commuter may simultaneously choose what mode to use and how many 

cars to own. A freight shipper may simultaneously select a shipping mode and shipment size. If 

the two choices depend on each other in important ways, we err by pretending one is exogenous 

while analyzing the other. For example, the number of automobiles owned by a household has a 

powerful influence on urban mode choice when it is included as an explanatory variable; but 

including it without accounting for the reverse causation (mode choice affecting auto ownership) 

will cause the influence of auto ownership to be overstated, and the influence of other factors to 

be understated. This is why auto ownership is omitted as a variable in both of the studies just 

reviewed. 

Joint choice models are designed to account for such simultaneity of decisions. Here we 

treat joint choices where both choices are discrete in nature. The earliest such models identified 

and combined all possible combinations of two or more discrete choices, and used logit to estimate 

the choice among the combined alternatives. 18 But if a decision maker has idiosyncratic 

preferences for an entire class of outcomes - for example, all those involving not owning a car 

- then the random utilities for all those outcomes would be correlated with each other and the 

probabilities would violate the IIA assumption. 

McFadden ( 1978) developed a widely used generalization of multinomial logit, called nested 

logit, that allows for such idiosyncratic preferences. This model explicitiy structures the joint 

choice process in terms of groups of possible outcomes. Random utilities are allowed to be 

correlated within groups, but are assumed to be independent across groups. The model therefore 

18 For example, Ben-Akiva and Lerman (1974) estimate logit models of the joint choice of automobile 
ownership and work-trip mode. Lerman (1981) adds to those two choices two more: residential location 
and housing type, both treated as discrete. 
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allows for more flexible substitution patterns than logit, and does not have to obey the !IA 

restriction. 

Morrison and Winston ( 1985) estimate a nested lo git model of intercity vacation travel. The 

authors assume that vacation travelers simultaneously make three choices: where to travel, how to 

get there, and whether to rent a car at the destination. The structure of these choices is indicated 

by figure 1, in which each of the dashed lines indicates an additional branch of the tree analogous 

to the one shown for the same level node. (A node is a decision point, represented by a dot.) 

This diagram is not intended to indicate a sequential decision process, but rather the pattern of 

similarities within a simultaneous decision process. The diagram indicates that all the various ways 

of getting to New York, for example, are viewed by the traveler as more similar to each other 

than, say, all the places one can go by air. The two possible choices for air travel to New York 

- with or without renting a car - are even more similar to each other, hence appear as branches 

attached at the lowest level of the tree. 

The random error components are assumed to follow an extreme value distribution, as in 

logit; but those components representing branches connecting to a common node are positively 

correlated with each other while others are independent. This assumption produces the pattern of 

similarity suggested by the tree diagram and results in a convenient form for the choice 

probabilities: conditional on choosing any particular node, the choice probability for the next 

lower decision on the diagram is given by a logit probability! For example, conditional on New 

York as a destination, the choice among travel modes has the multinomial lo git form of equation 

(4). In that case the utility ~ of each travel mode j (e.g., air) is a combination of traits of that 

mode (e.g. airline prices to New York) and a summary index of the ease of getting around New 

York. That index, known as an "inclusive value," is constructed from the systematic utilities of 

the lower-level decision of whether to rent a car, which in tum reflect factors like rental-car prices 

at airports in the New York area. 

The model was estimated on a sample of 1,893 households making vacation trips in 1977. 

Here we describe just one part of the results, namely the estimated utility function for the top 

decision level, destination choice. Choice of destination is explained by round-trip distance to the 
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Figure 1. Preference Tree for Intercity Vacation Travel 



destination (dist - measured in thousands of miles); a dummy variable (Dplan) equal to one if the 

traveler planned the trip more than a month in advance and zero otherwise; two characteristics of 

the destination - mean temperature at the destination during the month of travel (temp) and a 

dummy variable for whether public transit is available there (DPt); and the II inclusive value II index 

(Id) for mode choices at that destination. 19 The estimated destination utility is: 

vd = -0.364(1-Dplan)·distd +0.270Dplan.distd +0.019tempd +0.309Df +0.519/d 
(0.088) (0.075) (0.003) (0.058) (0.069) 

where again standard errors of the parameter estimates are shown in parentheses. The first two 

estimated parameters indicate that travelers prefer closer destinations if they do not plan their travel 

far in advance, and farther destinations if they do plan far in advance. Travelers on average prefer 

destinations that are warm and that have public transit. 

The coefficient of inclusive value is positive, indicating that travelers' choice of where to 

spend their vacation is interconnected with their choice of mode to get there. For example, if air 

fares to San Francisco fall and those to other destinations do not, San Francisco is more likely to 

be selected as a destination- in addition to air becoming a more likely mode of travel. The 

coefficient of inclusive value is also less than one by a statistically significant amount, which tells 

us that the nested logit structure is consistent with utility maximizing behavior and fits better than 

a pure joint logit (McFadden, 1978). 

Nested logit need not be used only for joint choices; it is suitable for any set of discrete 

choices where alternatives are grouped by decision makers. In fact, nested logit is just one of a 

19 The inclusive value for the mode choices available to destination d is defined as: 

Id = InL exp(~ld + 0Jild) 
i 

where Vi Id is the systematic utility pertaining to using mode / to travel to destination d; Ji Id = In 
E0exp(V0 1 i,d) is the inclusive value of the two alternative forms of local transportation (denoted o= 1 or 2) 
when mode I is used to travel to destination d; V0 I i,d is the systematic utility of either of these two forms 
of local transportation; and 0 is a parameter related to the correlation between the random utilities of the 
two forms of local transportation. 
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class of models, known as generalized extreme value (GEY) models, having logit as a special case 

(McFadden, 1981). The random utility components in all GEV models have the extreme-value 

distribution, just like in logit, but they have a correlation pattern that varies from model to model. 

For example, the· alternatives inay have a natural ordering, as in the choice among several 

departure-time intervals for a work trip, with nearby intervals viewed as more similar to each other 

(Small, 1987). Nesting structures can be developed in which the groups overlap (Chu, 1981); for 

example in choosing among car types, all sports cars might form one group and all foreign cars 

another. And ordered structures can be embedded within nesting structures, thus providing 

additional flexibility (Small, 1994; Bhat, 1998). 

Advanced Disa~~e~ate Models 

As computational capabilities increase, researchers are turning more often to advanced 

techniques that can handle more sophisticated model structures. We describe three such techniques 

in this section, again with applications. Non-technical readers can omit this section. 

Joint Discrete and Continuous Choices 

Earlier we introduced a nested logit model in which two discrete choices are made 

simultaneously. Another kind of joint choice occurs when a continuous choice, such as··how many 

miles per year a household chooses to drive an automobile, is made simultaneously with a discrete 

choice, such as the type of vehicle to own. This kind of structure has proven extremely useful in 

transportation demand studies. However, it requires some additional theoretical and econometric 

modeling to account for the interrelationship between the two decisions (Mannering and Hensher, 

1987). 
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The basic theoretical framework for discrete/continuous models was pioneered by Dubin 

and McFadden (1984). They specify a random utility function that forms the basis for the discrete 

choice and use Roy's Identity to derive the continuous choice;20 thus both choices are consistent 

with utility maximizing behavior. Mannering and Winston ( 1985) use this framework to estimate 

a model of vehicle type choice and utilization. 21 Other researchers have estimated combined 

discrete and continuous choice models of freight mode and shipment size.22 

The primary wrinkle for analyzing this type of model is that the continuous part, which may 

look like an ordinary regression equation, contains a type of selection bias because that equation 

is conditional on a particular outcome of the discrete choice, which is interrelated. Take the 

example of a household choosing whether to own a car and, if so, how much to use it. The 

equation to explain utilization contains, of course, a random error term. But it will be estimated 

only on a portion the full sample, namely those who choose to own a car, who are more likely to 

have idiosyncratic reasons to use their car a lot. Thus, the sample on which the utilization equation 

is estimated is self-selected to contain people likely to have relatively high utilization. Suppose the 

utilization equation were estimated on that sample without correcting for this bias, then used to 

analyze road-building policies that encourage more people to buy cars. It would overpredict the 

usage by the new car owners. Simple corrections are available for this type of bias. 23 

Multinomial Probit and Freight Mode Choice. 

A probit framework developed by Hausman and Wise (1978) offers another way, besides 

20 Roy's Identity expresses an ordinary demand function in terms of the partial derivatives of an indirect 
utility function with respect to price and income. 

21 Another study of automobile ownership and utilization is that of Train (1986, ch. 8), who uses simple 
approximations to functional form rather than relying on strict utility-maximizing behavior. 

22 Chiang, Roberts, and Ben-Akiva (1981); McFadden, Winston, and Boersch-Supan (1985). 

23 Two classic treatments are Heckman (1978) and Lee (1979). Train (1986, ch. 5) provides a readable 
textbook presentation. 
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nested logit, to incorporate complex correlation patterns among alternatives. At the same time it 

can capture taste variation across a population of transportation users. It does this by means of 

random coefficients: each variable enters the systematic utility not through a single coefficient, but 

through one that varies across the population. (For example, some travelers may greatly prefer 

warmer vacations destinations as in the Morrison-Winston model discussed earlier, while others 

may care less or not at all.) Thus the Hausman-Wise model complicates equation (1) in two ways. 

First, the random terms are distributed in accordance with a multivariate normal distribution with 

an arbitrary correlation pattern. Second, the unknown parameters vary randomly across the 

population, also following a normal distribution. 

One application of multinomial probit with random coefficients has been to understand mode 

choice for freight shipments. Typically the decision is made by a physical distribution manager, 

who may have a particular attitude toward the uncertainties associated with long transit times and 

with variability in delivery time. 24 Since the manager's attitude may depend on his job security 

and personal characteristics, which are not easily observable, it is natural to model it as a random 

coefficient. Indeed, surveys of American and French freight managers provides evidence for 

substantial variability in their concern for shipment time. 25 

Winston (1981a) specifies the distribution manager's utility function to include not only 

transit time but uncertainty in transit time, both with random coefficients. For some products, the 

results indicate clear variation across managers; for others, they do not. An example of the first 

situation is (formerly) regulated agriculture, which tends to be low value per weight. Shippers 

have the choice of rail, common-carrier truck, or private truck. The estimated utility function 

depends on three modal attributes: freight charges (cost) in thousands of dollars, mean transit time 

(time) in days, and the standard deviation of transit time (er). The utility of certain modes relative 

to others also depends on characteristics of the shipment itself: more precisely, shipment size (size, 

in thousands of pounds), value-to-weight ratio (value, in dollars per thousand pounds), and distance 

24 See, for example, Daughety and Inaba (1978) and Daughety (1979). 

25 Gellman Research Associates (1977); Wynter (1995). 
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from the nearest rail siding (dist, in miles) are all hypothesized to affect choice of rail relative to 

the others, whereas total annual sales by the shipper (sales, in billions of dollars per year) is 

hypothesized to affect the feasibility of private trucking. The estimated utility function for the 

average shipper is: 

V = -3.09cost -2.44time -12.7a + 11.S(a/time) +0.536Dr·size +0.035Dr·value -35.4Dr·dist 

-0.17DP-sales 

where Dr and DP are dummy variables for rail and for private trucking, respectively. The 

values shown here are only averages since the actual coefficients are assumed to vary randomly 

across the population of shippers, with standard deviations that are estimated along with these 

average values. 

The parameter estimates indicate that these agricultural shippers are responsive to freight 

charges, transit time, and uncertainty in transit time (they are averse to such uncertainty, but less 

so for shorter shipments). They are more likely to use rail for larger shipments and if they are 

located close to a rail siding. The coefficients for these variables are statistically significant and 

the coefficients for value and sales are statistically insignificant. 

This model suggests that transit time and its uncertainty are important considerations to 

shippers. For the mean sample member, the elasticity of demand for common-carrier trucking is 

-0.32 with respect to cost, -0.59 with respect to transit time, and -0.18 with respect to the standard 

deviation of transit time. The demand for rail is somewhat less sensitive to transit time but more 

sensitive to its uncertainty. 

Finally, the fact that these agricultural shippers are revealed to vary in their evaluations of 

these factors means there are some relatively "captive" markets, consisting of shippers who will 

not readily change their preferred mode, and others in which shippers are quite sensitive to price 

and service quality. Other commodities showing similar variation in shipper evaluation of price 

and service quality are chemicals, metals, machinery, and stone, clay, and glass products. Each 

of these industries contains some products that are quite standardized and heavy and others that are 
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specialized, suggesting it may be rational considerations rather than personality quirks that account 

for the variation among shippers. 

Mixed Logit and the Demand for Electric Vehicles. 

The Hausman-Wise model is not the only way to account for taste variations. Boyd and 

Mellman ( 1980) and Cardell and Dunbar ( 1980) estimate logit models of automobile purchase with 

random coefficients in order to analyze how vehicle fuel economy is affected by regulation and 

market forces. Similarly Ben-Akiva, Bolduc, and Bradley (1992) allow the value of time for 

intercity travel to vary randomly across the population, even for people with the same wage or 

income. 

Recent breakthroughs in computational methods have made it possible to consider even 

more general models of taste variation within the extended logit family. The approach is nicely 

illustrated by a study of the potential market for passenger vehicles powered by fuels other than 

gasoline (Brownstone and Train, forthcoming). It combines random coefficients with a very 

flexible error structure for the random-utility components. Their approach is to add another 

random term 11j to the random utility function, equation (1), and allow its distribution to depend 

quite generally on characteristics Zj of choice j. These characteristics could be the same as those 

in the systematic utility function, in which case this new random term captures the effect of random 

variation in coefficients across consumers. Or they could just be indicators of where alternative 

j fits into a tree structure, in which case the model is nested logit or some other type of 

generalized extreme value model. More generally, Zj could include both types of variables. The 

other random term, .sj, is distributed the same way as in multinomial logit. This type of model 

is called mixed lo git. 

Mixed logit has become a viable force in travel demand because of the development of 

Monte Carlo methods for calculating the choice probabilities. 26 The basic idea is simple. If the 

26 Such methods are known as "simulation"; see Stern (1997) for a general review, and Hajivassiliou 
and Ruud (1994) for applications to discrete choice. 
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"new" utility terms, 11j, were known, the choice probability would just be multinomial logit, which 

is easy to calculate. We don't know the values of 17j, but the model does postulate a distribution 

for them. So we use a random number generator to choose a possible value for each 17j, and 

calculate all the choice probabilities Pi. Then we draw another set of random numbers and 

recalculate Pi. By repeating this procedure many times and averaging the results, we obtain a 

good approximation to Pi. 

The Brownstone-Train study also illustrates the use of stated preference data in travel 

demand, which reflect individuals' preferences in hypothetical situations. (We discuss this type 

of data in the next section.) In this application, stated preferences are used to forecast consumers' 

willingness to purchase cars not now available on the market. The model postulates vehicle choice 

among four fuel types - gasoline, natural gas, methanol, and electricity - as well as among 

several different body types and sizes. Respondents were asked to choose among hypothetical 

vehicles with specified characteristics; by varying these characteristics systematically (one of the 

luxuries of a stated-preference survey), the researcher can find out how much weight people place 

on each. 

A partial listing of estimation results is as follows: 

V = -0.264fprice/ln(income)] + 0.517range + (1.43+7.45¢1)size + (1.70+5.99¢2)luggage 

+ 2.46¢3nonelectric + 1.07¢4noncompressed + (other terms) 

where income and vehicle price are in thousands of dollars; the range between refueling ( or 

recharging) is in hundreds of miles; luggage is luggage space (as a fraction of that typical of a 

comparably sized gasoline vehicle); nonelectric is a dummy variable for cars not running on 

electricity; and noncompressed is a dummy for cars not using natural gas. Among the "other 

terms" are additional vehicle performance measures, indicators for vehicle classification (station 

wagon, sports car, etc.), and several indicators of pure preference for or against any of the three 

non-conventional fuels. All parameters shown above are estimated with enough precision to easily 

pass tests of statistical significance. 
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The terms involving ¢ 1 and ¢ 2 represent the random coefficients. The first indicates that 

the coefficient of size varies according to a bell curve with mean 1.43 and standard deviation 7.45. 

The second indicates that the coefficient of luggage has mean 1. 70 and standard deviation 5. 99. 

These estimates indicate a very wide variation in people's evaluation of these characteristics.27 

The terms involving ¢ 3 and ¢4 represent correlation in random preferences across the 

four fuel types. They are specified in such a way as to produce an overlapping nested structure: 

the three non-electric vehicle types are viewed as somewhat similar (for example, all rely on fossil 

fuels), and so do the three using fuels that are not compressed (for example, the fuel distribution 

system could perhaps be serviced by a home mechanic). Different people may evaluate these 

facets of the various fuels quite differently; accordingly, these terms measure the degree of 

similarity, not the average direction, of preferences among fuels. Thus the coefficient 2.46¢3 

on nonelectric indicates neither a positive nor negative preference on average (such a preference 

is contained in some of the II other terms 11
), but rather a random positive or negative preference that 

tends to affect all three non-electric vehicles similarly. A comparable statement can be made about 

the coefficient involving ¢4. Note that methanol and gasoline share both sets of idiosyncratic 

preferences, so are especially close substitutes; whereas electric and natural-gas vehicles share 

neither set and so are especially distant substitutes. 

The practical value of using random coefficients 1s illustrated by policy simulations 

conducted by the authors. Suppose we start with the current population of mostly gasoline­

powered vehicles and introduce a small electric car into the market. Because people have 

idiosyncratic preferences for size (the term involving ¢ 1), such a car will draw buyers 

disproportionately from owners of other small vehicles, rather than uniformly from all owners as 

the logit model would predict. Because smaller gasoline vehicles emit less pollution than some 

27 For example, the average person in the sample, with luggage coefficient 1. 70, would sacrifice 
(0.517/1.70)=30 percent of typical luggage space for a 100-mile increase in range; but someone whose size 
coefficient is one standard deviation above the mean, or 1. 70 + 5. 99 = 7. 69, would sacrifice only 
(0.517/7.69)=6.7 percent of luggage space for the same range increase. Many people (those for whom 
1. 70 + 5. 99</>2 < 0) actually prefer less luggage space, presumably because it would allow more interior room 
for the same size of vehicle. 
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larger vehicles such as trucks and vans, the predicted impact of electric vehicles on air quality will 

be smaller using this model than using a standard logit model. Now suppose that sometime later 

a large methanol car is also introduced into the market. The mixed logit model predicts more 

switching from large than from small cars, for the same reason just stated; it also predicts more 

switching from gasoline than from electric cars, because gasoline and methanol are closer 

substitutes than electric and methanol according to the correlation structure just described. Then 

the methanol car in this instance will have a greater impact on air quality than the logit model 

would predict. These substitution patterns are intuitive and important in developing strategies to 

introduce new fuel types, yet would be missed by many conventional demand models. 

Concluding Observations About Disaggregate Models. 

One cannot help but be impressed by the steady technical progress in disaggregate 

transportation demand modeling, which has enabled researchers to address questions involving 

complex substitution patterns, taste variation, and inter-related travel decisions. These more 

complex demand structures are becoming easier to estimate. Most econometric software packages 

now have standard routines to estimate multinomial and nested logit models, and there are 

specialized programs to estimate mixed logit and multinomial probit models based on McFadden's 

(1989) simulation estimator. 

Despite these advances, complex models run the risk of asking the data to say more than 

they can. Their flexibility is useful only if it can be disentangled from randomness and data errors. 

A similar risk exists with very flexible functional forms for the systematic utility. Ultimately the 

ability to distinguish subtle effects is limited by the size, accuracy, range of variation, and other 

properties of the data set (Stem, 1997). In the following section, we examine more closely the 

nature of transportation demand data. 

Transportation Demand Data 

Virtually all travel-demand analysis uses survey data. It is hard to overemphasize the 
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importance of collecting reliable data, and there is a large body of experience on ways to do so. 

We leave to other writers the task of reviewing practical methods of data collection. 28 In this 

section, we discuss instead the nature of the data sets that can be used for various purposes. Issues 

include measuring the transportation environment facing decision makers, using hypothetical 

questions to elicit preferences, and using data collected at more than one point in time. 

Measuring the Transportation Environment 

Most transportation demand models include one or more "generic" variables, that is, 

variables like travel time or cost that have the same meaning but different values on different 

alternatives. In the case of disaggregate models, one must know the value a generic variable takes 

for each individual in the sample, and for each of the possible modes. For example, to explain 

urban mode choices, Lave (1970) needed to know what times and costs members of his sample 

faced using either auto or transit. 

One way of meeting this requirement is to use values reported by the user. Doing so, 

however, has severe weaknesses. People are likely to have poor knowledge of the attributes of 

travel options seldom chosen. Even worse, the values they report may be biased to justify the 

choice made. For example, people choosing to drive may believe bus service is very poor and so 

overstate the travel times by bus, while those who use transit exaggerate the severity of traffic 

congestion facing solo drivers. Such systematic misperceptions would cause serious bias in the 

estimated model. 29 Furthermore, because a variable constructed this way appears very powerful 

in the model, the analyst may be delighted with it - not realizing that the causation runs at least 

28 See, for example, Ampt, Richardson, and Meyburg (1992) and Richardson (forthcoming). 

29 MVA Consultancy et al. (1987, pp. 159-163) find such bias to be severe in a study of the Tyne River 
crossing in England. Some would argue that these perceived values are what determine people's actual 
behavior, so should be used in the model; but that does not eliminate the bias. Perceived values can be 
accounted for without biasing the results by estimating a joint model of perception formation and mode 
choice, with each influencing the other. Mannering and Winston (1987) provide an example of this type of 
model in the context of seat-belt use and the perceived effectiveness of seat-belts. 
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partly in the opposite direction from that assumed by the model. 

A better way to meet the data requirements of disaggregate models is to obtain objective 

estimates of the values of the variables. For example, the McFadden, Talvitie, and Associates 

(1977) urban demand model used travel times and costs from computer-based network models of 

the highway and bus route systems, and the Morrison and Winston (1985) intercity demand model 

used travel times and costs from published airline, bus, and railroad guides. 

Stated Preference Data. 

Almost all of the empirical models presented in this paper have been estimated with data 

describing travelers' and shippers' preferences as revealed in actual decision making. Such data 

are said to portray revealed preferences. Another way to study decision making is to ask 

respondents about hypothetical scenarios, in which case the preferences displayed are called stated 

preferences. Stated preference analysis is especially useful when people cannot reveal their 

preferences because an alternative in not available on the market, as in the case of Brownstone 

and Train's analysis of the demand for vehicles using exotic fuels, and Hensher and Bradley's 

(1993) study of the potential demand for high-speed rail in Australia. Stated preference analysis 

is also useful when one wants to set up specialized decision-making situations that rarely occur in 

practice, as in the case of Calfee and Winston's (1998) study of commuters' willingness to pay 

congestion tolls to save travel time given hypothetical scenarios of how the toll revenue will be 

disbursed. 

Stated preference data have some additional advantages. From a statistical point of view, 

explanatory variables generated from revealed preferences may not have a great deal of variation. 

If everyone faces the same bus fare, their choices cannot tell us what the effects of changing the 

bus fare would be. By contrast, when collecting stated preference data, the values for the 

explanatory variables can be varied widely and independently of each other, creating more 
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opportunity to observe how decision makers respond to them. Another advantage of state 

preferences is that people can provide rankings of several alternatives rather than just stating their 

first choice, providing additional information that can be used to improve precision of estimates 

(Beggs, Cardell, and Hausman, 1981). 

Nevertheless, many researchers are rightly cautious about believing people's responses 

concerning situations about which they have little experience. People may make implicit 

assumptions not intended by the researcher, or they may attempt to influence policy or demonstrate 

a particular set of values. Extensive experimentation has taught survey designers how to minimize 

such biases, but some danger remains. 30 

An ideal solution in some situations may be to combine revealed and stated preference data 

so as to reap the advantages of both. An illustrative example is provided by Ben-Akiva and 

Morikawa (1990), who examine survey data from the Netherlands. They measure the effects of 

price and service quality on the use of rail service from Nijmegen, a city near the German border, 

to the capital region, a trip of about two hours. A principal objective of their analysis is to estimate 

travelers' value of travel time in this market. This example illustrates the type of applied study 

often encountered by local planning agencies, as well as a case where limited variation in the travel 

environment hampers inference. 

Each respondent first provided revealed preference (RP) data based on an actual recent trip 

by either car or train. The same respondent was then given descriptions of two hypothetical trips, 

one by car and one by train, and asked about his or her preference. By careful survey design, 

these stated preference (SP) data could provide accurate values and independent variation of a few 

key modal characteristics: cost, time, number of transfers, and a comfort indicator. 

Binary probit estimation results of the choice between rail or car are presented in the first 

column of Table 1, based on the RP data. The coefficient of line-haul time is statistically 

negligible because it exhibited little variation across the sample. The rail constant indicates that, 

3° For surveys of this work see MVA Consultancy et al. (1987), Bradley and Kroes (1992), and Hensher 
(1994). For a discussion of practical issues of data collection, especially in a less developed nation, see 
Ortuzar and Garrido ( 1994). 
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other things equal, people taking work trips strongly prefer rail (utility increment 1. 74), while 

people taking non-work trips prefer rail somewhat less strongly (utility increment 1.74-0.90 

0.84). Transfers have a marked deterrent effect. 

The second column shows results using the SP data. Two modifications have been made 

to the original model. First, the SP model includes an "inertia" variable equal to one for choosing 

the same mode as was used on the actual trip (known from the RP data), and zero for choosing 

the other mode. Second, people were not actually asked to choose one mode or the other, but 

rather to rate the strength of their likelihood of either choice: "definitely choose rail," "probably 

choose rail," "not sure," and so forth. Thus each answer is in one of five categories, which can 

be ordered from most likely to choose car (category 1) to most likely to choose rail (category 5). 

The utility in this case can be estimated using an ordered probit model which assumes that the 

higher the systematic utility for rail relative to car, the more likely the respondent will select a 

category that strongly indicates choosing rail. 31 

The results in the second column of the table show that line-haul time is now statistically 

significant, in fact quite large - it implies a value of time of 0.45 Guilders per minute or about 

$13/hour. The SP data also indicate far less tendency to favor rail for work trips, given identical 

trip characteristics, than do the RP data. 32 

The authors next present a model combining the RP and SP data. To do so they make three 

assumptions. First, the RP data are assumed to reflect actual behavior. Second, the SP data are 

assumed to be biased (relative to actual behavior) only in their portrayal of absolute modal 

preference and the influence of trip purpose. This bias is accounted for by postulating that the SP 

31Greene (1993, section 21.7.2) provides a good textbook treatment of this model. The probability of 
choosing category i (ranging from 1 to 5) is Pi = 4!(µc/3X> - 4!(µi_ 1-/3X), where 4!( ·) is the cumulative 
standard normal distribution function, /3X is the systematic utility difference between rail and car, µ 1-µ4 
are parameters to be estimated, µ0 = -ex:> , and µ5 = oo . If the model contains a constant term in /3X, as this 
one does, one of the µ/s can be normalized to an arbitrary value. Because of the symmetry in the 
categories, the authors in this case can normalize two of the µ/ s, which they do by assuming µ2 = -µ 3 and 
µ 1 =-µ4 . See Lester Johnson (1990) for a discussion of other models for ordered data. 

32 From Table 1, second column, people who actually use rail show only a mild tendency to favor rail 
in the hypothetical scenarios (utility increment 1.49-0.97 = 0.52), while those who actually use car show 
a distinct tendency in the opposite direction (rail utility increment -0.97). 
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data are generated from a preference structure with its own separate values for the rail constant 

and for the non-work dummy coefficient. Finally, the random error in the SP model is assumed 

to have a standard deviation crsp different from that for the RP model, crRP, thus allowing for either 

greater or less dispersion in people's preferences when answering hypothetical questions than when 

making actual choices. 

The combined estimates are shown in the last three columns of the table. 33 They confirm 

that respondents answering the hypothetical (SP) questions were far less likely to favor rail than 

they did in actual (RP) situations. Furthermore, people exhibited much more dispersion in their 

random preferences when answering SP questions. The combined model yields a value of time 

of roughly $4.20/hour, which appears more plausible than that obtained from either data set alone. 

Ortuzar and Iacobelli ( 1998) also combine RP and SP data in their study of intercity travel 

in Chile. They find that the SP responses show less variance than the RP responses, just the 

opposite of the Ben-Akiva-Morikawa study, perhaps indicating that people felt more certain of their 

responses in this application. Recent work by Brownstone, Bunch, and Train (1998) uses the 

combined RP-SP methodology to better control for response bias in the SP questions used for the 

study of alternative fuels described earlier. Generally, when RP and SP data are combined to 

estimate the demand for an alternative not yet available in the market, the RP data help measure 

the degree of dispersion in random utility and the utility constants relating to existing alternatives, 

while the SP data help refine the estimates of tradeoffs and provide the only estimates of the utility 

constant(s) for the new alternative(s). 

Panel Data 

Thus far our discussion has focussed on studies that use data from a single cross-sectional 

sample. Use of these data assumes that respondents have had time to adjust to their current 

33 These estimates are obtained using a maximum-likelihood routine written specifically for this model; 
however, Bradley and Daly (1997) show how they can be obtained from standard nested-logit software by 
some clever manipulations of the data and tree structure. 
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situation, or if not that the effects of incomplete adjustment vary randomly across the population. 

Cross-sectional studies are therefore appropriate for understanding long-run behavior. 

Sometimes we also need to know the transitional dynamics that people follow when things 

change. These dynamics can be analyzed by following the behavior of the same individuals over 

time. A data set collected this way is called a panel. 

By capturing dynamic behavior at the individual level, panel data permit a more detailed 

understanding of the factors governing people's changing behavior including response lags and 

learning by experience (Raimond and Hensher, 1997). However, observed persistence in behavior 

can arise from two quite different causes. One is true behavioral inertia (adjustment lags), caused 

by impediments to changing behavior; this condition is also known as "state dependence" because 

behavior at any one time depends on the state in which one has been placed by past decisions. The 

other cause of persistent behavior is the existence of persistent idiosyncratic factors that make one 

person regularly lean toward one choice and another person toward another; this situation is called 

"unobserved heterogeneity" because the persistence in behavior arises from factors unknown to the 

analyst that vary across the population. 

Collecting panel data poses special estimation problems that arise from respondents' initial 

failure to respond to surveys and from their attrition as the survey evolves. Statistical techniques 

designed to minimize such "nonrespondent" and "attrition" biases are described by Heckman 

(1981a, 1981b) and Pendyala and Kitamura (1997). 

Mannering and Winston (1991) use the National Family Opinion panel to estimate the effect 

of consumers' previous experience with a particular brand of automobile on their future automobile 

purchases-that is, the extent of their brand loyalty. Each member of the panel kept records of 

their entire vehicle ownership history. The authors used these data to estimate multinomial lo git 

models of vehicle-type choice before and after 1980, specifying the number of previous GM, Ford, 

Chrysler, Nissan, Honda, and Toyota purchases as independent variables. Their main finding was 

that brand loyalty toward American cars, particularly those manufactured by GM, had fallen 

substantiall) since 1980 while brand loyalty toward Japanese cars had risen. For example, before 

1980 a previous GM purchase increased the probability that a consumer's next purchase would be 
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a GM car by 6.3 percentage points, but after 1980 the increase was only 3.1 percentage points. 

In contrast, the effect of prior Toyota ownership on Toyota purchase probability increased, from 

7 percentage points before 1980 to 14.3 percentage points after 1980. 

Did the propensity for ·repeat purchases of a brand of car arise from true brand loyalty (state 

dependence) or persistent idiosyncratic factors (unobserved heterogeneity)? Mannering and 

Winston tested this question statistically and concluded that brand loyalty was the dominant factor. 

This finding has implications both for manufacturers' marketing strategies and for government 

policies toward motor vehicle imports. 

One of the most extensive panel data sets is the Dutch Mobility Panel, a stratified random 

survey of households in The Netherlands (Van Wissen and Meurs, 1989; Meurs and Ridder, 

1997). It has been used for many studies, well illustrated by Kitamura and Bunch's (1990) study 

of the number of cars owned by a household. In one of their models, state dependence is 

measured by including, among the explanatory variables for car ownership at time t, measures of 

car ownership at an earlier time t-1 (about six months earlier). Heterogeneity is measured by 

assuming that random utility has two components: one that varies only by individual, and another 

that varies each time the individual is observed. The first component represents persistent 

idiosyncratic factors (unobserved heterogeneity). Their results indicate a great deal of inertia in 

the system, but very little heterogeneity. The implication is that as incomes, fuel prices, or other 

,factors affecting car ownership change, people will adjust only partially over a period of six 

months, but that eventually they will adjust because few have strong idiosyncracies favoring a 

particular car ownership level. Unfortunately, this finding was not very robust to variations in the 

assumed model structure, so it remains tentative. 

mustrative Empirical Findin~s 

What do these models tell us about transportation behavior? Here we summarize some 

basic findings about travelers' and shippers' behavior by presenting two kinds of estimates: price 

and service elasticities of demand, and decision makers' values of travel time. 
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Elasticities. 

Demand responsiveness is often summarized in terms of demand elasticities, defined as the 

percent change in use of a particular service resulting from a one percent change in an attribute 

such as price, trip time, or frequency of service offerings. Because use results from several related 

decisions, as described earlier, it is sometimes helpful to decompose this elasticity into those 

resulting from identifiable decision components.· For example, the demand for rail freight service 

from Houston to Los Angeles reflects the effects of Houston-LA rail tariffs on the number and size 

of shipments originating in Houston, the proportion of them destined to Los Angeles, and the 

proportion of those sent by rail. Thus the total price elasticity for such service is the sum of a trip 

generation elasticity, a destination diversion elasticity, and a modal diversion elasticity. The latter 

is usually the largest. 

In table 2 we present some estimates of demand elasticities, with respect to both price and 

service quality, for several major forms of transportation. Those derived from a translog cost 

function are long-run total elasticities because the cost function accounts for all three decision 

components and allows for choice of capital equipment. Those derived from a vehicle utilization 

model are short-run total elasticities; they again account for all three decision components, but 

constrain the household's number of vehicles to be constant. The others elasticities shown are 

based on mode choice only, so they are modal diversion elasticities. 

Elasticity estimates in freight transportation vary widely by commodity group. The table 

indicates the range of variation and, in some cases, the commodity groups with the smallest and 

largest elasticities. It is interesting that service-time elasticities can be as large as price elasticities, 

particularly in the case of perishable commodities. 

For urban passenger travel, price and in-vehicle-time elasticities are less than one in 

absolute value. Public policies that increase automobile costs or reduce transit in-vehicle times 

only modestly are therefore likely to have only small effects on automobile usage and transit 

ridership, respectively. This conclusion is consistent with comprehensive studies of urban 

transportation policy such as those by Meyer, Kain, and Wohl (1965) and Winston and Shirley 
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(1998). It also means that transit revenues can be increased by raising fares, a fact that is well 

known by transit managers though sometimes contested by user groups. 

For intercity trips, a low travel-time elasticity also characterizes the auto and air modes, 

probably because these modes have highly captive markets - air has a large share of long distance 

intercity trips, auto has a large share of short distance intercity trips. In contrast, intercity bus and 

rail travel are highly elastic with respect to travel time; thus these modes could significantly 

increase their market shares if service times could be improved. Intercity bus and air travel are 

price-inelastic (elasticity less than one in absolute value), suggesting that either competition or 

regulation is working to prevent carriers from charging monopoly fares. Rail service, in contrast, 

is price-elastic which is consistent with the possibility that Amtrak, the national carrier for rail 

passengers, is acting like a monopolist and that lower prices would generate substantial new 

passenger traffic. 

Utilization of a given automobile tends to be cost-inelastic, indicating that even large 

increases in fuel prices or other costs will not reduce annual automobile travel very much. This 

is especially true for two-vehicle households because they can respond to an increase in fuel costs 

by shifting some driving to their most fuel efficient vehicle. The low cost-elasticity of automobile 

utility is consistent with studies showing that the consumer response to higher gasoline prices 

during the 1970s and early 1980s was primarily to purchase smaller cars rather than to drive them 

less. 

Values of travel time. 

We have previously shown how the parameters of transportation demand models can be 

used to calculate the value of travel time. In the case of passenger travel, this value depends on 

the utility or disutility that a decision maker attaches to time spent in a particular mode, as well 

as the opportunity cost of time used in travel (M. Bruce Johnson, 1966; Oort, 1969). Thus a high 

value of time could arise from a high opportunity cost of time or from great disutility of time spent 

on a particular mode. 
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In the case of freight, the value of time arises from the opportunity cost of having goods 

tied up in transit, which can reflect perishability, risk of theft, and capital carrying costs. If the 

value per day of transit time is expressed as a percentage of the shipment's value, it can be 

interpreted as a daily discount rate. 

Table 3 presents illustrative estimates. For freight, shippers of perishable agricultural goods 

naturally have a very high value of time. The opposite is true of shippers of low-value 

manufactured products, such as primary and fabricated metals, that are not subject to spoilage or 

damage. 

The value-of-time estimates for urban transportation are drawn from the study of commuting 

in the San Francisco Bay Area described earlier, but using a more elaborate specification of the 

systematic utility function. One surprising finding is that the value of in-vehicle time is higher for 

auto than for transit. Time spent in an automobile involves more privacy but also more effort (for 

the driver, at least), and apparently the latter is dominant - a result that may have changed with 

the subsequent spread of air conditioning, hi-fidelity sound, and cellular telephones in automobiles. 

Other studies of urban commuters in major industrialized cities have found values of in-vehicle 

time in the range of 20 to 100 percent of the pre-tax wage rate, leading Small (1992) to conclude 

that a typical value is 50 percent, with walking and waiting time valued two to three times higher. 

The value of time for intercity vacation trips probably reflects differing degrees of urgency 

and enjoyment of the trip by people using different modes. Auto travelers may enjoy side trips 

that take extra time, thus accounting for auto's low value of time. (This may be the one exception 

to the principle that travel is a derived demand rather than desired for its own sake.) Air travelers, 

in contrast, want to cover long distances quickly and do not derive much pleasure from time spent 

on the airplane, thus they have a very high value of time. Rail and bus travelers fall in between. 

Brand et al. (1992, table 2) similarly report a much higher value of time for air than auto in the 

case of non-business travel. 

Practical Applications 

The parameter estimates, implied values of time, and elasticities obtained from 
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transportation demand models are critical inputs into public policy toward such issues as congestion 

relief, infrastructure investment, and industry regulation. They are also used to assist urban 

planning and to forecast the demand for new travel options. Most of these issues ave covered in 

detail in other chapters in this volume, so here we provide only a brief overvic>w. 

Welfare Measures and Public Policy Issues. 

Evaluations of public policies often involve calculating their effects on economic welfare. 

A simple but important example is the efficiency loss when prices deviate from marginal costs. 

The usual measure of that loss accounts for both profits to firms (producer surplus) and the value 

of consumption to travelers (consumer surplus). It is approximately ½!::..P!::..Q where !::..P is the 

price deviation and !::..Q is the resulting change in quantity. Expressed in elasticity form, the 

measure is: 

(5) 

where R = PQ is revenue and EP is the absolute value of the price elasticity of demand. 34 The 

more elastic the demand, the greater the distortion resulting from non-marginal-cost pricing and 

the greater the resulting loss of efficiency. 

A more general measure involves the compensating variation, which measures the amount 

of money consumers would have to be given after a policy change to make them as well off as 

before. Under certain conditions it is identical to consumer surplus (the area under the demand 

curve and above the current price). In the case of a logit model of demand, the compensating 

34 Equation (5) is the area on a demand diagram known as a "Harberger triangle," after Harberger 
(1964). 
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variation can be expressed as: 

xi 

CV = _ _!_[In~ exp(PX}l 
µ J 0 

X 

(6) 

where {3 denotes the set of coefficients estimated from the demand model, Xj denotes the 

corresponding set of explanatory variables for alternative }, µ is a conversion factor (related to 

the price coefficient) to put the results in monetary units, and the notation x.° and x1 indicates 

that the expression in square brackets is to be evaluated at the initial and final values of the 

variables and the difference taken. 35 This expression permits evaluation of even very complex 

policies so long as their effects on the variables X can be accurately predicted. 

We now turn to some examples of welfare calculations, beginning with urban transportation. 

Mohring (1965) estimates the welfare effects of several urban highway investments, using 

consumer surplus measures analogous to those leading to equation (5). Kraus, Mohring, and 

Pinfold (1976) use similar techniques to evaluate the cost of non-optimal pricing and investment 

policies on urban expressways. Small (1983a) uses a logit model of commuting mode choice to 

estimate compensating variations from alternative highway pricing strategies and from high­

occupancy vehicle lanes. Because these policies affect the price and service times of the various 

modes, their welfare effects can be calculated from equation (6). In a related paper, Small (1983b) 

uses the same equation to identify population subgroups that would gain, and those that would lose, 

from congestion pricing. Winston and Shirley (1998) use an aggregate urban mode choice model 

to estimate compensating variations from charging optimal congestion tolls, imposing marginal-cost 

transit fares, and optimizing transit frequency. They conclude that an efficient urban transportation 

policy calls for more automobile travel spread more evenly throughout the day. 

For intercity transportation, one of the most significant questions has been the effects of 

industry regulation on the welfare of travelers, shippers, and carriers. Levin (1978, 1981) and 

35 See Williams (1977) and Small and Rosen (1981). 
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Winston ( 1981 b) use freight demand models to calculate the net welfare loss from freight 

transportation regulation, using equation (5). Other studies have considered the welfare effects of 

the subsequent deregulation of airlines and surface freight transportation, using equation (6) (see 

Morrison and Winston's chapter in this volume). 

An important response by many carriers to deregulation has been to merge with another 

carrier. Mergers confer costs to travelers if they enable the merged firm to raise prices, but they 

also confer benefits if they enable the merged firm to improve service. Transportation demand 

models have been used to estimate the potential benefits from improved service due to mergers of 

airlines (Carlton, Landes, and Posner, 1980) and of railroads (Harris and Winston, 1983). 

Introducing New Travel Options. 

One of the common tasks asked of a travel demand analyst is to forecast the demand for 

a new transportation option. Examples include rapid-rail urban transit, high-speed intercity rail, 

supersonic air transport, and even the space shuttle. More mundane examples include door-to-door 

demand-responsive transit service to elderly or handicapped populations, shared-ride taxi service, 

and airport shuttles. 

Overall, the models have not been very successful on this score. Probably this is because 

the new travel options have unique characteristics that cannot be included in existing models, either 

because they lie outside current experience (like three-hour transatlantic travel times) or because 

they are hard to measure (like the fear that shared-ride taxis will pick up unsavory passengers). 

For example, Train (1978) investigated the ability of mode choice models like those described 

earlier, calibrated on bus and auto modes, to predict patronage for the new Bay Area Rapid Transit 

(BART) service introduced to the San Francisco region in 1973. He found the models tended to 

overpredict BART use, perhaps because they failed to account fully for the difficulties of accessing 

a rail station. 

One of the hopes for stated preference data is that they will enable r ~searchers to better 

account for novel characteristics of proposed alternative transportation arrangements. For example, 
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Brand et al. (1992) propose a way to forecast the demand for high-speed intercity rail service, 

using both revealed preference and stated preference data. First, a direct demand model (based 

on revealed preference data) is estimated for existing modes. Then, based on stated preference 

surveys, the diversion from each existing mode is predicted. Finally, induced trip generation is 

estimated by assuming the number of trips will respond to the new service in the same way as to 

upgraded existing service, based on conventional revealed preference models. This procedure 

allows for a flexible substitution pattern between the existing modes and the new one, and also 

combines revealed preference and stated preference data in much the same spirit as the methods 

discussed earlier. We are not aware of any before-and-after studies of predictions using such 

methods. 

Meanwhile, forecasts of the demand for new facilities are of necessity undertaken. But as 

noted in chapter 5, the record of such forecasts is dismal, especially in the case of urban rail 

transit. While some of this failure can be blamed on deficiencies in the demand models, it is 

probably indicative of deeper problems in the way funding decisions are made for public projects. 

Too many people have strong incentives to misrepresent the viability of a project that will bring 

large amounts of money to an area. The problem is aptly reviewed by Wachs (1986, 1990). 

Assessment 

How well do models of transportation demand meet their objectives? We have lauded the 

technical progress in demand modelling on the grounds that it has enabled us to address new 

questions. But has it produced correct answers? 

If the objective is to predict the use of a particular transportation service at some date in 

the future, one is justified in taking a cynical view. Forecasts for new travel options, whether 

conventional or exotic, have often been far from the mark. In large part this is because models 

are asked to do what is impossible: predict accurate values for each of the many uncertainties in 

economic Ctmditions, technology, administrative capabilities, logistical innovations, and other 

factors affecting demand. As argued in Chapter 5, it is better to view projections as an exercise 
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in understanding alternative possibilities than as forecasts of what is going to happen. In this 

respect, the ability of current demand models to elucidate the effects of numerous exogenous and 

policy variables makes them valuable aids in evaluating transportation investments and policies. 

One indicator of how much trust can be placed in model outputs is their transferability 

across space and time. To what extent do models fit on data from St. Louis in 1985 help us to 

understand urban travel in Denver in 1998? This type of question has been studied quite 

extensively (Koppelman and Rose, 1985). The answer seems to be that the "generic" parts of 

disaggregate demand models - those that explain the response of decision makers to measurable 

traits that have similar meanings in many situations - transfer quite well, so long as the range of 

conditions in the new location is not too different from that in the old. Thus, for example, the 

relationship between value of time and income seems to be fairly general. In contrast, factors 

reflecting non-generic influences do not transfer well. These include preferences for unmeasurable 

characteristics, as captured in mode-specific constants, and idiosyncratic preferences, as measured 

by the variance of error terms (or, when that variance is normalized, by the scale of all the other 

coefficients). 

These observations have led to some well-defined strategies for transferring a model from 

one location or time period to another. One is simply to adjust the alternative-specific constants 

so as to predict the correct aggregate shares for the various alternatives in the new area 

(Koppelman and Wilmot, 1982). Another is to collect a small survey sample in the new location 

in order to re-estimate the alternative-specific constants and the overall scale of the utility function, 

which measures the strength of idiosyncratic preferences. A third is to combine data sets, or to 

use special "Bayesian" techniques on the new data set, in order to reestimate some parameters 

while giving weight to the original estimates of other parameters (Ben-Akiva and Bolduc, 1987). 

We may also ask how well existing models account for transportation as a derived demand, 

arising from the desire to undertake varying activities distributed over time and space. For the 

most part, they do so only indirectly. Attempts to model activities directly has led to only modest 

gains in practice. For example, Kim and Mannering (1997) show how the duration of a shopping 

trip depends on the time of day, vehicle occupancy, gender, trip distance, and whether it is part 
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of a work trip. Unfortunately most of these variables are themselves determined simultaneously 

within an interrelated system of decisions, including activity duration; so we are still a long way 

from being able to derive the demand for transportation from first principles. It remains to be seen 

whether the current effort to build such models, as part of a microsimulation strategy to demand 

modeling (Wachs, 1996), will have more success. Axhausen and Garling (1992) and Miller and 

Salvini (forthcoming) review the state of the art. 

Another example of limited but successful research into the fundamental determinants of 

travel behavior is the literature on how telecommunications have affected travel. Many people 

have asserted that the ability to cheaply transmit data, including video images in real time, will 

make much travel obsolete. Yet the telecommunications revolution goes back at least to Alexander 

Graham Bell and no noticeable drop in travel has occurred. The issue is really whether 

telecommunications and travel are substitutes or complements. There is much evidence for the 

latter: apparently, people take advantage of their greater ability to contact others by forming wider 

networks that are accompanied by even more travel to cement those relationships. Of course, the 

nature of that travel is considerably affected. For a thorough review, see Mokhtarian and Salomon 

(forthcoming). 

Because transportation demand is derived from activity patterns, people care about the time 

of day they travel and the predictability of their travel arrangements. We have seen an example 

of the latter in the influence of transit-time reliability on freight mode choice. It is at least as 

important in urban transportation. Driving a congested highway may be a great choice most of the 

time, but not if the occasional delay would result in missing an important meeting. As a result, 

the choices of mode, route, and time of day may be sensitive to the time pattern of congestion and 

to system reliability. Small (1982) and others have estimated models of time of day choice, which 

have begun to be integrated into standard modeling practice (e.g. Bates et al., 1996). Reliability 

has been harder to handle because good measures of it are scarce, but some progress has been 

made. 36 

36 See, for example, Mahmassani, Caplice, and Walton (1990); Abdel-Aty, Kitamura, and Jovanis 
(1995); Calfee and Winston (1998); and Noland et al. (1998). 
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Conclusion 

Practical experience suggests that transportation demand models have contributed accurate 

and informative evidence to public policy debates. In assessing policy issues as diverse as urban 

pricing and investment, treatment of heavy trucks, and regulation of intercity transportation, such 

models have been the basis for welfare estimates in accord with the beliefs of informed observers 

using other methods. In some cases, such as congestion pricing, the demand models have enabled 

researchers to highlight certain political pitfalls in advance by identifying how various groups of 

travelers are affected. In others, such as airline deregulation, they have helped deflect spurious 

interpretations of events by demonstrating convincingly how things might have gone in the absence 

of deregulation. 

Confidence in transportation demand models has stimulated the search for further technical 

advances and has encouraged applications to public policy and planning. Many of the contributions 

in these areas will be apparent to readers of other chapters in this volume. Additional contributions 

will undoubtedly appear in the handbook produced by the next generation of transportation 

researchers. 
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TABLE 1 
Choice of Rail or Car for Intercity Trips in The Netherlands 

RP Model SP Model Combined Model 
-------------------------

Common RP SP 
coefficients only only 

Rail constant 1.74 -0.97 1.61 -2.96 
(0.32) (0.12) (0.29) (0.86) 

Cost per person -0.0257 -0.0072 -0.0240 
(0.0058) (0.0014) (0.0049) 

Line-haul time 0.0005 -0.0032 -0.0046 
(0.0035) (0.0012) (0.0024) 

Terminal time -0.0263 -0.0066 -0.0250 
(0.0060) (0.0021) (0.0053) 

Number of transfers -0.344 -0.053 -0.245 
(0.133) (0.032) (0.090) 

Non-work dummy -0.90 -0.02 -0.90 -0.13 
(0.23) (0.08) (0.22) (0.26) 

Inertia dummy 1.49 4.84 
(0.02) (1.16) 

Thresholds: 
µ3 0.080 0.080 

(0.010) (0.010) 

µ4 0.478 0.476 
(0.022) (0.022) 

Relative dispersion: 
aRPlasp 0.294 

(0.069) 

Source: Ben-Akiva and Morikawa (1990), Tables I, II, IV. 
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Freight 

Aggregate mode split modela 
Elasticity with respect to: 

Price 
Transit time 

Aggregate model from 
translog cost functionb,c 
Elasticity with respect to: 

Price 

Disaggregate mode choice 
modelb,d 
Elasticity with respect to: 

Price 
Transit time 

Urban Passengere 

Elasticity with respect to: 
Price 
In-vehicle time 

Intercity Passengerf 

Elasticity with respect to: 
Price 
Travel time 

Automobile Utilizationg 

Elasticity with respect to: 
Short-run operating cost 
Long-run operating cost 

a Levin ( 1978) 

TABLE 2 
Transportation Price and Service Time Elasticities 

Rail 

-0.25 to -0.35 
-0.3 to -0.7 

-0.37 
(mineral products) 

to -1.16 
(petroleum products) 

-0.08 to -2.68 
-0.07 to -2.33 

-.47 
-.22 

Auto 

-.45 
-.39 

Truck 

-0.25 to -0.35 
-0.3 to -0. 7 

-0.58 
(petroleum products) 

to -1.81 
(mineral products) 

-0.04 to -2.97 
-0.15 to -0.69 

-.58 
-.60 

-.69 
-2.11 

One-Vehicle Household Two-Vehicle Household 

-.228 -.059 
-.279 -.099 

b These estimates vary by commodity group; we report the largest and smallest. 
c Friedlaender and Spady (1981) 
d Winston (1981a) 

Rail 

-.86 
-.60 

Rail 

-1.20 
-1.58 

e McFadden (1974), multinomial logit mode choice model for work trips in the San Francisco Bay Area. 
f Morrison and Winston (1985), multinomial logit mode choice model for vacation trips in the U.S. 
g Mannering and Winston (1985) 
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Freighe 
(as percentage of 
shipment value per 
day) 

TABLE 3 
Values of Time 

Rail 
6% 

(primary and 
fabricated metals) 

to 21 % 

Truck 
8% 

(primary and fabricated 
metals) 
to 18% 

(perishable agriculture) (perishable agriculture) 

Urban work tripsb 
(as percentage of after­
tax wage rate) 

In-vehicle time 
Walk access time 
Transfer wait time 

Intercity Passengerc 
(as percentage of pre­
tax wage rate) 

Total travel time 

a Winston (1979) 

140% 
273% 

Auto 

6% 

76% 
273% 
195% 

79%-87% 

b Calculated from McFadden, Talvitie, and Associates ( 1977, p. 116). 
c Morrison and Winston (1985). Estimates for vacation trips. 

54%-69% 

d The lower value applies to low-income travelers, the higher value to high-income travelers. 

Air 

149% 

e The lower value applies to high-income travelers, the higher value to low-income travelers - just the reverse of 
bus. (But recall these are % of wage, so value of time generally still rises with income.) 
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