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ABSTRACT

Soil moisture observations in sites with natural vegetation were made for several decades in the former Soviet Union at hundreds of stations. In this paper, the authors use data from six of these stations from different climatic regimes, along with ancillary meteorological and actinometric data, to demonstrate a method to validate soil moisture simulations with biosphere and bucket models. Some early and current general circulation models (GCMs) use bucket models for soil hydrology calculations. More recently, the Simple Biosphere Model (SiB) was developed to incorporate the effects of vegetation on fluxes of moisture, momentum, and energy at the earth's surface into soil hydrology models. Until now, the bucket and SiB have been verified by comparison with actual soil moisture data only on a limited basis. In this study, a Simplified SiB (SSiB) soil hydrology model and a 15-cm bucket model are forced by observed meteorological and actinometric data every 3 h for 6-yr simulations at the six stations. The model calculations of soil moisture are compared to observations of soil moisture, literally "ground truth," snow cover, surface albedo, and net radiation, and with each other.

For three of the stations, the SSiB and 15-cm bucket models produce good simulations of seasonal cycles and interannual variations of soil moisture. For the other three stations, there are large errors in the simulations by both models. Inconsistencies in specification of field capacity may be partly responsible. There is no evidence that the SSiB simulations are superior in simulating soil moisture variations. In fact, the models are quite similar since SSiB implicitly has a bucket embedded in it. One of the main differences between the models is in the treatment of runoff due to melting snow in the spring—SSiB incorrectly puts all the snowmelt into runoff. While producing similar soil moisture simulations, the models produce very different surface latent and sensible heat fluxes, which would have large effects on GCM simulations.

1. Introduction

Soil moisture is one of the most important components of the climate system. Crucial questions about the future climate predicted for a world made warmer by enhanced greenhouse gases, such as summer drying of midcontinent agricultural regions, depend on detailed knowledge of the interactions of soil moisture with the climate. Climate models, however, use primitive parameterizations and have inadequate data with which to improve the parameterizations or to compare to simulations (Gleick 1989). The summer drying phenomenon (e.g., Manabe et al. 1981; Wilson and Mitchell 1987), for example, is a combination of the processes involving soil moisture, precipitation, time of snowmelt in the spring, partitioning of snowmelt into the soil or runoff, water table variations, and potential evaporation due to warmer temperatures. To determine whether midcontinental drying is a robust prediction, soil moisture must be properly simulated.

Soil moisture anomalies serve the same function for land that sea surface temperature anomalies serve for the ocean, providing a storage and forcing that is longer than the timescale of the atmosphere. Delworth and Manabe (1988, 1989) have shown how soil moisture interactions can produce redder spectra of many meteorological and hydrological variables in a GCM simulation. These simulations were done with a simple
### Table 1. Heat-balance stations.

<table>
<thead>
<tr>
<th>Station</th>
<th>Latitude (°N)</th>
<th>Longitude (°E)</th>
<th>Soil type/water table depth</th>
<th>Total water-holding capacity ($W_0$)</th>
<th>Field capacity ($W_f$)</th>
<th>Wilting level ($W_w$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khabarovsk, Russia</td>
<td>48.5</td>
<td>135.2</td>
<td>brown earth podzolic, gleic, heavy loamy/very deep</td>
<td>26.2</td>
<td>14.1</td>
<td>5.5</td>
</tr>
<tr>
<td>top 50 cm</td>
<td></td>
<td></td>
<td></td>
<td>23.0</td>
<td></td>
<td>14.1</td>
</tr>
<tr>
<td>top 1 m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kostroma, Russia</td>
<td>57.8</td>
<td>41.0</td>
<td>black earth leached, loamy/~18 m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top 50 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top 1 m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ogurtsovo, Russia</td>
<td>54.9</td>
<td>83.0</td>
<td>dark chestnut, heavy loamy/7–8 m</td>
<td>28.6</td>
<td>11.5</td>
<td>4.7</td>
</tr>
<tr>
<td>top 50 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top 1 m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tulun, Russia</td>
<td>54.6</td>
<td>100.6</td>
<td>derno-wooded carbonic leached, heavy loamy/&gt;20 m</td>
<td>30.2</td>
<td>6.1</td>
<td></td>
</tr>
<tr>
<td>top 50 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top 1 m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uralsk, Kazakhstan</td>
<td>51.3</td>
<td>51.4</td>
<td>dark chestnut, heavy loamy/7–8 m</td>
<td>27.1</td>
<td>10.1</td>
<td>5.5</td>
</tr>
<tr>
<td>top 50 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top 1 m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yershov, Russia</td>
<td>51.4</td>
<td>48.3</td>
<td>dark chestnut, clayey/30–35 m</td>
<td>25.6</td>
<td>10.8</td>
<td>7.7</td>
</tr>
<tr>
<td>top 50 cm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>top 1 m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>— Missing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

15-cm bucket model of soil moisture—the model used at the Geophysical Fluid Dynamics Laboratory (GFDL) and the National Center for Atmospheric Research (NCAR). The Goddard Institute for Space Studies (GISS) uses a slightly more complex model involving two soil layers (Hansen et al. 1983), while the U.K. Meteorological Office has experimented with different runoff schemes (Mitchell 1983).

In the past decade, more complex land parameterization schemes that incorporate biophysical control of evaporation have been developed [e.g., the Biosphere–Atmosphere Transfer Scheme (BATS)—Dickinson et al. (1986); the Simple Biosphere (SiB) model—Sellers et al. (1986); Xue et al. (1991)]. These schemes are now beginning to be used in long-term climate simulations, and verification of their accuracy is crucial. SiB has not been used in a climate model for $2 \times CO_2$ calculations yet, but simulations of the current climate (Sato et al. 1989) and simulations of Amazon deforestation (Shukla et al. 1990; Nobre et al. 1991) show large effects of the biophysical control of evaporation. Although SiB has been tested with data from the Tropics (Sellers and Dorman 1987; Sellers et al. 1989), soil moisture data for higher latitudes have not until now been used to verify the model (Dorman and Sellers 1989; Sato et al. 1989). Only synthetic, model-based datasets have been available, such as the Palmer Drought Index (Palmer 1968) and calculations by Mintz and Serafini (1992) and Schemm et al. (1992).

The main goal of this paper is to develop a method and give an example of how routine meteorological observations and measurements of soil moisture can be used for testing and intercomparison of different land surface water and energy balance models. The work reported in this paper may be considered a pilot study, addressing the issues of comparing observations with output from two very different land surface schemes. Its results may have relevance to the Project for Intercomparison of Land-Surface Parameterization Schemes (PILPS) (Henderson-Sellers et al. 1993).

Atmospheric GCMs are affected by vertical fluxes of latent heat, sensible heat, and radiation from the land surfaces, not directly by soil moisture. But soil moisture, snow depth, runoff, and water table depth have important impacts on hydrology and agriculture. In this experiment we can directly evaluate the shortwave radiation, net longwave radiation, soil moisture, and snow depth outputs of the models, but we do not have data for these stations to directly evaluate the complete water and energy budgets. However, we are currently conducting similar experiments for a water balance station at Valdai, Russia, that includes all these quantities in three different catchments, and this will be the subject of another paper.

To investigate the question of whether a simple bucket model or a complex biosphere model can accurately calculate soil moisture, radiation, and snow depth, we use actual meteorological and actinometric data observed every 3 h for a 6-yr period (1978–1983) for six stations distributed across the former Soviet Union (Table 1, Fig. 1) to force a standard bucket model (identical to that used at GFDL and NCAR) and the Simplified SiB (SSiB) version (Xue et al. 1991).
of SSiB. We compare the resulting simulations of soil moisture with actual observations taken at these six stations, literally ground truth. The soil moisture observations were taken with the thermostat-weight (gravimetric) technique every 10 days during the growing season and once a month when the ground was frozen, and are described in detail below.

We recognize that both the bucket and biosphere models have shortcomings, but we decided to use versions identical to those used for past and recent GCM experiments so we can evaluate how well these versions agree with observations. All six sites have a natural grass cover, and so we used SSiB vegetation type 7, grass cover, for all calculations.

Because the observations we use both to drive the models and to evaluate their outputs were taken at a specific station, and the models represent the physics at a specific point, there is no problem with scale matching in our experiments. Whether these schemes can be used with GCM gridbox-size forcing and reproduce the same scale physics cannot be addressed in this study except to say that the observations are from regions specifically chosen to be representative of large areas.

We first present a general discussion of soil moisture, defining terms and describing measurement methods. Next we describe the specific dataset that we used and the soil moisture models. Then our experiments with the standard models are presented. Finally, we discuss the results and give conclusions.

2. Soil moisture

a. Background

Both soil parameterizations used in this study, the bucket and SSiB, incorporate a simplistic view of soil hydrology, as detailed here. More sophisticated treatments of water in soil have been incorporated into soil water calculations (Abramopoulos et al. 1988; Henderson-Sellers et al. 1993), but our data do not allow evaluation of the value of such complex schemes in GCM soil hydrology parameterizations. This is because these complex treatments require knowledge of a large number of parameters that are not generally available anywhere in the world, including Russia.

Consider the topmost 1 m of soil (Fig. 2). An analysis of the contents of this layer would find varying amounts of soil, water, air, and biological material, depending on the soil properties (texture, composition, and density), vegetation, soil wetness, and topography. Approximately one-half of the volume contains soil and biomass. If the remaining fraction (the porosity) were completely full of water, the soil would contain its total water-holding capacity, \( W_0 \), and the water table would be at the surface. The SSiB grass cover type has a porosity of 0.42. Therefore, for any layer, \( W_0 = PD \), where \( P \) = porosity and \( D \) = depth (thickness) of layer.

In SSiB, for grass cover, the soil is divided into layers of 2-, 47-, and 100-cm thickness (Fig. 3), and this discussion applies to each of these layers. Other types of vegetation would have different values of some of these parameters.

To understand the various water reservoirs in soil, it is sometimes useful to think of the following simplistic partitioning, as shown in Fig. 2: of all the water in the top 1 m, approximately one-third can be lost to gravity, one-third is unavailable—locked in the pores of the soil—and one-third can be lost to evapotranspiration (Y. Sud 1992, personal communication). When the water table is between the surface and 3 m, some of the water lost to gravity will be balanced by upward capillary motion (Vinnikov and Yeserkepova 1991), but this is not relevant for any of the stations used here, as the water table depth is greater than or equal to 4 m for all stations (Table 1).

The amount of plant-unavailable water determines the wilting level \( W_w \), because plants wilt when the soil moisture reaches this level. This water can be removed...
Most evaporation, or more precisely evapotranspiration, occurs through plants. SSIb explicitly models this process, including the effects of stomatal resistance. Vegetation is included implicitly in the bucket model—the entire top 1 m of soil could not contribute to evaporation in the bucket if vegetation were not present. Snowmelt can go into immediate evaporation, into runoff, or into the soil, and each model parameterizes this process differently. Runoff, also parameterized in many ways, can occur across the surface, horizontally through the soil, or through the bottom of the active soil layer. Runoff, as measured in streams and rivers, actually has a time lag, but results here for both models are presented as the instantaneous amount. River routing models (e.g., Miller and Russell 1992) can be used to actually determine the fate of the runoff. Dooge (1992) gives a detailed discussion of the small-scale aspects of runoff modeling.

b. Observations

Vinnikov and Yserenkepova (1991) discuss in detail the Russian data used in this paper, and they are described briefly here. This was one of the first attempts to use these soil moisture measurements for testing climate model results. [We use the term “Russia” here for convenience, even though one of the stations used in this paper (Uralsk) is just across the border in Kazakhstan and all were in the Soviet Union when the observations were made.]

This analysis is possible because in the 1930s the Hydrometeorological Service of the Soviet Union organized a unified system of soil moisture measurements, using the existing network of meteorological and agrometeorological stations and opening new stations. At some of the more than 3000 Soviet agrometeorological and water balance stations, an additional program of measurement of soil moisture was started in 1967 at more than 200 permanent sites with natural, mostly meadow, vegetation.

Figure 1 shows the June average available soil moisture for the period 1978–1985 in the top 1 m of soil for 130 of these stations for which we have data, and the locations of the six stations (Table 1) we have chosen, based on their high data quality and geographical distribution, for our experiments. At each of these stations, soil moisture measurements and meteorological data are observed at a plot planted with grass. Thus, the same type of natural vegetation is used at all plots, irrespective of the surrounding vegetation, which could be grass, forest, agricultural fields, or other types. Our preliminary analysis of data from the Valdai water balance research station shows that soil moisture is almost the same in grass-covered and forest plots, although other hydrological variables, such as runoff and water table, are not.

The choice of plots at each station was made to satisfy the following conditions. 1) The plot is a flat piece
of land with an area greater than or equal to 0.10 ha. 2) The soil type is representative of the main soil type and landscape of the region and does not differ significantly from the prevailing soil type and landscape of the climatic zone. 3) The mean depth of the water table and its seasonal variations are typical for a large area. The temporal resolution of the measurements is 10 days in the warm season and one month during the winter. Reference books that we used contain soil moisture data for layers 0–10, 0–20, 0–50, 0–100, and sometimes, 0–150 cm. Data for Tulun and Ogurtsovo come from publications of the West-Siberia Territorial Hydrometeorological Administration in Novosibirsk. For Yershov and Kostroma, data come from the Upper Volga Territorial Hydrometeorological Administration in Gorky. Uralsk data are from the Alma-Ata Hydrometeorological Observatory in Alma-Ata, and Khabarovsk data are from the Far East Territorial Hydrometeorological Administration in Khabarovsk.

The method of soil moisture observation is based on extraction of soil core samples and use of a thermostat-weight technique for soil water content measurements. Cores of soil are extracted from at least four different points at each plot in 10-cm segments. A sample from each 10-cm segment is then weighed, oven dried, and weighed again. The difference in mass gives the total soil moisture in the sample. The plant-unavailable portion (wilting level), previously determined from agricultural experiments at that station with an oat crop [see Vinnikov and Yereskepova (1991) for details], is then subtracted from this total, leaving the available soil moisture, expressed as depth of liquid water. Special measurements of agrophysical constants of soil for each plot for each 10-cm layer at each station determine field capacity, total water-holding capacity, and wilting coefficient, and are shown in Table 1 for our stations with 50-cm resolution.

c. Error analysis

To compare model results to observations, it is useful to have an idea of the uncertainty of the observed values. The root-mean-square error of the soil moisture measurements can be obtained by using the statistical method proposed by Gandin (1965), which is based on extrapolation of empirical estimates of the spatial (or temporal) autocorrelation function to distance (or time) lag equal to zero. Vinnikov and Yereskepova (1991), following the theoretical conclusions of Delworth and Manabe (1988), showed that empirical estimates of temporal autocorrelation functions of soil moisture for the upper 1 m can be successfully approximated as the sum of the white and red noises:

\[
    r(t) = \begin{cases} 
        1 + a & \text{for } t = 0 \\
        e^{-|t/T|} & \text{for } t \neq 0,
    \end{cases}
\]

where \( r \) is the autocorrelation function and \( T \) is the autocorrelation timescale. Parameter \( a \) characterizes the part of the variance due to uncorrelated random processes and can be ascribed to random errors of measurement.

To illustrate the calculation of error, an empirical estimate of the temporal autocorrelation function of 1-m layer soil moisture for the station Uralsk is plotted in Fig. 4 by circles connected with thin lines, using data for 1968–1985. The thick straight line in the figure is our best fit of \( r(t) \) to these data and corresponds to an approximation of \( r(t) \) with \( T = 1.9 \) months and \( a = 0.1 \). The estimated standard deviation \( (s) \) of soil moisture for this station is 2.3 cm. The rms error of soil moisture measurements is equal to \( s(a/(1 + a))^{1/2} = 0.7 \) cm. Analogous estimates presented by Vinnikov and Yereskepova (1991) for several other stations show that empirical estimates of the \( a \) parameter usually do not exceed the value of 0.1 and that the root-mean-square error of soil moisture in the upper 1-m layer measurements does not exceed the value of 1 cm. Of course, errors can vary significantly from season to season and from station to station. But we can see from this analysis that random errors of observations will not influence the comparisons with model simulations made later in the paper.

3. Forcing and verification data

The models (described in the next section) were initialized with observed values of soil moisture and snow cover, and then run for the 6-yr timespan of data.

![Fig. 4. Estimated autocorrelation function of 1-m soil moisture for Uralsk, using data for 1968–1985 (circles connected with thin lines), and the best fit of the theoretical autocorrelation function (thick straight line). The intercept of the thick line with the ordinate at \( t = 0 \) gives the estimate of the parameter \( a \) (= 0.1).](image-url)
Although it would be possible to force the models with the observed net radiation, this would require that the upward longwave radiation be independent of surface temperature. We calculate, rather than specify, upward longwave radiation and use a parameterization for downward longwave radiation in order to allow the surface temperature to be a free variable and be calculated. This also allows us to use the net radiation to verify the calculations.

4. Hydrology models

This section gives a general description of the land surface hydrology models used for this study: a relatively simple bucket hydrology model with no explicit vegetation canopy, and a more sophisticated biosphere model that includes a canopy layer with a stomatal resistance parameterization and multiple, interactive subsurface soil layers, illustrated in Fig. 3.

a. Bucket model

The bucket model constructed for this study is identical to current GCM versions [Manabe 1969 (GFDL); Williamson et al. 1987 (NCAR CCM1)]. The model assumes a 15-cm field capacity of available soil moisture in the uppermost 1 m of soil. Changes in available soil moisture over a given time step are computed using the water balance equation \( \{1\} \).

In the original bucket model formulation (Budyko 1956), a provision was made for a portion of precipitation to run off immediately. In current GCMs, however, the choice was made to not allow any runoff when the bucket was not full (Manabe 1969; Williamson et al. 1987), and we have chosen this GCM assumption of bucket runoff.

Snowmelt is calculated in a manner identical to the standard GFDL GCM and NCAR CCM buckets (Manabe 1969; Williamson et al. 1987). Precipitation that falls when the air temperature is at or below freezing is assumed to be snowfall and is allowed to immediately accumulate on the ground. With a snow-covered surface, no changes of soil moisture are allowed through evaporation and precipitation. Rather, sublimation and precipitation (in the form of snowfall) change the snow depth. However, if surface temperature \( T_s \) is diagnosed as above freezing from the surface energy balance (described later), the snowmelt (calculated by setting \( T_s = 273.16 \) K and using the excess energy from the surface energy budget to melt the snow) is allowed to enter the soil and increase soil moisture. All of the snowmelt is allowed into the soil when the bucket is not full.

The soil is allowed to evaporate at its potential rate until it reaches a critical value of soil moisture, \( W_c \), assumed to be 75% of its field capacity. For soil moisture values lower than \( W_c \), evaporation is then given as a fraction of its potential rate.
\[ E = \beta E_p(T_s), \]  

(2)

where

\[ \beta = \begin{cases} 
1 & \text{for } W \geq W_c \\
W & \text{for } W < W_c,
\end{cases} \]

\[ W_c = 0.75 W, \]

\( E_p(T_s) \): potential evaporation, and 
\( T_s \): surface temperature.

The parameterization of potential evaporation is prescribed following that of Budyko (1956). Potential evaporation is given by a bulk aerodynamic relation,

\[ E_p(T_s) = C_D \rho |V| \left[ q_a(T_s) - q_a \right], \]  

(3)

where \( C_D \) is the bulk transfer coefficient = 0.003, \( \rho \) is the density of air at the standard level of measurement, \( |V| \) is the wind speed at the standard level of measurement, \( q_a(T_s) \) is the specific humidity of saturated air at surface temperature \( T_s \), and \( q_a \) is the specific humidity of air at the standard level of measurement. The value of \( C_D \) is the same as used in the GFDL GCM for all land surfaces (R. Wetherald 1992, personal communication).

Milly (1992) recently noted that within GCM bucket hydrology schemes, actual surface temperatures are used to compute potential evaporation rates, which is inconsistent with the theory upon which the parameterizations are based (Budyko 1956). To achieve a consistent parameterization, a saturated (hypothetically) surface temperature must be used in the calculation of potential evaporation. However, for our control case, actual surface temperatures were used to calculate potential evaporation in order to simulate the standard GFDL and NCAR CCM GCM bucket models.

The surface temperature calculation is determined by a basic energy balance requirement. By assuming the thermal inertia of the soil to be 0 and soil longwave emissivity equal to be 1, the surface energy balance becomes

\[ Q(1 - \alpha) + L_D - \sigma T_s^4 - LE - H = 0, \]  

(4)

where \( Q \) is total incoming shortwave radiation, \( \alpha \) is surface albedo, \( L_D \) is downward longwave radiation, \( \sigma T_s^4 \) is upward longwave radiation from surface, \( \sigma \) is the Stefan–Boltzman constant = $5.67 \times 10^{-8}$ W (m² K⁴)^⁻¹, \( L \) is latent heat of vaporization = 2.50 × 10⁶ J kg⁻¹, \( E \) is evapotranspiration, and \( H \) is sensible heat flux.

The energy balance approach in (4) is appropriate for a land surface with no diurnal cycle since the thermal inertia and/or subsurface heat flux terms that should normally appear on the rhs of the equation would be small. Use of the bucket model for a diurnal cycle calculation would require these terms.

Although measured values of albedo were contained within the forcing dataset, the bucket model contains a scheme to calculate albedos. We therefore calculated the albedo and used the observations to validate the model. The parameterization is identical to the GFDL scheme (Manabe 1969), which prescribes a base albedo value for various vegetation surfaces and modifies albedo during snow cover conditions according to surface temperature and snow cover thickness.

For grass cover without snow cover,

\[ \alpha = \alpha_{base} = 0.18. \]  

(5)

This value corresponds almost exactly to the observations from all the stations of albedo of the natural grass cover when not covered by snow.

For grass cover with thick snow cover (≥2.0-cm water equivalent depth),

\[ \alpha = \alpha_{snow} \]  

(6)

where

\[ \alpha_{snow} = 0.60 \]  

( if \( T_s \leq T_{crit} = -10^\circ C \))

\[ \alpha_{snow} = 0.45 \]  

( if \( T_s = T_{fra} = 0^\circ C \))

\[ \alpha_{snow} = \frac{0.45(T_{fra} - T_s) + 0.60(T_s - T_{crit})}{T_{fra} - T_{crit}} \]  

( if \( T_{crit} < T_s < T_{fra} \)).

For grass cover with thin snow cover (<2.0-cm water equivalent depth),

\[ \alpha = \alpha_{base} + (0.5 D_S)^{1/2} (\alpha_{snow} - \alpha_{base}) \]  

(7)

where \( D_S \) is the water equivalent snow cover depth (cm).

Downward longwave radiation measurements were not supplied by the actinometric dataset and, as a result, had to be calculated. Sellers et al. (1989) suggested that the simple bulk Montech (1961) formula is suitable for use within SiB model calculations, but the Satterlund (1979) scheme provides improved estimates for the apparent clear-sky emissivity of atmosphere \( \epsilon_a \), especially when temperatures are below 0°C, so we used it to calculate \( \epsilon_a \) and the Montech formulation for the effects of clouds:

\[ L_D = \epsilon_a(1 + nc^2) \sigma T_s^4, \]  

(8a)

where \( \epsilon_a \) is 1 - \[\exp(-e_{app}^2/b)\] = apparent clear-sky emissivity of atmosphere, \( n \) is 0.2 for low cloud types or 0.04 for cirrus cloud types, \( c \) is cloud cover fraction, \( T_s \) is air temperature at the standard level of measurement, \( \epsilon_a \) is vapor pressure at the standard level of measurement (mb), and \( b \) is the empirical constant = 2016 K. Montech (1961), however, defines “low cloud” as stratus, cumulus, altostratus, and altocumulus, the last two of which are conventionally classified as “middle cloud types.” Since our dataset provides only lower cloud fraction (\( c_L \)) which uses the conventional
meaning of stratus, nimbostratus, and total clouds \((c_T)\), we modified (8a) to partition the parameter \(r\) to the appropriate cloud types. Using data from Hahn et al. (1984), we determined that over Russia when clouds were present, but there were no low clouds, approximately 50% of the time there were middle clouds and approximately 50% of the time there were high clouds. Therefore, the fractions of middle clouds \(c_M \) and high clouds \(c_H \) are the same and equal to 0.5\((c_T - c_L)\). The equation for \(L_D\) then becomes

\[
L_D = c_a (1 + 0.2(c_L + c_M)^2 + 0.04 c_H)^2 \sigma T_a^3. \tag{8b}
\]

Sensible heat flux is calculated using a bulk relation analogous to potential evaporation (Williamson et al. 1987),

\[
H = C_p^* \rho C_D |V|(T_i - T_d), \tag{9}
\]

where \(C_p^*\) = specific heat of moist air.

The surface temperature \(T_s\) is then calculated by solving (4) using iterative techniques.

b. Biosphere model

The biosphere model used for the verification and intercomparison studies is the Simplified Simple Biosphere (SSiB) Model of Xue et al. (1991). It is based upon the Simple Biosphere Model (SiB) of Sellers et al. (1986) but with reduced computational complexities of the diurnal variation of surface albedo and of stomatal and aerodynamic resistances. The terms “simplified” and “simple” are both misnomers, as SSiB is still quite complex, with 23 parameters that must be specified.

The subsurface of the model contains three interacting soil layers with the depth and porosity of each soil layer dependent upon surface vegetation type. Water is allowed to diffuse between each of the subsurface layers and drain out of the lowest layer as subterranean runoff. Runoff in SSiB occurs both on the surface and from the bottom layer. Surface runoff occurs only with infiltration excess. The spatial nonuniformity of rainfall is taken into account in this overland flow calculation. In the bottom layer, besides infiltration excess, gravitationally driven drainage also contributes to water loss to groundwater (Sato et al. 1989).

As in the bucket, if the surface temperature is below freezing when precipitation reaches the ground, it is assumed to be snow and accumulates on the ground. When the temperature rises above freezing, snow melts. The water then either infiltrates into the soil layer or goes into surface runoff, depending on whether the temperature of the third (deep soil) layer is above or below freezing. This criterion apparently produces behavior unlike the observations, as will be seen later.

The two uppermost soil layers are designed to be the root-active zone of the subsurface with water transpiration rates governed by the stomatal resistances of the surface vegetation. The uppermost soil layer can also directly evaporate into the air.

The surface vegetation types of SSiB can vary from mixtures of broadleaf, needleleaf, deciduous, and evergreen trees to broadleaf shrubs with or without ground cover to just ground cover (grass) or bare soil. The SSiB surface vegetation scheme also contains a “winter wheat” type to account for agricultural regions. With each vegetation type, resistances to evapotranspiration and sensible heat flux are calculated according to atmospheric and subsurface conditions. In addition, canopy water storage is maintained. The canopy water storage is increased by precipitation interception and decreased by direct evaporation and drainage from the leaves. Since the meteorological, actinometric, and soil moisture measurements used in this study were taken within a grass plot, the grass cover vegetation type was selected for the experiments involving SSiB.

5. Bucket and SSiB model intercomparison

a. Theoretical framework for intercomparison

To compare the soil moisture calculations for SSiB and the bucket models and the observations, two issues must be addressed: representation of available soil moisture and vertical resolution. The observations and bucket model both deal with available soil moisture, while SSiB calculates soil wetness. As seen in Fig. 3, the observations for our six stations are for the layers 0–10, 10–20, 20–50, and 50–100 cm, while SSiB has three layers, 0–2, 2–49, and 49–149 cm, and the bucket considers only one layer, 100 cm.

Figure 5 shows for our six stations the 6-yr average measured \(W\) for the 0–50- and 50–100-cm layers. For all the stations, there is more water in the top (0–50 cm) layer than the bottom, except for Yershov and Uralsk in the summer, when both layers are very dry. For the stations for which we have data (Table 1), the field capacity of the top layer is higher than that of the lower half, so this is not unexpected. The top layer also has a larger seasonal cycle at all the stations. For Uralsk and Ogurtsovovo, the \(W\) in the bottom layer is virtually constant for the entire year, so that comparisons with model output for the top 50 cm would capture virtually all of the variations at these stations. For the other stations, however, there are also large variations in the bottom half of the top meter.

Instead of available soil moisture, the SSiB model uses a soil wetness fraction defined as the ratio of total soil moisture storage to its total water-holding capacity. Because both the observations and the bucket use \(W\), comparisons with SSiB will be most convenient if this parameter can also be derived from SSiB output. This can be done if certain physiological characteristics of the soil and the vegetation are known. For a given subsurface layer of SSiB (Xue et al. 1991),
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Fig. 5. The 6-yr average (1978–1983) seasonal cycle of observed available soil moisture in the top two 0.5-m layers for the six stations (Fig. 1, Table 1). The abscissa labels indicate the beginning of the months. The data points taken every 10 days during the growing season are connected with lines. The other data points represent end of the month measurements.
where \( W_0 \) is total soil moisture of \( i \)th layer, \( S_i \) is soil wetness fraction of \( i \)th layer, \( P_i \) is porosity of the \( i \)th layer, \( D_i \) is thickness of the \( i \)th layer.

The inferred wilting level of SSiB is \( S_i \), which equals 0.32 for all layers, as resistance to transpiration reaches \( \infty \) at this level of wetness. The value of \( S_i \) may go slightly lower in the top layer if bare soil evaporation exceeds water input. Available soil moisture \( W_i \) for the \( i \)th subsurface layer of SSiB is then

\[
W_i = (S_i - 0.32)P_iD_i. 
\]

In SSiB, the two uppermost subsurface layers plus 1% of the third layer are the root-active regions, and thus, water can be extracted by the vegetation within these layers (Fig. 3). Moisture in the third layer can be extracted by vegetation, but more much slowly than from the top two layers since root extraction is minimal and diffusion must move water from the third layer into the second layer and then into the roots. If we turn off precipitation and run SSiB with typical station data as forcing, all three layers end up with \( S_i \) close to 0.32. Since in SSiB, if \( S_i > 0.64 \), rapid gravitational drainage will remove moisture, SSiB for grass cover (the only surface type considered in this paper) has an effective field capacity of 6.6 cm \( [(0.64 - 0.32) \times 0.42 \times 49 \text{ cm}] \) for the top two layers combined and 13.4 cm \( [(0.64 - 0.32) \times 0.42 \times 100 \text{ cm}] \) for the third layer.

Another way of stating this is to say that embedded in SSiB is a 20.0-cm bucket representing the top 1.49 m of soil divided into two compartments. The water content, however, can exceed field capacity if the precipitation rate is greater than the combined rates of downward diffusion, evapotranspiration, and gravitational drainage.

Because of the inconsistent vertical resolutions, there are several possible methods for comparing available soil moisture (\( W \)) for SSiB, the bucket, and the observations. A direct comparison between the observations for the top 50 cm and \( W \) from the top two layers of SSiB (top 49 cm) is obvious and clear, and we will use this method. But the bucket model calculates \( W \) only for the entire top 1 m. One option is to compare these top 50-cm values of \( W \) with \( dW_{\text{bucket}} \), where \( d = 0.5 \), but as can be seen in Fig. 5, more than one-half the soil moisture resides in the top 50 cm for all stations. Another option is to calculate \( d \) from the observations for each station (each month or annual average) and then compare \( dW_{\text{bucket}} \) with the top 50-cm \( W \) for the observations and SSiB. This would impart physical meaning to \( d \), which is different for each station and absent in both models, so for one comparison we will simply directly compare the top 50 cm and \( W \) from the top two layers of SSiB with 0.5\( W_{\text{bucket}} \), keeping in mind that this does not accurately reflect the physics of the bucket model.

Because we also have observations of \( W \) for the top 1 m of soil and this quantity is directly calculated by the bucket, we will also make this direct comparison. But the 1-m depth bisects the third SSiB layer. Therefore, to compare the 1-m bucket output with SSiB, we again must choose from one of several options. Three possibilities are 1) using twice \( W \) from the top two SSiB layers, 2) using the total of the three SSiB layers, keeping in mind that they cover 1.5 m instead of 1 m; or 3) using \( W \) from the top two SSiB layers plus one-half \( W \) from the third layer. We ran our SSiB simulations for all six stations calculating the output using all three of these methods. Figure 6 shows the 5-yr average output for the last 5 yr of the 6-yr simulations for three of the stations compared to the 1-m observations and the bucket results. We excluded the first year to avoid any spinup problems, as discussed in the next section. For each station, a different method produces a better comparison with observations, and there is no clear best method for doing the comparison. Be-

![Available Soil Moisture (cm) in Top 1 Meter of Soil 5-Year Averaged Annual Cycle](image)

**Fig. 6.** Comparison of three methods of comparing 1-m SSiB results with observations and bucket results at three different stations, with results averaged over the last 5 yr of the 6-yr simulations.
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FIG. 7. Results of simulations for available soil moisture in top 0.5 m as compared to observations for all six stations, averaged over the last 3 yr of the 6-y simulations (1979–1983). One half of the 1-m $W$ from the bucket is compared to observations for the top 50 cm and total $W$ from the top two SSiB layers, with a total depth of 49 cm.
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Fig. 8. Results of simulations for available soil moisture in the top 1 m as compared to observations for all six stations, averaged over the last 5 yr of the 6-yr simulations (1979–1983). The 1-m W from the bucket is compared to observations for the top 1 m and total W from the top 2 SSiB layers plus half the W from the bottom SSiB layer.
Table 2. Soil moisture statistics for SSiB and bucket model output compared to observations for 0–50-cm depth.

<table>
<thead>
<tr>
<th>Model</th>
<th>Yershov</th>
<th>Uralsk</th>
<th>Ogurtsovo</th>
<th>Kostroma</th>
<th>Khabarovsk</th>
<th>Tulun</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSiB</td>
<td>0.85</td>
<td>0.58</td>
<td>0.88</td>
<td>0.86</td>
<td>0.62</td>
<td>0.28</td>
</tr>
<tr>
<td>Bucket</td>
<td>0.93</td>
<td>0.78</td>
<td>0.77</td>
<td>0.83</td>
<td>0.66</td>
<td>0.31</td>
</tr>
</tbody>
</table>

**Correlations of 5-yr run**

<table>
<thead>
<tr>
<th>Model</th>
<th>SSI B</th>
<th>Bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>−0.6</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>−0.7</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>−2.7</td>
<td>−2.4</td>
</tr>
<tr>
<td></td>
<td>−6.0</td>
<td>−6.4</td>
</tr>
<tr>
<td></td>
<td>−8.4</td>
<td>−9.3</td>
</tr>
<tr>
<td></td>
<td>−2.8</td>
<td>−2.7</td>
</tr>
</tbody>
</table>

**Biases of 5-yr run (cm)**

<table>
<thead>
<tr>
<th>Model</th>
<th>SSI B</th>
<th>Bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.8</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>4.1</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td>7.7</td>
<td>7.7</td>
</tr>
<tr>
<td></td>
<td>9.0</td>
<td>9.8</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>

**Winter rms errors and bias (cm)**

<table>
<thead>
<tr>
<th>Model</th>
<th>SSI B</th>
<th>Bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>−2.5</td>
<td>−0.8</td>
</tr>
<tr>
<td></td>
<td>−2.6</td>
<td>−0.6</td>
</tr>
<tr>
<td></td>
<td>−4.2</td>
<td>−3.3</td>
</tr>
<tr>
<td></td>
<td>−7.1</td>
<td>−7.2</td>
</tr>
<tr>
<td></td>
<td>−12.4</td>
<td>−13.3</td>
</tr>
<tr>
<td></td>
<td>−3.8</td>
<td>−3.4</td>
</tr>
</tbody>
</table>

**Spring rms errors and bias (cm)**

<table>
<thead>
<tr>
<th>Model</th>
<th>SSI B</th>
<th>Bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>2.3</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>5.6</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>6.5</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>3.7</td>
<td>3.7</td>
</tr>
</tbody>
</table>

**Summer rms errors and bias (cm)**

<table>
<thead>
<tr>
<th>Model</th>
<th>SSI B</th>
<th>Bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>2.5</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>5.3</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>8.9</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>1.9</td>
</tr>
</tbody>
</table>

**Fall rms errors and bias (cm)**

<table>
<thead>
<tr>
<th>Model</th>
<th>SSI B</th>
<th>Bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>−0.5</td>
<td>−0.2</td>
</tr>
<tr>
<td></td>
<td>−0.4</td>
<td>−0.4</td>
</tr>
<tr>
<td></td>
<td>−3.0</td>
<td>−2.6</td>
</tr>
<tr>
<td></td>
<td>−6.5</td>
<td>−5.7</td>
</tr>
<tr>
<td></td>
<td>−9.1</td>
<td>−8.1</td>
</tr>
<tr>
<td></td>
<td>−2.0</td>
<td>−1.8</td>
</tr>
</tbody>
</table>

Correlations are of 10-day averages between model output and observations for entire 5-yr period.
Rms errors are for seasonal means.
Bias is model output minus observations.
Bias measurements are indicated by italic font.
Seasons are the conventional definitions: winter (December–January–February), spring (March–April–May), summer (June–July–August), and fall (September–October–November).

...cause the total of the three layers is for a depth inconsistent with the observations and the bucket, and because we will separately compare the top two layers with the observations for the top 50 cm, we choose to use the top two layers plus one-half of the third for the comparisons with the 1-m observations and bucket output, keeping in mind that there are other possibilities.

The available soil moisture intercomparison will then be made in two ways: 1) top 50-cm observations with the top two layers of SSiB and with one-half of the bucket and 2) top 1-m observations with the top two layers of SSiB plus one-half of the third layer and with the entire bucket. The first method should favor SSiB and the second favor the bucket, while allowing intermodel and observational comparisons. Along with the soil moisture analysis, comparisons will be made between each model’s calculations of hydrological and energy-flux components, as well as direct comparisons of model outputs with observed values of albedo, net radiation, and water-equivalent snow cover depth.

**b. Intercomparison results**

As described previously, for each station, the models were initialized with observed soil moisture and run for 6 years forced with observed data. For two of the stations, Kostroma and Khabarovsk, observations showed initial $W$ to be greater than 15 cm, so for the bucket model these simulations were started with $W = 15$ cm. For SSiB, $S_i$ was set equal to the observed values using (11).

Although we started the calculations with observed values of soil moisture, these values are not in equilib-
TABLE 3. Soil moisture statistics for SSiB and bucket model output compared to observations for 0-1-m depth.

<table>
<thead>
<tr>
<th>Model</th>
<th>Yershov</th>
<th>Uralsk</th>
<th>Ogurtsovo</th>
<th>Kostroma</th>
<th>Khabarovsk</th>
<th>Tulun</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.80</td>
<td>0.57</td>
<td>0.87</td>
<td>0.87</td>
<td>0.50</td>
<td>0.23</td>
</tr>
<tr>
<td>SSiB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bucket</td>
<td>0.90</td>
<td>0.76</td>
<td>0.79</td>
<td>0.81</td>
<td>0.48</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>-0.6</td>
<td>-2.7</td>
<td>-7.5</td>
<td>-11.2</td>
<td>-3.2</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.7</td>
<td>-2.4</td>
<td>-8.6</td>
<td>-13.6</td>
<td>-3.2</td>
</tr>
<tr>
<td></td>
<td>3.2</td>
<td>2.4</td>
<td>3.9</td>
<td>8.5</td>
<td>—</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td>-3.3</td>
<td>-1.9</td>
<td>-4.1</td>
<td>-9.2</td>
<td>—</td>
<td>-0.9</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>1.2</td>
<td>3.8</td>
<td>8.5</td>
<td>—</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>-0.2</td>
<td>0.2</td>
<td>-4.0</td>
<td>-9.3</td>
<td>—</td>
<td>-0.7</td>
</tr>
<tr>
<td></td>
<td>3.0</td>
<td>3.5</td>
<td>4.1</td>
<td>9.7</td>
<td>12.3</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>-2.6</td>
<td>-2.9</td>
<td>-3.8</td>
<td>-9.8</td>
<td>-21.1</td>
<td>-3.6</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>2.4</td>
<td>2.4</td>
<td>10.7</td>
<td>13.6</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>1.2</td>
<td>-1.9</td>
<td>-10.2</td>
<td>-23.3</td>
<td>-3.1</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>0.9</td>
<td>2.1</td>
<td>7.3</td>
<td>9.8</td>
<td>5.2</td>
</tr>
<tr>
<td></td>
<td>1.4</td>
<td>-0.7</td>
<td>-2.3</td>
<td>-7.9</td>
<td>-10.5</td>
<td>-5.6</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>1.4</td>
<td>3.0</td>
<td>9.7</td>
<td>12.3</td>
<td>6.2</td>
</tr>
<tr>
<td></td>
<td>-0.3</td>
<td>-1.4</td>
<td>-3.2</td>
<td>-10.4</td>
<td>-13.0</td>
<td>-6.8</td>
</tr>
<tr>
<td></td>
<td>1.7</td>
<td>0.8</td>
<td>2.4</td>
<td>6.4</td>
<td>11.0</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>1.6</td>
<td>0.1</td>
<td>-2.6</td>
<td>-6.9</td>
<td>-12.3</td>
<td>-1.7</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.9</td>
<td>2.8</td>
<td>7.3</td>
<td>13.0</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>-0.3</td>
<td>-3.1</td>
<td>-8.3</td>
<td>-14.1</td>
<td>-1.6</td>
</tr>
</tbody>
</table>

See Table 2 for definitions.

rium with the values the models would like to calculate. To examine the potential influence of spinup on our results, we recalculated all the simulations starting with \( W = 0 \) cm and \( W = 15 \) cm. By comparing these results to the original simulations, we can see the influence of initial conditions on the results; however, the initial simulations may still contain spinup error in the first year. Therefore, we also restarted each simulation at the beginning of each year (1979–1982) and compared the results to the original simulations. By examining the differences in all these experiments, we determined that large errors in the bucket initial conditions persisted only for a few months, in agreement with the autocorrelation timescales as determined by Vinnikov and Yenserkepova (1991) from soil moisture observations in the former Soviet Union. SSiB, however, had a longer memory, especially for dry initial conditions, when differences persisted for several years. This was due to the slow rate of change of soil moisture in the third model layer, which is isolated from the surface by the two layers above it. A detailed analysis of this behavior is beyond the scope of this paper. Since for our stations the only difference between model values and initial observations was that the observations were too wet, this dry persistence of SSiB is not a problem if we exclude the first year of our simulations. Therefore, we exclude the first year of our simulations in calculating statistics and comparing average seasonal cycles of results and compare 5-yr averages of the last 5 yr of the 6-yr simulations with averages for the same 5 yr from the data.

The 5-yr average annual cycle results for all six stations for the 50-cm comparison are shown in Fig. 7, and for the 1-m comparison are shown in Fig. 8. Quantitative measures of the agreement of each simulation with observations are given in Tables 2 and 3. It can be seen in both the figures and tables that the results are highly station dependent and also depend on the season. For both Khabarovsk and Kostroma, both models are much too dry but capture the phase of the seasonal cycle. For Yershov and Uralsk, both models produce quite good simulations, except SSiB.
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FIG. 9. Simulations and observations of available soil moisture for Uralsk for 1979–1983, shown as 10-day averages. See Figs. 7 and 8 for the 1979–1983 average seasonal cycle. The abscissa labels indicate the beginning of the years.

does not capture the spring peak produced by snow melting, and for Yershov, SSiB is too wet in the 1-m comparisons for summer and fall and too dry in the 50-cm comparisons for winter and spring. For Ogurtsovo, both models do a good job but are too dry. For Tulun neither model agrees with the observations. For the stations without large biases or phase errors, Yershov and Uralsk, both models have about the same accuracy. SSiB is clearly not better than the bucket at producing correct soil moisture but, as is demonstrated below, can produce quite different heat fluxes. Detailed intercomparisons for each station follow.

1) URALSK, OGURTSOVO, AND YERSHOV

Uralsk, Ogurtsovo, and Yershov all had similar results, although Ogurtsovo simulations were slightly too dry, and so will be discussed as a group, with Uralsk as an example. They are all from the same hydrological regime, in the dry center of the continent. Figure 9 shows the soil moisture results for 1979–1983 for Uralsk, which can be compared with the 1979–1983 averages of these results shown in Figs. 7 and 8. Both model results and observations show a similar annual pattern of soil moisture with a drying during the summer and a replenishing of moisture during the fall. This is in spite of relatively uniform precipitation all year long (Figs. 10 and 11). The seasonal cycle of soil moisture is therefore clearly driven by seasonal variations of the various components of the hydrological cycle, not the direct forcing due to precipitation.

During the springtime snowmelt, the bucket model gives a much better simulation, with the spike of soil moisture being quite well simulated, while this spike is absent in the SSiB results (Fig. 9). SSiB’s response to snowmelt is most likely a result of its runoff parameterization. SSiB partitions all of the snowmelt into runoff as long as its deep soil temperature is below freezing, and in nearly all cases during snowmelt, the deep soil temperature of SSiB was below freezing in the spring, causing runoff rather than soil moisture replenishment.

The differences between SSiB and the bucket model described above are quite similar to some of the findings for the northern Canada region of Henderson-Sellers

FIG. 10. Components of the hydrological budget for Uralsk simulations in Fig. 9, shown as 10-day averages. For runoff and evaporation, only simulations are available. Observed precipitation, used as forcing in the simulations, is shown. For snow cover, simulations and observations are shown.
et al. (1990), who compared the hydrology output of the BATS scheme [Dickinson et al. (1986)—a biosphere-type model] with that of the GFDL bucket model for different regions of the globe. However, observations of soil moisture were unavailable to them.

Because SSiB partitions a much higher fraction of its snowmelt into runoff, in most cases it produced higher amounts of runoff during the spring snowmelt (Figs. 10 and 11). Even though the bucket model produced far more snow cover, and hence snowmelt, during the preceding winter than did SSiB, the snowmelt filled the bucket rather than producing runoff. For all the stations, the bucket produces an excellent snow cover simulation, while SSiB consistently simulates too little snow cover.

During the middle and late spring, the bucket model’s evaporation (actually evapotranspiration) rates were approximately 0.5–2.0 mm day$^{-1}$ higher than SSiB’s (Fig. 11). The increased spring evaporation from the bucket model is also seen in the surface heat flux analysis (Fig. 12). Latent heat flux from the bucket exceeds that of SSiB by 20–50 W m$^{-2}$ during the middle and late spring, more than double that of SSiB. In the winter, the SSiB latent heat flux is close to 20 W m$^{-2}$, while that of the bucket is close to 0. Only when snow is melting and saturating the surface does the evaporation from one model differ from that of the other.

In addition, a complementary difference of sensible heat flux between the two models is seen (Fig. 12). From late spring through the fall, SSiB’s sensible heat flux is about 20 W m$^{-2}$ higher than the bucket’s. The lower latent heat flux in spring and higher amounts of sensible heat flux later produced by SSiB are consistent with the results of Sato et al. (1989). In spite of quite similar soil moisture simulations in the early summer, the latent and sensible heat fluxes are very different. Because of this, if a GCM changed the choice of land surface parameterization from one of these models to the other, there would probably be large effects on the simulated climate.

Along with differences in heat flux calculations, SSiB and the bucket model show some modest disagreement in their radiative flux calculations, even though they were forced by identical downward shortwave and longwave radiation. In addition to soil moisture and
behavior of albedo, however, is not seen in the observations for any of the stations in our dataset. In fact, throughout the entire year, the bucket model’s albedos and absorbed solar radiation appear to be in better agreement with observations than SSiB’s. Since the surface albedo in SSiB is decided by the vegetation parameters, it appears that the vegetation parameters that SSiB uses for grassland may not be a proper representation for the Russian regions we studied.

The bucket produces more upward longwave radiation during the summer than SSiB (Fig. 13), and this could account for the differences in net radiation (Fig. 12). This difference also agrees with the lower sensible heat flux seen in Fig. 12. The way the bucket calculates surface temperature and partitions the outgoing energy is different in the summer than the way it is done in SSiB, but with the data here, we cannot definitively say which is more correct.

2) Kostroma and Khabarovsk

Kostroma and Khabarovsk, both in wet regions of Russia, had similar results, and Kostroma will be used as an example. Figure 15 shows the soil moisture results for 1978–1983 for Kostroma, which can be compared to the 5-yr (1979–1983) averages of these results shown in Figs. 7 and 8. The annual cycles of soil moisture produced by SSiB and the bucket model are quite similar for both stations. Drying of the soil occurs during the summer, followed by a complete saturation in early fall that carries through to the following summer. The saturation of both models during the fall is due to the moderate amounts of rainfall that exceed calculated evaporation rates (Fig. 16). The snow cover and frozen
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**FIG. 13.** The 5-yr average seasonal cycles of components of the surface radiative fluxes for Uralsk simulations shown in Fig. 9. Also shown are observations for absorbed solar radiation. For this figure only, all fluxes, whether upward or downward, are shown as positive.

snow cover, we can use the net radiation and albedo/absorbed shortwave radiation as independent verification of these calculations. The net radiation observations (Fig. 12) show disagreements with the SSiB results in the spring and the bucket results in the summer. The spring discrepancy can be traced directly to the poor snow simulation by SSiB, which results in much more absorbed shortwave radiation (Fig. 13). As seen in Fig. 14 for Uralsk, SSiB produces albedos approximately 0.10–0.20 lower than the bucket model during the winter, which is likely a result of the lower amounts of snow cover produced by SSiB.

During the warmer months, the bucket model produces lower albedos than SSiB (~0.05–0.10), which explains the higher amounts of absorbed shortwave radiation by the bucket. In addition, for all of the stations an increase in SSiB’s calculated albedo occurs during the end of each summer season, because SSiB assumes that at the end of each summer the grass cover dries up, increasing the albedo (Justice et al. 1985). This
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**FIG. 14.** Simulated and observed albedos for Uralsk simulations shown in Fig. 9, shown as 10-day averages of 5-yr average seasonal cycles.
Kostroma (57.8N 41.0E) Available Soil Moisture
6-Year Run

Fig. 15. Simulations and observations of available soil moisture for Kostroma for 1978–1983, shown as 10-day averages. See Figs. 7 and 8 for the 1979–1983 average seasonal cycle.

conditions of the winter then act to sustain the soil saturation.

Observations show soil moisture is persistently higher than the calculated values and is more variable for these stations during the fall, winter, and spring. Because both SSiB and the bucket model are completely saturated during the fall, winter, and spring, they cannot exhibit any sort of variability or attain any of the higher values of soil moisture that are observed. During the summer of 1981, when there was very little precipitation, both models actually do a good job of simulating W (Fig. 15). These results suggest that the prescribed model field capacities are too low as the water table is too deep to influence the soil moisture in the top 1 m.

Both models simulate the snow cover quite well (Fig. 16), but in SSiB there is an incorrect lag of about half a month. Because of the saturated conditions in the winter, both models put all the snowmelt into similar spring runoff peaks (Fig. 16) with the same time lags as snowmelt. In contrast to Yershov, Uralsk, and Ogurtzovo, runoff in the SSiB simulation continues throughout the summer, and both models produce another peak in the late fall and early winter. All these components of the hydrological cycle might be different if the soil moisture simulations were more accurate and soil wetness were less.

The net radiation is fairly well simulated by both models (Fig. 17), except for too high values in the winter, due to too low albedos, and slightly too low values for the bucket in the summer. Summer latent and sensible heat fluxes (Fig. 17) are quite similar for both models, in contrast to the stations discussed earlier (Fig. 12). In the spring, however, there are large differences.

3) TULUN

Perhaps the most interesting results are for Tulun (Fig. 18). Both SSiB and the bucket model consistently dry the soil during the summer and replenish moisture into the soil in the late summer and fall, when precipitation increases. However, the observations show soil moisture to be quite variable from year to year and not well correlated with either of the models. In some

Fig. 16. Components of the hydrological budget for Kostroma simulations shown in Fig. 15, shown as 10-day averages of 5-yr average seasonal cycles. See caption of Fig. 10 for further details.
6. Discussion and conclusions

We can reach several conclusions from the results presented above. Comparison of soil moisture simulations with actual observations is crucial to test the validity of the parameterizations and discover the reasons for discrepancies. We need full sets of hydrological data for many years and many stations to test the models. Individual years from particular stations can show particularly bad or particularly good simulations, but only by examining many stations and many years can general conclusions be reached. The Russian dataset used in this paper, while incomplete, is invaluable for this work.

Differences between the bucket and SSiB and between each and the observations could be explained by different model treatments of energy fluxes, soil water, the canopy, or the diurnal cycle, and the prescription of vegetation parameters in SSiB. In this paper, we do not have enough verification data (only soil moisture, albedo, snow cover, and net radiation, but not separate longwave fluxes, runoff, or sensible and latent heat fluxes) to definitively explain all these differences. We are working with the data from Valdai,

Fig. 17. The 5-yr average seasonal cycles of components of the surface energy fluxes for Kostroma simulations shown in Fig. 15, shown as 10-day averages. Also shown are observations of net radiation. For all fluxes, upward is positive.

instances, the models dry the soil while observations show no such drying or even increases of soil moisture (e.g., summers of 1981 and 1983). Averaged over the five years (Figs. 7, 8), the annual cycle of SSiB and the bucket model's soil moisture appear to be fairly consistent. However, the observed annual cycle bears little resemblance to the models. The statistics in Tables 2 and 3 clearly support these statements.

With the data available to us, we can only speculate about the reasons for these discrepancies. Tulun has a seasonal cycle of precipitation completely dominated by the summer monsoon (Fig. 19). Snow cover and latent heat simulations in the spring by each model are similar to those of Uralsk (Fig. 11), so antecedent conditions do not appear to contribute to the very different summer skills (Tables 2 and 3). Perhaps in a situation with such large snowmelt followed by heavy rains, more detailed consideration of subsoil hydrology is required. Water table data for this station show the water table to be deeper than 20 m at this station (Table 1), so water table variations cannot explain the discrepancies. The observations were taken in a clearing in a forest, so biological factors may be present in the observations.

Fig. 18. Simulations and observations of available soil moisture for Tulun for 1978–1983, shown as 10-day averages. See Figs. 7 and 8 for the 1979–1983 average seasonal cycle.
Russia, which are much more comprehensive than data from the other regions, to further answer some of these questions in the future.

Both SSIB and the bucket have serious deficiencies in their simulation of soil moisture in the midlatitudes. Both models were too dry in some regions at all times (Kostroma and Khabarovsky). In these regions, using the correct field capacity would probably improve the simulations by both models. Both models had an albedo that was too low in the winter, but this was not important for the soil moisture simulations as there was little insolation then. It may be important, however, in simulating the exact timing of the spring snowmelt. In addition, SSIB failed to properly model the soil moisture increase during the spring snowmelt and had an erroneous increase of albedo during the second half of the summer.

The SSIB and bucket simulations are quite similar to each other when forced with observations because SSIB implicitly contains a bucket. Neither model has large biases compared to the other. This is in spite of the fact that SSIB explicitly models stomatal resistance and the diurnal cycle while the bucket does not.

There is no evidence in the experiments here that either SSIB or the bucket is superior in its soil moisture calculations. The latent heat, sensible heat, runoff, and radiative fluxes, however, can be very dependent on which model is used.

The results of these calculations could clearly be improved by adjusting the parameters and modeling assumptions used for SSIB and the bucket. In this paper we specifically tested versions used in past and current GCM work, so that published results with these models can be evaluated. We could have tuned each model to the same vertical resolution or modified the frozen soil treatment to SSIB, for example, to isolate different processes. That work is beyond the scope of the present paper, but we are now testing the model sensitivities to assumptions such as partitioning of spring snowmelt, the diurnal cycle, runoff, potential evaporation, and other factors, and are confident that improved models can be developed using the Russian data.
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