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ABSTRACT

It is reported that lattice imaging with a 300 kV field emission microscope in

combination with numerical reconstruction procedures can be used to reach an

interpretable resolution of about 80 pm for the first time. A retrieval of the electron exit

wave from focal series allows for the resolution of single atomic columns of the light

elements carbon, nitrogen, and oxygen at a projected nearest neighbor spacing down to

85 pm. Lens aberrations are corrected on-line during the experiment and by hardware

such that resulting image distortions are below 80 pm. Consequently, the imaging can be

aberration-free to this extent. The resolution enhancement results from increased

electrical and mechanical stability’s of the instrument coupled with a low spherical

aberration coefficient of 0.595 + 0.005 mm.

PACS: 07.80, 61.16.-d , 68.35.-p
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process, or service by its trade name, trademark, manufacturer, or otherwise, does not

necessarily constitute or imply its endorsement, recommendation, or favoring by the

United States Government or any agency thereof, or The Regents of the University of

California. The views and opinions of authors expressed herein do not necessarily state or

reflect those of the United States Government or any agency thereof, or The Regents of

the University of California. Ernest Orlando Lawrence Berkeley National Laboratory is

an equal opportunity employer.

I. Introduction

In recent years scientists have developed the ability to create materials by design on an

atomic level. It has become possible to formulate a structure atom-by-atom in order to

allow it to perform a specific function1. This technology must be complemented by the

development of novel instrumentation that is capable of analyzing such materials on a

single atomic scale in order to compare theory with experiments. High Resolution

Transmission Electron Microscopy [HRTEM] is the principle technique that can provide

this ability. However, a typical point resolution around 0.2 nm 2 is often insufficient to

resolve mono atomic columns in many materials systems. Figure 1 depicts this situation

by plotting the band gap energy of different ceramics and semiconductors versus their

inter atomic spacing. It is seen that the resolution of single atomic columns in ceramic-

like materials is barely possible. In such materials systems an additional complication

arises from the low electron scattering power of light elements such as carbon, nitrogen

or oxygen that are often located close to heavier elements. In practice, the separation of
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single atomic columns requires a point resolution that is much better than the 0.15 nm

limit that is depicted in Figure 1. Lattice imaging along a zone axis of crystals nearly

always shortens the inter atomic spacing by the projection into the image plane. For

example, the resolution of dumbbell images along the commonly recorded [110] zone

axis of silicon, cubic gallium nitride and diamond would require a point resolution of

0.136 nm, 0.113 nm, and  0.089 nm, respectively, as shown in Figure 2. However,

HRTEM’s with a point resolution of better than 0.16 nm are rare and the dumbbell

structure of silicon is commonly not resolvable.

Resolution in electron microscopy was steadily improved in the last decade to reach 0.1

nm or less. Four major routes were pursued to achieve this goal. I: Incoherent scanning

transmission electron microscopy [STEM] was utilized to demonstrate a point resolution

of 0.078 nm 3.  II: Coherently scattered electrons in a high voltage instrument operating at

1.25 MV allowed for a point resolution between 0.095 and 0.089 nm 4,5. A 0.109 nm

separation of silicon and carbon columns in SiC was resolved with a similar microscope6.

Very recently, a calculated information limit of ~ 70 pm was reported for a 1MV

HRTEM that is equipped with a cold field-emission electron source7. III: With the most

commonly used instruments, i.e. those that operate in the mid-voltage range around 300

kV and use coherently scattered electrons, an information limit of 0.10 nm was reported

already in 19938. Electron holography exploited this information limit down to 0.104 nm
9. Alternatively, it was reported that a direct reconstruction of the phase and the amplitude

of the scattered electron wave from a focal series of HRTEM images is suitable to extend

the interpretable resolution of a field emission microscope down to its information

limit10. Several approaches were published to tackle the problem of resolution extension
11,12,13,14,15,16 with an earliest contribution suggested by Schiske17. Subsequently, phase-

retrieval electron microscopy was developed into a generally applicable tool that

extended the resolution of 200 kV and 300 kV field emission electron microscopes to

values around 0.14 nm 18,19,20,21 and provides the possibility to correct lens aberrations by

software22. A third variation of this theme is the tilt azimuth series in which four images

are taken with the incident electron beam tilted to plus/minus x and y directions followed

by reconstruction of the exit surface wavefunction23). IV: Another successful approach to
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improve the point resolution consists of an active compensation of the spherical

aberration of the objective lens by a hexapole corrector system24.

In this contribution we report that interpretable sub Ångstrom resolution can be achieved

with a Philips CM300 field emission microscope. For the first time we report an

interpretable resolution of better than 0.085 nm that is close to the 0.080 nm information

limit that one expected from such an instrument25. A focal series reconstruction package20

was employed to extend the point resolution of 0.168 nm of the instrument towards its

information limit. The dominant 3-fold astigmatism was corrected by hardware to a

residual value of A2 < 50 nm. This correction leads to image distortions that are smaller

than 80 pm. Some of the results were published earlier 26,27,28.

The paper is organized in the following manner. Section II summarizes experimental

details of the sample preparation procedure and the image recording process. A brief

description of the underlying physics together with results of performance tests is given

in section III. In section IV we describe the implementation of the reconstruction

procedure that includes tests on simulated lattice images of partial dislocation cores in

silicon [110]. Experimental results are outlined in section V that is followed by a

discussion (VI). Section VII summarizes and concludes the paper.

II. Experimental details

Thin films of gallium nitride and diamond were used for this investigation. The 2 µm thin

GaN crystals were deposited by Molecular Beam Epitaxy (MBE) on sapphire

substrates29. Similarly thick diamond films were grown by Chemical Vapor Deposition

(CVD) on silicon30.31. Additionally, silicon test samples were utilized for calibration

purposes. They contained a 1.3 nm thin amorphous tungsten layer sandwiched between

two similarly thin layers of amorphous silicon. The structure was sputtered on Si [001]. A

cross-section view is shown in Figure 3. The top layer oxidized to form SiO2 upon

exposure to air. The tungsten layer is thin enough to allow for decent lattice imaging in a

plane-view configuration (Figure 3). This tungsten layer is used to tag the exit plane of

the sample because its signal dominates the noise in the lattice image.
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The sample thickness commonly limits the achievable resolution at a given acceleration

voltage because of a delocalization of the scattered electrons that increases with sample

thickness32.  For the case of Si [110], Figure 4 shows that a resolution of the dumbbell

structure in the phase of the electron exit wave can only be achieved with an acceleration

voltage of 300 kV in samples that are less than 10 nm thin. Improvements of the sample

preparation procedure are necessary, because a typical ion-milling process creates

samples with an undesirable large surface roughness. Holes that can be considerably

deeper than 3 nm were revealed experimentally by measuring the surface topology with

QUANTITEM33,34 in a plan-view configuration. In addition, the required small sample

thickness makes beam damage from the high brightness field emission gun a severe

problem that needs to be slowed down to record a focal series of images. Finally, a 1-2

nm thin amorphous layer should be present on the sample surface because it is beneficial

to record Thon rings35 that were used to measure focus settings.

In the course of this investigation, the requirements above were best met by mechanically

thinning the samples to a thickness of a few microns and subsequently milling them with

2-3 kV argon ions in a Fishione or a Gatan ion mill. Argon ions that were accelerated by

voltages as low as 200V-500V and hit the sample with a 30-50 shallow incident angle36

were used as a final surface polish. Thereafter, the specimens were cleaned in an

oxygen/argon plasma and a 1-2 nm thin amorphous carbon film was deposited on their

backside. This layer serves three purposes: First, it slows down knock-on damage.

Second, the amorphous layer provides an electrical path for discharging insulating

samples such as sapphire. Finally, it generates the Thon rings close to the plane where the

electrons exit the sample.

Figure 5 shows a lattice image of a silicon [110] sample. It is seen that the image pattern

varies negligibly over a 20 x 20  nm2 large field of view and that the 0.136 nm spacing of

the dumbbells is visible throughout the image. From image simulations we find that the

surface roughness should be less than 2 nm for this 6 nm thin sample. Similar results

were reported for 4 nm thin aluminum [100]37 that was prepared in an identical manner.

More details of this sample preparation procedure will be published elsewhere38.

The Philips CM300 FEG/UT instrument with the described attachments is named One

Ångstrom Microscope (OAM) at the NCEM.  It meets specifications similar to those that
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were put forward within the Brite Euram Project No. 332225. Lattice images were

recorded through the attached GATAN Image Filter (GIF) that provides an additional

magnification factor of 38. The 24 µm large pixels of the attached 2k X 2k CCD camera

were binned by two to obtain an effective pixel size of 48 µm. A sampling rate of 10 – 20

pm/pixel is typical for our experiments and gives a magnification of 4.8 – 2.4 x 106. A

spread of information across pixels39 gives rise to a magnification dependent resolution

that was minimized by the binning process. In the best case we obtained 85 pm of

resolution recorded on 4.25 effective pixels with a magnification of 2.4 x 106.

Focal series up to 47 images were recorded with time intervals of 5 seconds between

successive images with one second exposure time. We observed a typical image drift in

the range of 80-110 pm between successive lattice images that was determined by cross

correlation from the experiments on sapphire, gallium nitrite and diamond that are

reported here. In best cases, drift velocities as low as 10 pm/second were obtained.

Therefore, the average image drift during exposure was 18 – 22 pm and we used

sampling rate of 20 pm/pixel to assure that image drift does not limit the resolution.

Prior to each recording process the electron beam was aligned along the optical axis and

the 2-fold astigmatism and the axial coma were corrected on-line. The 3-fold astigmatism

was corrected previously by hardware27,40 to below 50 nm and is largely unaffected by

the sample. Thereby, aberration free imaging down to 80 pm of residual image distortions

can be obtained. Principally, all residual aberrations can alternatively be corrected by

software post aquisition22. However, in this work it was attempted to remove the

mentioned aberrations already before recording and to work with as-recorded data.

Further details about the implementation of the OAM at the NCEM are published in

Reference 40.

Image simulations were performed with NCEM’s Image simulation software package

NCEMSS41).

III. Background and performance tests
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Isotropic information transfer of the OAM down to 0.10 nm was probed with Young’s

fringes of amorphous tungsten40. In this contribution, we investigated whether

transmission of crystalline reflection in the sub Ångstrom region is possible.

In a coherent approximation and under exact focus conditions the information transfer is

limited by spatial damping envelope

(1) Es (u) = exp [ - (πα/λ)2 (Csλ3u3 + f λ u)2 ]

to the Contrast Transfer Function (CTF) 15,42.

(2) sin χ(u) = sin (Csλ3u4 π/2 + πf λ u2)

Here, λ is the electron wavelength, u is a reciprocal lattice vector, α is the semi angle of

the illuminating convergence cone, and f is the defocus.

However, a temporary damping envelope produced by mechanical and electrical

instabilities imposes an information limit. This envelope is given by15,42:

(3) Et (u) = exp [ - 1/2 π2 λ2 ∆2u4 ]

where ∆ models the 1/e half width of a Gaussian spread of focus due to chromatic

aberrations which can be approximated by15,25,42:

(4)     ∆ = Cc [ 4(∆I/I)2 + (∆E /eV)2 + (∆V/V)2]1/2

Cc is the coefficient of chromatic aberration. ∆E is the thermal energy spread of the

electrons of charge e and ∆I/I and ∆V/V are the relative fluctuations of lens current and

high voltage, respectively.

Spatial frequencies that are recorded down to the Scherzer point resolution25

(5) ρp = 0.65 Cs
1/4λ3/4

exhibit the same sign. However, misphased information can be transferred far beyond this

point resolution to a 1/e2 limit that is imposed by partial coherence that can be spatial25

(6) ρs = (παCsλ2)1/3

or temporal 40,25:

(7) ρt =  (πCc λ/2)1/2 (4(∆I/I)2 + (∆E /eV)2 + (∆V/V)2 )1/4

Reflections from diamond [110] are calculated together with the CTF of the OAM in

Figure 6. It is seen that the diamond (004) reflection would not be transmitted around

Scherzer defocus. However, it must appear in lattice images if the CTF is tuned to a

larger underfocus if the temporal damping envelopes provide an information limit that is
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small enough. Typical imaging parameters that are used in this work are listed in Figure

6, too.

Figure 7 depicts that the 0.091 nm spacing of the {222} image Fourier coefficients from

molybdenum [112] are directly visible in a lattice image. They cannot be excited by non

linear beam interference’s because they are of the lowest order as shown by the Fourier

transform of the image. Similar images were obtained repeatedly to assure that

information transfer at 91 pm is routinely achievable.

In a second set of experiments, the defocus dependence of the (004) Fourier amplitude in

diamond [110] was investigated. Dynamic calculations of the (002) and (004) beam

amplitudes are shown in Figure 8a. The (004) beam amplitude is either similar or larger

than the (002) one if the sample 8 nm thin or thinner. Contrary to these calculations it is

seen from the experiment shown in Figure 8b that the (004) Fourier amplitude is almost

absent at an underfocus of -108 nm even though the sample is only 6 nm thin. This is the

effect of the spatial damping envelope. At an underfocus of -207 nm the (004) Fourier

amplitude exceeds the (002) Fourier amplitude as it is expected from the calculations. A

measurement of the amplitude ratio I(400)/I(200) from a focal series is shown in Figure

8c together with a calculation of the corresponding ratio of the spatial envelope

calculated from equation (1) at frequencies u400 and u200. It is seen that in our experiment

the (004) Fourier amplitude becomes significant around f = -170 nm which is the point

where the edge of the of the spatial envelope sweeps across the spatial frequency u400 = (

0.89 nm)-1. The experiment implies that the information limit of the microscope lies

beyond this value. The scatter of the experimental data for f  < -170 nm is caused by the

CTF oscillations which induces rapid oscillations of the Fourier amplitude. This

oscillation or Fourier period is given by43:

(8)   fp = 2 / λ u2

On the other hand, the limits given by equations (5) - (7) can be calculated because the

typical root mean square (RMS) values of the parameters (∆I/I) = 0.5 ppm,  (∆V /V) = 0.5

ppm and (∆E/eV)= 1.3 ppm are known25 and Cc was measured to be (1.27 + 0.03) mm

utilizing equation (4). They are:

ρp = 0.168 nm

ρt = 0.083 nm
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ρs= 0.105 nm

The spatial damping envelope ρs limits the achievable information transfer under

Scherzer imaging conditions. However, it is well known that this value can be tuned to be

comparable with ρt if the objective lens is further underfocused and Cs is sufficiently

small42). This is demonstrated in the experiments on diamond [110] (Figure 8). Thus, the

information limit from the temporal damping envelope exceeds the point resolution by a

factor of two and reaches 0.08 nm.

IV Implementation of Exit Wave Reconstruction

The restoration of properly phased scattered electron beams was solved within the Philips

Brite Euram project No. 332220,22. There, it was demonstrated that the electron exit wave

of crystal structures and interfaces could be retrieved from a focal series of lattice images.

A developed software package uses a parabolic - and a maximum likelihood algorithm

that makes use of an equidistant focus settings of successive images to exploit parallel

computation. No prior knowledge of the crystal structure is needed but instrumental

parameters must be known to a sufficient accuracy.

At the NCEM the program was tested on simulated focal series from 900 partial

dislocation in silicon with different core structures28, 44. A relaxed atomic structure around

the dislocation cores was calculated using Tersoff potentials45. Figure 9 compares lattice

images that one would obtain from NCEM’s Atomic Resolution Microscope that operates

at 1000 kV and exhibits a point resolution of 0.16 nm with the retrieved phase of electron

exit wave that one would obtain by reconstruction of a focal series from the OAM.

Clearly, 0.16 nm of point resolution cannot separate the dumbbell structure of silicon

[110] and would not allow to recognize a different core structure in the presence of

experimental noise. Unlike the ARM, a focal series restoration with the OAM would

fully recover the input structure with an interpretable resolution that largely exceeds

0.136 nm.

A focal series restoration requires knowledge of the defocus setting for each image of a

series. For this purpose an automated fitting procedure was developed that matches the

CTF given by equation (2) to the Thon rings that are present in every recorded lattice

image46. A specific example is shown in Figure 10. The focus values of the experiments
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that are reported here are depicted in Figure 11. Reconstruction’s were done with a

minimum of 10 images and a maximum of 20. The plot reveals a linear dependence of

the focus step size ∆f with the recorded image number. This value is a crucial input

parameter for the reconstruction software. A repeated recording of focal series from Si

[001] reveals fluctuation of ∆f that can be as large as 10% which is why we determine its

value afresh for each series. Resultantly, a precision of better than 1% could be reached.

The well-known lattice constant of silicon (0.5429 nm) was used to calibrate the

sampling rate. Lattice parameters of GaN47 and sapphire48 were not suited for this

purpose because they easily vary by 2% or more. The residual GIF distortions are

typically 0.7 % and can reach a minimum value of 0.25 %. They can be further reduced

by measuring their effect on a mask of known geometry and then using these values to

correct the recorded lattice images by software.

Figure 12a shows the Fourier periods of two orthogonal {220} image Fourier coefficients

from experiments on Si [001]. Suitable sine functions were fitted to the data. They reveal

Fourier periods of 37.9 + 0.5 nm and 36.9 + 0.4 nm, respectively which agree with the

37.3 nm value calculated from equation (8) within statistical errors. The two Fourier

periods are asynchronous in defocus by 2 nm which is caused by a residual 2-fold

astigmatism. Thus, this procedure provides an accurate measurement of the 2-fold

astigmatism provided it is small and the main axes of the elliptical distortions coincide

with the directions of the two analyzed Fourier amplitudes. In the experiment this is true

to within 10 degrees.

For the reconstruction process CS that must be known to within 10 µm to prevent phase

inversion for reflections from the sub Ångstrom region. Its value can be determined by

measuring Fourier periods of Fourier amplitudes and Thon rings simultaneously because

the spacing of the Thon rings depends on Cs (equation  2) while the Fourier period does

not (equation 8).  In the case of silicon [100] for example, the determination of the focal

increment ∆f between successive images from Thon rings and from Fourier periods of the

[220] beams gives a starting value of 0.60 mm for the spherical aberration constant. It can

be further refined by varying Cs and f over a certain parameter range in the reconstruction

procedure to obtain agreement between measured exit waves and simulations. The

parameter range of interest was evaluated by a χ2 merit function
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(9)         χ2 (Cs,f ) = Σi=1
N[(yi – fmodel(Cs,i,fi )/σi]

2

where yi is the measured amplitude of the {220} Fourier coefficients in image i of a

series, σi is its standard deviation, and fmodel(Cs,i,fi ) is the model function that relates Cs,i

and f i which is given by use of equation (2). The resulting χ2 map from the experiment

on Si [100] is shown in Figure 12b. There, dark regions mark good agreement between

experiment and model. The defocus values refer to the first image of a series. If this

defocus is extracted from  Thon rings it leads to a small Cs =  0.52 mm. The simulated

exit wave from Si [100] matches badly the experiment in this case.  Therefore, we

repeated reconstructions of the electron exit wave with values Cs and f of minimal χ2 in

order to obtain the best match of amplitude- and phase images between simulations and

experiments. Details of the procedure will be given elsewhere49.

Figure 13 depicts the amplitude and the phase of the electron exit wave of Si [100] that

was reconstructed from 20 lattice images and matches the simulation best. One of the

lattice images is shown in Figure 3. The reconstruction is homogeneous over a 10 x 10

nm2 large field of view. The magnified image of Figure 14a compares the experiment

with image simulations for a 12 nm thick sample. Simulated and experimental phase and

amplitude images match well. They are separated in the exit wave reconstruction process.

A further comparison of the normalized amplitudes of the simulation and the experiment

is produced in Figure 14b. Quantitatively, a peak width of 70 pm in the simulation

compares with 80 pm in the experiment. Usually, simulated and experimental phase

images match well but the compared amplitude images may exhibit discrepancies.  We

argue that this difficulty is related to the smaller contrast of amplitude images in thin

samples which are dominantly phase objects. It is for this reason that we exhibit phase

images mostly.

Comparably good results for the experiments with Si [100] were obtained for 0.58 mm <

Cs < 0.60 mm and corresponding focus values around -204 nm that were related to Cs by

Figure 12b. Similarly, a reconstruction of the exit wave of diamond [110] and sapphire

[11-20] yield good results for Cs = 0.590 + 0.005 and Cs = 0.600 + 0.005, respectively.

Therefore, we find that the spherical aberration constant of the OAM is 0.595 + 0.005

mm which is independent of the samples position in the pole piece, only, if it is located in

the same (eucentric) position.
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V. Detection of light elements with sub Ångstrom resolution

In this Section we demonstrate our ability to achieve sub Ångstrom resolution and detect

the light elements C, N, and O.

Figure 15a shows an experimental reconstruction of the phase of the electron exit wave

from diamond [110]. The dumbbell structure of the carbon columns separated by 89 pm

is readily resolved for the first time. From images simulations we find that the sample is

about 6 nm thin and that the experiment suffers from a substantial sample tilt of 10-15

mrad. A resolution of the dumbbell structure requires transmission of the {400}

reflections. Their presence in the reconstruction can be tested by the application of an

aperture at 0.1 nm as shown in Figure 15b. It is seen that the {400} reflections contribute

substantially to the image formation because the dumbbell structure is smeared out in the

filtered image.

In Figure 16 we show the reconstructed the exit wave of an interface between cubic (3C)

and hexagonal (2H) gallium nitride. It is seen that nitrogen columns can be resolved for

the first time.  They are separated by only 113 pm from the heavier gallium columns. To

date, the large electron scattering by heavy elements made the detection of closely spaced

light elements impossible if z-contrast imaging is employed. Image simulations reveal

that the sample is 10 nm thin and tilted by roughly 12 mrad. The location of the Ga and

the N columns is determined by the lower contrast of the nitrogen columns.

Delocalization effects from the field emission source were removed by the

reconstruction. The structure of the interface is intuitively clear because the hexagonal

a,c,a,c,a,c… stacking of basal planes in the hexagonal matrix must transforms into the

cubic a,b,c,a,b,c… stacking of (111) planes as the interface is crossed. This is confirmed

by the experiment.

Finaly, Figure 17a shows the reconstructed phase image of a GaN/sapphire interface that

could not be investigated in the past with truly atomic resolution because of lacking

resolution and sensitivity. At the interface, all atomic columns are resolved. A periodic

array of misfit dislocations stands off the interface and extends into the GaN by a few
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atomic layers. A detailed analyses of the interface structure will be given elsewhere38.

Here, we show in Figure 17b a magnified view of the electron exit wave from the

sapphire. A simulation of the exit wave is inserted into the picture which assumes an

information limit of 80 pm.  From the simulation we find that the crystal is 6 nm thin and

tilted by 3 mrad from the zone axis orientation with respect to the electron beam. It is

seen that all oxygen and aluminum columns are resolved at a smallest separation of 85

pm. These Al-O columns are arranged in rows that extend diagonally across the image.

The largest distortion in the image stems from the 3 mrad of sample tilt that is large

enough to cause a significant alteration of the intensity distribution in the lower one of

the two parallel Al-O rows. It is remarkable that the interpretable resolution in the

experiment compares well or even exceeds the one of the simulation. Consequently, the

information limit of the microscope is around 80 pm.

VI. Discussion

This experimental investigation aimed to extend the point resolution of a 300 kV field

emission microscope to values around one Ångstrom and possibly below. Focal series

reconstruction20, electron holography8 and extended resolution electron microscopy15

were pursued to achieve the goal. All three methods require computer processing and

support to extract the desired structural information from the recorded lattice images or

holograms. Out of the tested approaches, the reconstruction of the electron exit wave

provided the best interpretable resolution of 80 pm or even less. Electron Holography

allowed us to transmit the diamond (222) reflection at 0.103 nm in the side bands at best.

The extended resolution microscopy is currently being further developed. Therefore, we

concentrate on a discussion of the exit wave reconstruction method and related

experimental aspects.

The preparation of suitable samples becomes even more crucial if sub Ångstrom

resolution is attempted. Limiting factors are the local spread of information that increases

with sample thickness and the roughening of the sample surfaces that is induced by the

sample preparation. Figure 4 shows for the specific case of the dumbbell images in
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silicon [110] that a sample thickness of less than 10 nm is required for a resolution

around 0.1 nm. We tested currently available technologies on silicon samples and

compared the results of a particular thinning process. Out of the tested instruments, the

acquired low voltage and low angle ion mill process yield the best result in terms of

surface smoothness. In the case of Si [110] (Figure 5) we found that thickness fluctuation

may be substantially less than 2 nm, which was a limit that was imposed by a comparison

of experiments with simulations. More systematic studies are certainly desirable and

improvements in sample preparation techniques will remain an issue.

We utilized materials of known structure to evaluate the interpretable resolution. The

[110] projection of the materials Si, cubic GaN, and diamond provides similar - or

identical lattice images and exit waves. It is convenient for test purposes that their inter

atomic spacing decreases from 136 pm in case of the silicon to a 89 pm in diamond with

its extreme short lattice parameter. With the resolution of single atomic carbon columns

in the [110] orientation it is also demonstrated that it is now even possible to resolve the

diamond lattice along three different zone axes namely along [111], [100], and [110].

In these materials the chemical species nitrogen and carbon are present. Sapphire [11-20]

was investigated to test if single oxygen columns can be imaged at a projected nearest

neighbor spacing as short as 85 pm. In the past, the resolution of the light elements

carbon, nitrogen, oxygen with an atomic number z = 6, 7, 8 has been challenging.

Experiments with inelastic electron scattering presently lack of sensitivity to detect C, N,

or O. Sensitivity is gained if z increases50. If the light element’s next neighbors are

significantly heavier, it is particularly difficult to detect them. This situation is found in

GaN ( zGa = 31).  Therefore, reports on the resolution of light elements are rare 6,21 and

restricted to experiments with elastically scattered electrons in materials where the

projected nearest neighbor spacing is above one Ångstrom. It is for the first time that the

dumbbell structure of diamond [110] is resolved, that single nitrogen columns are

detected, and that oxygen columns in sapphire [1120] are resolved.

The reliability of the exit wave reconstruction procedure was tested and discussed in

detail 20,22. We confirm that a reconstruction of simulated images is robust by recovering

amplitude and phase from the simulated focus series of partial dislocations in silicon

(Figure 9). At present, most problems arise on the experimental side. The benefits of
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reconstructing the electron exit wave are drastically visualized in Figure 9 where it is

seen how much structural details can be gained by increasing the interpretable resolution

from values around 0.16nm for the ARM to values around 0.08 nm for the OAM.

Aberration free imaging was assumed in the simulations of Figure 9. Experimentally, we

repeated measurements of the 3-fold astigmatism to assure that its hardware correction

was stable and 50 nm (or less) over a time period of one year. Residual aberrations in the

lattice images that arise from an imperfect on-line correction of the 2-fold astigmatism,

the beam tilt and the coma can be small. In case of Si [100] we measured 2 nm of residual

2-fold astigmatism. Thus, aberration free imaging down to the information limit is

feasible. If necessary, any remaining distortion can be corrected by software22.

There are two ways to extract the focus value of all lattice images from a series. The first

one consists of the analyses of  Thon rings ( Figures 10 & 11) and the second approach

utilizes the Fourier periods (Figure 12). A combination of the procedures allows to

measure Cs. It is our experience that in both cases the extracted focus values do not

coincide with the exit plane of the electron wave function. Usually the wave function

must be propagated to its proper exit plane that we currently determine by a match of the

experiments with simulations that can be achieved trough a minimization of the

amplitude contrast. Typical propagation distances are comparable with the sample

thickness and it is likely that these differences arise from uncertainties in the location of

amorphous layers that coat the sample.

An analysis of the Fourier periods in combination with image simulations was employed

to refine the Cs measurement of our microscope. The procedure relates a change of focus

with the necessary change of Cs for a measured set of low indexed Fourier amplitudes.

This method is currently being developed into a software package49. Our spherical

aberration constant of 0.595 + 0.005 mm is small if the sample is located at the euzentric

height and objective lens currents is kept constant. A value of 0.62 + 0.01 mm was

reported before25.

The OAM has a nominal point resolution of ρp = 0.168 nm. Close to Scherzer defocus, it

is the spatial damping envelope ρs= 0.105 nm that limits information transfer to this

nominal value. Young fringes were recorded under these conditions and they extend to

0.10 nm40. Our experiments on molybdenum [112] prove sub Ångstrom information
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transfer (Figure 7). In addition, it is well known that the spatial damping envelope can be

tuned to sub Ångstrom values if a larger underfocus is employed42. We utilized this effect

to demonstrate sub Ångstrom information transfer in focal series from diamond [110] that

extends towards Lichte defocus51. These experiments ensure that information at 89 pm is

passed by the objective lens at an underfocus of around -170 nm (Figure 8). Moreover,

the amount as to which information is transferred in the sub Ångstrom region was tested

directly by the application of a 0.1 nm large aperture to the reconstructed phase image

from the diamond [110]. The aperture wipes out the dumbbell structure to produce one

elongated “blob”. Thereby, we prove that the {400} Fourier amplitudes are essential to

the resolution of the diamond dumbbells (Figure 15b). Finally, a direct comparison of

simulations and the experimentally reconstructed from sapphire [1120] (Figure 17b)

shows that the information limit of the OAM is 80 pm or even better.

Table I compares the results that were achieved in this study with literature

data3,4,5,7,9,10,20,23. The interpretable resolution was steadily improved to reach values close

to one Ångstrom and beyond. The availability of field emission technology is a key

element of this development. Its exploitation requires utilizing computational phase

retrieval methods. By now, mid voltage microscopes have surpass the point resolution of

high voltage microscopes that are equipped with thermal emitters. It is advantageous that

their lower acceleration voltage causes less knock-on damage. High voltage FEG

instruments could principally exhibit a better interpretable resolution but this has not yet

been demonstrated. Our resolution compares well with recently published data from z-

contrast measurements. Both phase retrieval microscopy as well as z-contrast microscopy

produce images of electrons that are trapped in the potential of atomic columns which is

sometimes referred to as “a picture of a 1s state” 52,53). Our demonstrated capability to

detect light elements together with a precision as to which atomic columns can be located

in phase contrast microscopy that approaches 1 pm21)  add unique advantages to the use of

elastically scattered electrons.

Currently, the proper alignment of the sample along the electron beam remains

challenging. The mechanical sample tilt installation allows for a smallest adjustment of

0.05o ( 0.9 mrad) and it exhibits a hysteresis. As a result, a residual sample tilt of 1 mrad

and 3 mrad was present in the experiments with silicon and sapphire, respectively. In case
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of the sapphire, the simulation in figure 15 shows that 3 mrad of sample tilt causes a

substantial intensity re-distributions in the phase image that can be already recognized by

visual inspection. This puts limits on the precision as to which atomic positions can be

extracted quantitatively.

Finally, we remark that the use of a 2 kx 2k CCD camera is essential for sub Ångstrom

experiments. First, this CCD provides an extra magnification factor of ~ 40 that allows

for a magnification of 3 x 106 and more while the maximum magnification of  0.84 x 106

of the CM300 is insufficient. In addition, our experiments measuring its Modulation

Transfer Function (MTF) agree with recently published data54) that also established an

improved performance of the 2k x2 k CCD compared with a 1k x 1k CCD if the 2k x2 k

CCD is operated with 2 x 2 pixel binning54).

VII. Summary and Conclusion

This contribution describes performance improvements of mid voltage microscopes that

were steadily achieved in the Brit Euram Project No 3322 and at the NCEM over the last

decade. Here, it is demonstrated for the first time that an information limit of 0.080 nm

could be reached experimentally. The reasons for the achieved improvements are seen in

a reduction of mechanical and electrical instabilities coupled with a small value of Cs =

0.595 + 0.005 mm. In addition, an on-line and hardware correction of the lens aberrations

can be performed to an accuracy that allows for a direct interpretation of the

reconstructed sub Ångstrom phase images. Overall, it is the goal of this investigation to

make this tools available for materials sciences routinely.

The retrieval of exit waves from focal series can be reliably obtained within hours if the

samples are suitable and a resolution close to one Ångstrom is desired. It is more time

consuming to achieve sub Ångstrom performance. At present, sample preparation and

sample tilt are severe bottlenecks for a routine achievement of sub Ångstrom results.

Current research efforts at the NCEM focus on a quantification of atomic positions and

the local chemistry.

It is remarkable that the use of elastically scattered electrons made it possible for the first

time to produce images of the light elements carbon, nitrogen and oxygen with a
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projected next neighbor spacing close to one Ångstrom and below. This achievement

allows to visit and to re-visit unsolved problems of materials sciences that involve

interfaces, dislocations and nano structures. One expects the largest impact of electron

microscopy with ultra high resolution and sensitivity for the detection of light elements in

such fields of sciences.
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Figure captions:

Figure 1:

Band gap energy versus inter atomic nearest neighbor spacing of common

semiconductors and ceramics.

Figure 2:

Experimental [110] lattice images of Si, GaN, and Diamond. In this common projection a

resolution of single atomic columns requires the recording of  {004} Fourier components

at 136 pm , 113pm  and 89 pm, respectively. However, in single lattice images lattice

images (004) Fourier components can originate from non-linear beam interferenes which

do not contribute to resolution.

Figure 3:

Cross-section (left) and plane-view (right) lattice images of a silicon [100] test wafer that

was capped with an amorphous tungsten layer.

Figure 4:

Simulated dumbbell images from silicon [110]. The phase of the electron exit wave was

evaluated. Intensities were measured at the indicated positions Ia, Ib and converted into

contrast. Insets depict the broadening of the phase image with sample thickness that is

caused by an increasing delocalization. For comparison with the phase images a

simulated single lattice image is shown, too.

Figure 5:

A Si [110] sample prepared by low voltage (500V) / low angle (30) ion milling. Left:

Experimental lattice image. Right: magnified partial view. (004) Fourier components are

resolved homogeneously over a large field of view giving rise to the “dumbbell”

structure. The sample is ~ 6 nm thin and recorded at a underfocus of ~ -90 nm. The

homogeneous pattern reflects a smooth surface topology with possible thickness

fluctuations of 2 nm and little local buckling (< 1 mrad).
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Figure 6:

Simulated contrast transfer functions (CTF) of the One Ångstrom Microscope (OAM) for

two commonly used focus settings. The point resolution (ρp) and the information limit

(ρs,t ) as well as reflections from diamond [110] are indicated. Instrumental parameters for

the simulation are listed. Similar parameters are used for exit wave reconstructions.

Figure 7:

Experimental lattice image from molybdenum [112] (left) and its corresponding Fourier

transform (right). The (222) Fourier coefficients at 91 pm cannot be excited non linearly

and are readily visible in the lattice image.

Figure 8:

a) Calculated beam amplitudes of the (002) and the (004) beams in diamond [110] for a

sample thickness below 8 nm.

b) Experimental diamond [110] lattice images and their Fourier transforms for two

different defocus settings of –108 nm (left) and –207 nm (right). The (004) Fourier

component is visible at f = -207 nm.

c) Experimental Amplitude ratio I(004)/I(002) versus defocus. A corresponding

envelope ratio was calculated from equation (1). The (004) reflection is attenuated by

spatial envelope at focus settings above ~ -170 nm and becomes dominant below this

value.

Figure 9:

Image simulations of computed 900 partial dislocation in silicon with two different core

structures. The top row depicts lattice images that would be obtained from the Atomic

Resolution Microscope (ARM) operating at 1 MV. The bottom row shows retrieved

phase images of the electron exit wave that were obtained from 20 simulated lattice

images if recorded by the OAM.
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Figure 10:

Defocus determination by fitting the CTF (equation 2) to the Thon rings of an

experimental lattice image.

Figure 11:

Underfocus values determined from Thon rings versus experimental lattice image number

of the considered focus series of silicon, sapphire, diamond, and GaN

Figure 12:

Determination of Fourier periods, focus settings, and Cs from silicon [001]:

a) Amplitude oscillations of two orthogonal {220} Fourier components versus

underfocus measured from Thon rings. Suitable sine functions are fitted to the

experimental data. One oscillation period is half a Fourier period.

b) χ2 map for a range of test values 0.5 mm < Cs < 0.7mm and –185 nm < f < -205 nm.

Small χ2 values reflect good agreement between the model function and the data. The

defocus value from the Thon rings of the first lattice image is indicated and compared

with the best value obtained from the exit wave reconstruction program.

Figure 13:

Experimentally recovered amplitude (left) and phase (right) of the reconstructed electron

exit wave of silicon [100].

Figure 14:

a) Left: Magnified view of the amplitude and the phase of the reconstructed electron exit

wave of silicon [100]. Image simulations (inset) are compared with the experiment .

b) Right: Comparison of amplitude oscillations in an experiment and a simulation. Line

traces are taken in [001] direction. Amplitudes are normalized and are smaller in the

experiment. A half width of 70 pm in the simulation compares with 80 pm in the

experiment. A sample thickness of ~12 nm causes the width of the peaks.
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Figure 15:

a)

Experimental phase image and inserted simulation of the electron exit wave from

diamond [110]. Atomic positions are marked. Single carbon columns are resolved at a

spacing of 89 pm.

b)

Top, left: Magnified phase image of the electron exit wave of diamond [110] as it is

reconstructed.

Top right: Phase image after application of an aperture at 0.1 nm that allows for a

transmission of {311} and {222} Fourier components at 0.107 nm and 0.103 nm but

suppressed the {004} Fourier components at 0.089 nm. {004} Fourier components cause

the resolution of the dumbbell structure.

Bottom: Line traces across both structures. Their location is indicated in the phase

images.

Figure 16:

Experimental phase image of the electron exit wave of an interface between cubic (3C)

and hexagonal (2H) GaN. Single nitrogen columns 113 pm close to the gallium columns

are resolved. The a,c,a,c…stacking sequence changes to the cubic a,b,c, a,b,c,.. stacking

as the interface is crossed.

Figure 17:

a)

Experimentally reconstructed phase of the electron exit wave of the interface between

GaN and sapphire. The interpretable resolution in the image is around 80 pm.

b)
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Magnified view of the electron exit wave from sapphire [1120]. A simulated phase image

is inserted. Atom positions and chemical species are marked. Single oxygen columns are

resolved that are separated by 85 pm from the Al columns. The sample is 6 nm thin. 3

mrad of sample tilt is included in the simulation. The tilt is sufficient to cause substantial

intensity shifts in the Al-O pairs which is why they do not appear identical in the parallel

rows.




